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Abstract

We classify the maximal subrings of the ring of $n \times n$ matrices over a finite field, and show that these subrings may be divided into three types. We also describe all of the maximal subrings of a finite semisimple ring, and categorize them into two classes. As an application of these results, we calculate the covering number of a finite semisimple ring.
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1 Introduction

When dealing with an algebraic structure, a standard goal is to understand its substructures. In this, special attention is often paid to those substructures that are maximal with respect to inclusion, such as maximal subgroups or maximal ideals. There are many papers in the literature studying maximal subalgebras of an algebra $\mathfrak{A}$ over a field $F$ (see e.g. [9, 10, 11, 21, 22, 23] and the references therein), and for commutative rings the related notion of minimal ring extensions has become popular (for this, the papers [6, 7, 8] are a good starting point). However, less work has been done on classifying the maximal subrings of a general algebra $\mathfrak{A}$. This problem is nontrivial, because there usually exist maximal subrings of $\mathfrak{A}$ that are not $F$-subalgebras. An easy example of this is given by taking $\mathfrak{A} = F$ and considering a minimal field extension $F/F_0$. In this case, $F_0$ is a maximal subring of $F$ but is not an $F$-algebra, and hence would fall outside any classification of maximal $F$-subalgebras.

The aim of the current paper is to classify all of the maximal subrings of an $n \times n$ matrix ring $M_n(F_q)$ with entries from a finite field $F_q$ with $q$ elements. We will also describe the maximal subrings of a finite semisimple ring (i.e. a direct product of the form $\prod_{i=1}^t M_n(F_{q_i})$). Here and elsewhere, when we speak
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of subrings, we mean a subset of a ring that is an Abelian group under addition and is closed under multiplication; we do not require subrings to contain a multiplicative identity. As it turns out, however, the maximal subrings of a unital ring \( R \) often contain \( 1_R \) (see Lemma 2.1), so the omission of unity from the definition of a subring will not be a hindrance to our work.

The paper begins in Section 2 with some results on maximal subrings of a finite dimensional central simple algebra \( \mathcal{A} \) over a field \( F \). This allows us to build on the work of Racine [21, 22], who classified maximal \( F \)-subalgebras in various types of \( F \)-algebras, among them matrix algebras and central simple algebras. As we demonstrate in Proposition 2.4 and Theorem 3.3, as long as \( \mathbb{F}_q \neq \mathbb{F}_p \) it is easy to produce maximal subrings of \( M_n(\mathbb{F}_q) \) that are not \( \mathbb{F}_q \)-subalgebras. Thus, our work is more than just a corollary of Racine’s theorems.

In Section 3 we begin to restrict our attention to \( M_n(\mathbb{F}_q) \) and we prove that the maximal subrings of \( M_n(\mathbb{F}_q) \) can be classified into three types (Theorem 3.3), which we call Types I, II, and III (Definition 3.7). We then provide precise counts for the number of maximal subrings of each type (Propositions 3.4, 3.5, and 3.6). In Section 4 we work with finite semisimple rings and we prove (Theorem 4.5) that the maximal subrings of such a ring fall into two distinct classes, which we call Types \( \Pi_1 \) and \( \Pi_2 \) (Definition 4.3).

In the last section, we apply our results to determine the covering numbers of finite semisimple rings. A cover of a (unital, associative) ring \( R \) is a collection of proper subrings \( S_i \subseteq R \) such that \( R = \bigcup S_i \). If such a union is possible, then we say that \( R \) is coverable and the covering number of \( R \), denoted by \( \sigma(R) \), is the size of a minimal cover, i.e. the least number of subrings necessary to form a cover. A minimal cover (if it exists) can always be formed out of maximal subrings, so knowing the maximal subrings of \( R \) is quite useful in determining \( \sigma(R) \).

The analogous problem of covering numbers for groups has been well-studied and covering numbers are known for several types of groups, among them all solvable groups [26], various linear groups [1, 11, 13, 19, 25], and some sporadic simple groups [12]. Less attention has been paid to covering numbers for rings. All rings with covering number three were determined in [13, 27] gives formulas for covering numbers of direct products of finite fields, and a formula for \( \sigma(M_n(\mathbb{F}_q)) \) was determined in [17] and [11] (see Theorem 5.2 of the present paper). The survey paper [13] gives an overview of theorems related to coverings for various algebraic structures, including groups and rings. Our contribution to this topic is to prove (Theorem 5.11) that if \( R = \prod_{i=1}^n M_n(\mathbb{F}_q) \) and \( n \geq 2 \), then \( \sigma(R) = \sigma(M_n(\mathbb{F}_q)) \). When combined with some of the other theorems in Section 5 this result allows one to find the covering number for any finite semisimple ring.

### 2 Some Maximal Subrings of Central Simple Algebras

Throughout this section, \( \mathcal{A} \) denotes a finite dimensional central simple algebra over a field \( F \). We are interested in describing the maximal subrings of \( \mathcal{A} \). To be consistent with the terminology used in [27], we use subring in the weakest sense: a subring \( S \) of a unital ring \( R \) is a subset of \( R \) that is an Abelian group under addition and is closed under multiplication. Thus, a priori we make no assumption that \( S \) contains \( 1_R \), or that \( S \) contains any multiplicative identity. In practice, however, we will be focusing on maximal subrings of \( \mathcal{A} \), and our first results show that—except for the situation where \( \mathcal{A} = \mathbb{F}_p \) for some prime \( p \)—any maximal subring of \( \mathcal{A} \) contains \( 1_{\mathcal{A}} \).

**Lemma 2.1.** Let \( R \) be a ring with unity. Let \( M \) be a maximal subring of \( R \). Then, either
1. \( 1_R \in M \), or
2. \( M \) is a maximal two-sided ideal of \( R \) and \( R/M \cong \mathbb{F}_p \) for some prime \( p \).

**Proof.** If \( 1_R \in M \) then we are done, so assume that \( 1_R \notin M \). Let \( D \) be the subring of \( R \) generated by \( 1_R \) and let \( S = D + M \). Note that either \( D \cong \mathbb{Z} \) if \( R \) has characteristic 0, or \( D \cong \mathbb{Z}/n\mathbb{Z} \) if \( R \) has positive characteristic \( n \).
Observe that $dm \in M$ for all $d \in D$ and all $m \in M$; it follows that a product of elements of $S$ remains in $S$. Since $S$ is also clearly closed under addition, we see that $S$ is a subring of $R$. But, $M \not\subseteq S$, and $M$ is a maximal subring of $R$, so in fact $S = R$. Finally, the fact that $dm \in M$ for all $d \in D$ and all $m \in M$ also implies that $M$ is a two-sided ideal of $R$. By the maximality of $M$, we conclude that $M$ is a maximal ideal of $R$.

It remains to show that $R/M \cong \mathbb{F}_p$ for some $p$. Since $M$ is a maximal two-sided ideal of $R$, the residue ring $R/M$ is a simple ring. Furthermore, since $R = D + M$, we have $R/M = (D + M)/M \cong D/D \cap M$. But, as noted above, $D$ is a residue ring of $\mathbb{Z}$, so the only possible simple residue rings of $D$ are the finite fields $\mathbb{F}_p$. Thus, $R/M \cong \mathbb{F}_p$ for some $p$.

**Corollary 2.2.** Let $R$ be a ring with unity. If $R$ has no residue ring isomorphic to a finite prime field $\mathbb{F}_p$, then every maximal subring of $R$ contains $1_R$. In particular, if $R$ is a simple ring and $R \neq \mathbb{F}_p$ for all primes $p$, then every maximal subring of $R$ contains $1_R$.

We return now to the situation of a central simple algebra $\mathcal{A}$ with center $F$. In [21], Racine proved that maximal $F$-subalgebras of $\mathcal{A}$ fall into two types (Racine later gave an analogous classification of maximal subalgebras of central separable algebras over a commutative ring $R$ in [22]). Note that if $R$ is an $F$-subalgebra of $\mathcal{A}$ containing $1_\mathcal{A}$, $S$ is a subring of $\mathcal{A}$, and $R \subseteq S$, then $F \subseteq S$, so that $S$ is also an $F$-subalgebra. Thus, any maximal subalgebra of $\mathcal{A}$ is also a maximal subring of $\mathcal{A}$, although the converse does not hold, as we shall see below in Proposition 2.4.

**Theorem 2.3.** ([21] Thm. 1) Assume that $\mathcal{A} \cong M_n(\mathcal{D})$, where $\mathcal{D}$ is a division algebra with center $F$. Let $V$ be an $n$-dimensional right $\mathcal{D}$-vector space, so that $\mathcal{A} \cong \text{End}_\mathcal{D}(V)$. Let $M$ be a maximal $F$-subalgebra of $\mathcal{A}$. Then, $M$ has one of the following two forms.

(I) $M$ is the stabilizer of a proper nonzero subspace of $V$. That is, $M = \mathcal{S}(W) = \{A \in \mathcal{A} \mid WA \subseteq W\}$, where $W$ is a proper nonzero subspace of $V$.

(II) $M$ is the centralizer of a minimal field extension of $F$ in $\mathcal{A}$. That is, $M = \mathcal{C}(K) = \{A \in \mathcal{A} \mid Au = uA$ for all $u \in K\}$, where $F \subseteq K \subseteq \mathcal{A}$ and $K/F$ is a minimal field extension.

If we relax our requirements and allow $M$ to be a maximal subring of $\mathcal{A}$ rather than a maximal subalgebra, there are choices for $M$ that do not fit into Racine’s classification. For instance, if $F/F_0$ is a minimal field extension, then $F_0$ is a maximal subring of $F$, but is not an $F$-algebra. Similar examples are possible with matrix rings and central simple algebras. In what follows, for any unital ring $R$ and for $1 \leq i, j \leq n$, we let $E_{ij} \in M_n(R)$ denote the standard matrix unit with 1 in the $(i,j)$-entry and 0 elsewhere. Also, we associate $R$ with the scalar matrices in $M_n(R)$, so that $1_R$ is the $n \times n$ identity matrix and we can write $R \subseteq M_n(R)$. Finally, for a nonzero subring $R$ of $\mathcal{A}$, the notation $F \cdot R$ denotes the extension of $R$ to an $F$-algebra, i.e. the subring of $\mathcal{A}$ generated by $F$ and $R$. Elements of $F \cdot R$ are finite sums $\sum u_i r_i$ where $u_i \in F$ and $r_i \in R$.

**Proposition 2.4.** Assume that $F \neq \mathbb{F}_p$ and let $M$ be a maximal subring of $F$. Then, $M_n(M)$ is a maximal subring of $M_n(F)$ but is not an $F$-subalgebra of $M_n(F)$.

**Proof.** Let $S$ be a subring of $M_n(F)$ properly containing $M_n(M)$ and let $A \in S \setminus M_n(M)$. Then, $A$ contains an entry $a$ such that $a \in F \setminus M$. Since $M$ is maximal in $F$, $a$ must be a generator of $F$ over $M$; that is, $F = M[a]$.

Now, $M_n(M)$ contains all of the matrix units $\{E_{ij}\}_{1 \leq i, j \leq n}$ of $M_n(F)$. Assume that $a$ occurs as the $(i,j)$-entry of $A$. Then, for each $1 \leq k \leq n$, we have $E_{ki}AE_{jk} = aE_{kk} \in S$. Hence, the scalar matrix $aI = \sum_k aE_{kk} \in S$. Thus, $S$ contains the matrix units and all of the scalar matrices in $M_n(F)$. Consequently, $S = M_n(F)$ and $M_n(M)$ is maximal. Finally, $F \not\subseteq M_n(M)$, so $M_n(M)$ is not an $F$-subalgebra. 
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We suspect that a maximal subring of $M_n(F)$ that is not an $F$-algebra is (up to conjugacy by an invertible matrix in $GL(n,F)$) equal to $M_n(M)$ for some maximal subring $M$ of $F$. This is trivially true when $n = 1$, and we are able to prove it when $n \geq 2$ and $R$ is Artinian, and so in particular it is true when $F = \mathbb{F}_q$.

**Lemma 2.6.** Let $R$ be a subring of $\mathcal{A}$. 

(1) If $R$ is nonzero, maximal, and is not an $F$-algebra, then $F \cdot R = \mathcal{A}$. 

(2) If $F \cdot R = \mathcal{A}$, then $Z(R) = R \cap F$. 

(3) Let $I$ be a two-sided ideal of $R$. Then, $F \cdot I$ is a two-sided ideal of $F \cdot R$. 

**Proof.** (1) If $R$ is nonzero, maximal, and not an $F$-algebra, then $R \not\subseteq F \cdot R$, which means that $F \cdot R = \mathcal{A}$.

(2) Clearly, $R \cap F \subseteq Z(R)$. Conversely, let $c \in Z(R)$. Then $c$ commutes with both $R$ and $F$, and hence commutes with all elements of $F \cdot R = \mathcal{A}$. Thus, $c \in Z(\mathcal{A}) = F$.

(3) This is a straightforward calculation, noting that $F \cdot I = \{\sum u_ix_i \mid u_i \in F, x_i \in I\}$ and $F \cdot R = \{\sum u_ir_i \mid u_i \in F, r_i \in R\}$. □

Recall that a ring $R$ is called **decomposable** if there exist nonzero subrings $R_1$ and $R_2$ of $R$ such that $R = R_1 \oplus R_2$. The ring $R$ is **indecomposable** if no such subrings exist.

**Lemma 2.5.** Let $R$ be a subring of $\mathcal{A}$ such that $F \cdot R = \mathcal{A}$. Then, $R$ is indecomposable.

**Proof.** Since $F \neq \{0\}$ and $F \cdot R = \mathcal{A}$, we know that $R \neq \{0\}$. Assume first that $\mathcal{A}$ is a field. Since a decomposable ring always contains zero divisors, no subring of a field is decomposable. Hence, $R$ is indecomposable when $\mathcal{A}$ is a field.

For the remainder of the proof, assume that $\mathcal{A}$ is not a field. Let $R_1$ and $R_2$ be subrings of $R$ such that $R = R_1 \oplus R_2$ and $R_1 \neq \{0\}$. We will show that $R_2 = \{0\}$. Let $I_1 = R_1 \oplus \{0\}$ and $I_2 = \{0\} \oplus R_2$, which are both two-sided ideals of $R$. By Lemma 2.5 part (3), both $F \cdot I_1$ and $F \cdot I_2$ are two-sided ideals of $F \cdot R$. But, $F \cdot R = \mathcal{A}$ and $\mathcal{A}$ is simple, so each extended ideal is either $\{0\}$ or $\mathcal{A}$. Since $I_1 \neq \{0\}$, we have $F \cdot I_1 = F \cdot R_1 = \mathcal{A}$. If $F \cdot I_2 = \{0\}$, then $R_2 = I_2 = \{0\}$ and we are done. So, assume that $F \cdot I_2 = \mathcal{A}$.

Now, each element of $R_1$ commutes with each element of $R_2$, so in fact each element of $R_1$ commutes with each element of $F \cdot I_2 = \mathcal{A}$; hence, $R_1 \subseteq Z(\mathcal{A}) = F$. But, this means that $\mathcal{A} = F \cdot R_1 = F$ is a field, contrary to our assumption above. We conclude that $F \cdot I_2 \neq \mathcal{A}$ and that $R$ is indecomposable. □

With the additional assumption that $R$ is Artinian, we can use these two lemmas to prove that if $F \cdot R = \mathcal{A}$, then $R$ is isomorphic to a matrix ring with entries in a field. A key step in the process is to prove that $R$ must be semisimple. Recall that $R$ is semisimple if and only if the Jacobson radical of $R$ is $\{0\}$ and $R$ is Artinian; this is where the Artinian condition arises. Indeed, if $R$ is not Artinian, then it is possible that $F \cdot R = \mathcal{A}$ but $R$ is not semisimple. This occurs, for instance, if we take $\mathcal{A} = \mathbb{Q}$ and $R = \mathbb{Z}$ (or $R = \mathbb{Z}_{(\rho)}$, the localization of $\mathbb{Z}$ at the prime ideal $\rho$).

**Theorem 2.7.** Let $R$ be a subring of $\mathcal{A}$ such that $1_{\mathcal{A}} \in R$, $F \cdot R = \mathcal{A}$, and $R$ is Artinian. Then, $\mathcal{A} \cong M_n(F)$ for some $n$ and $R \cong M_n(F_0)$, where $F_0 = R \cap F$ is a subfield of $F$.

**Proof.** Since $R$ is Artinian, the Jacobson radical $J$ of $R$ is a nilpotent ideal [15 Thm. 4.12]. Hence, there exists $m > 0$ such that $J^m = \{0\}$. Consider the extended ideal $F \cdot J$ of $\mathcal{A}$. Given $a = \sum u_ix_i \in F \cdot J$, we have $a^m = 0$, because each summand of $a^m$ involves a product of $m$ of the $x_i$, which is in $J^m$. Thus, $F \cdot J$ is nilpotent. Since $\mathcal{A}$ is simple, either $F \cdot J = \mathcal{A}$ or $F \cdot J = \{0\}$, and we must have $F \cdot J = \{0\}$ because $F \cdot J$ is nilpotent. Consequently, $J = \{0\}$ and we conclude that $R$ is semisimple [15 Thm. 4.14].

Now, by Lemma 2.6 $R$ is indecomposable. Since $R$ is also semisimple, we see that $R$ is actually a simple ring. Thus, by the Artin-Wedderburn Theorem [15 Thm. 3.10], $R \cong M_n(\mathcal{A})$ for some $n$ and some division ring $\mathcal{A}$. Since $F \cdot R = \mathcal{A}$, we see that $\mathcal{A} \cong M_n(F \cdot \mathcal{A})$, and since $F$ is the center of $\mathcal{A}$, we have $F \cdot \mathcal{A} = F$. This means that $\mathcal{A}$ is a subfield $F_0$ of $F$. So, $R \cong M_n(F_0)$. Finally, $F_0$ is the center of $R$ and equals $R \cap F$ by Lemma 2.5 part (2). □
Corollary 2.11. Proof. Theorem 2.8. Let $R$ be a subring of $F$, and let $R$ be a subring of $M_n(F)$ such that $R \cong M_n(S)$. Then, $R$ is a $GL(n, F)$-conjugate of $M_n(S)$.

Proof. Let $\{E_{ij}\}_{1 \leq i, j \leq n}$ be the standard matrix units of $M_n(F)$. Since $R \cong M_n(S)$, by Thm. 17.5 the ring $R$ contains a full system of matrix units $\{r_{ij}\}_{1 \leq i, j \leq n}$. So, $r_{11} + r_{22} + \cdots + r_{nn} = I_n$, the $n \times n$ identity matrix, and $r_{ij}r_{kl} = \delta_{jk}r_{il}$ for all $i, j, k$, and $l$, where $\delta_{jk}$ is the Kronecker delta.

Now, each $r_{ii}$ is an idempotent, and hence is a diagonalizable matrix (because the minimal polynomial of $r_{ii}$ is $x^2 - x$, which has no repeated roots). Moreover, since the $r_{ii}$ are mutually orthogonal, they all commute with one another. Hence, $r_{11}, r_{22}, \ldots, r_{nn}$ are simultaneously diagonalizable. Thus, up to conjugation by elements of $GL(n, F)$, we may assume that $r_{ii} = E_{ii}$ for each $1 \leq i \leq n$.

Next, for all $1 \leq i, j \leq n$, let $f_{ij}$ denote the $(i, j)$-entry of $r_{ij}$. Then, for all $i$ and $j$,

$$r_{ij} = r_{ii}r_{ij}r_{jj} = E_{ii}r_{ij}E_{jj} = f_{ij}E_{ij}$$

(2.9) and $f_{ij} \neq 0$ because $r_{ij} \neq 0$. Using (2.9), we get, for all $i, j, k$, and $k$,

$$f_{ik}E_{ik} = r_{ik} = r_{ij}r_{jk} = f_{ij}E_{ij}f_{jk}E_{jk} = f_{ij}f_{jk}E_{ij}E_{jk} = f_{ij}f_{jk}E_{ik}$$

from which we conclude that

$$f_{ik} = f_{ij}f_{jk}. \quad (2.10)$$

Let $U$ be the diagonal matrix $U = \sum_{k=1}^{n} f_{1k}E_{kk}$. Note that $U \in GL(n, F)$ with inverse $U^{-1} = \sum_{k=1}^{n} f_{1k}^{-1}E_{kk}$. Then, for $i$ and $j$,

$$Ur_{ij}U^{-1} = \left( \sum_{k=1}^{n} f_{1k}E_{kk} \right) r_{ij} \left( \sum_{k=1}^{n} f_{1k}^{-1}E_{kk} \right)$$

$$= \left( \sum_{k=1}^{n} f_{1k}E_{kk} \right) f_{ij}E_{ij} \left( \sum_{k=1}^{n} f_{1k}^{-1}E_{kk} \right) \text{ by } (2.9)$$

$$= f_{11}E_{ii}(f_{ij}E_{ij})f_{1j}^{-1}E_{jj}$$

$$= f_{11}f_{ij}f_{1j}^{-1}E_{ij}$$

$$= f_{ij}f_{1j}^{-1}E_{ij} \text{ by } (2.10)$$

$$= E_{ij}. \quad \Box$$

Hence, via conjugation by elements of $GL(n, F)$, the matrix units of $R$ can be transformed into the standard matrix units of $M_n(F)$. Since the $E_{ij}$ are also the matrix units for $M_n(S)$, this means that $R$ is conjugate to $M_n(S)$, as desired.

Combining Theorems 2.7 and 2.8 gives us a stronger version of the former theorem.

Corollary 2.11. (1) Let $R$ be a subring of $F$ such that $1_{\mathcal{A}} \in R$, $F \cdot R = \mathcal{A}$, and $R$ is Artinian. Then, $\mathcal{A} \cong M_n(F)$ for some $n$ and $R$ is a $GL(n, F)$-conjugate of $M_n(F_0)$, where $F_0 = R \cap F$ is a subfield of $F$.

(2) Let $R$ be a nonzero maximal subring of $\mathcal{A}$ that is not an $F$-algebra. If $R$ is Artinian, then $R$ is a $GL(n, F)$-conjugate of $M_n(F_0)$, where $F_0 = R \cap F$ is a maximal subfield of $F$.

Proof. (1) is clear from Theorems 2.7 and 2.8. For (2), assume that $R$ is nonzero and maximal, but is not an $F$-algebra. Since $R \neq \{0\}$, we cannot have $\mathcal{A} = \mathcal{F}_p$ (because $\{0\}$ is the only maximal subring of $\mathcal{F}_p$).

So, $1_{\mathcal{A}} \in R$ by Corollary 2.2 and $F \cdot R = \mathcal{A}$ by Lemma 2.5. Next, by (1) $R$ is a conjugate of $M_n(F_0)$, where $F_0 = R \cap F$ is a subfield of $F$. It remains to show that $F_0$ is maximal in $F$. If $S$ is a subring of $F$ such that $F_0 \subseteq S \subseteq F$, then $R$ is properly contained in a conjugate of $M_n(S)$. By the maximality of $R$, we have $M_n(S) = M_n(F)$, and hence $S = F$. \Box
3 Maximal Subrings of $M_n(\mathbb{F}_q)$

We now specialize to the case of the ring $M_n(\mathbb{F}_q)$ of matrices with entries in the finite field $\mathbb{F}_q$, and with $n \geq 2$. These matrix rings—and later, direct products of them—will remain our focus for the remainder of the paper. Throughout, we assume that $q$ is a power of a prime $p$. We associate $\mathbb{F}_q$ with the $n \times n$ scalar matrices, so that $\mathbb{F}_q \subseteq M_n(\mathbb{F}_q)$. The group of invertible matrices in $M_n(\mathbb{F}_q)$ will be denoted by $GL(n, q)$.

Our goal in this section is to classify the maximal subrings of $M_n(\mathbb{F}_q)$, of which there are three types. We will give formulas for the exact number of maximal subrings of each type and discuss when two subrings of the same type are conjugate.

Definition 3.1. Let $M$ be a maximal subring of $M_n(\mathbb{F}_q)$.

- We say that $M$ is Type I-$k$ if $M$ is the stabilizer of a proper nonzero subspace of $\mathbb{F}_q^n$ of dimension $k$. That is, $M = \mathcal{S}(W) = \{A \in M_n(\mathbb{F}_q) \mid AW \subseteq W\}$, where $W$ is a proper nonzero $\mathbb{F}_q$-subspace of $\mathbb{F}_q^n$ with $\dim W = k$. If we do not wish to specify $k$, then we will say $M$ is simply of Type I.
- We say that $M$ is Type II-$\ell$ if $M$ is the centralizer of a minimal degree $\ell$ field extension of $\mathbb{F}_q$ in $M_n(\mathbb{F}_q)$. That is, $M = C_{M_n(\mathbb{F}_q)}(K) = \{A \in M_n(\mathbb{F}_q) \mid A = uAu, \text{ for all } u \in K\}$, where $K \subseteq M_n(\mathbb{F}_q)$, $K \cong \mathbb{F}_q^\ell$, and $\ell \in \mathbb{Z}$ is a prime dividing $n$. If we do not wish to specify $\ell$, then we will say $M$ is simply of Type II.
- We say that $M$ is Type III-$r$ if $M$ is a $GL(n, q)$-conjugate of $M_n(\mathbb{F}_r)$, where $\mathbb{F}_r$ is a (nonzero) maximal subfield of $\mathbb{F}_q$. If there is no need to specify $r$, then we will say $M$ is of Type III.

Notation 3.2. Here and elsewhere, we use $\mathcal{S}(W)$ to denote the stabilizer of a subspace $W$ of $\mathbb{F}_q^n$, and we use $\mathcal{C}$ to denote centralizers of matrices or sets of matrices.

Theorem 3.3. Let $M$ be a maximal subring of $M_n(\mathbb{F}_q)$.

1. If $q = p$, then $M$ is Type I or Type II.
2. If $q \neq p$, then $M$ is Type I, Type II, or Type III.

Proof. If $M$ is an $\mathbb{F}_q$-subalgebra of $M_n(\mathbb{F}_q)$, then $M$ is either Type I or Type II by Racine’s classification [21, 22] (summarized previously in Theorem 2.3), and if $q = p$ then these are the only possibilities. So, assume that $q \neq p$. Then, we know that there exist maximal subrings of $M_n(\mathbb{F}_q)$ that are not $\mathbb{F}_q$-algebras (Proposition 2.4). Assume $M$ is such a subring. Then, $\mathbb{F}_q \cdot M$ properly contains $M$, and since $M$ is maximal we must have $\mathbb{F}_q \cdot M = M_n(\mathbb{F}_q)$. Since $M$ is finite (hence Artinian), by Corollary 2.11 [21] we know that $M$ is a $GL(n, q)$-conjugate of $M_n(\mathbb{F}_r)$, where $\mathbb{F}_r = M \cap \mathbb{F}_q$ is a maximal subfield of $\mathbb{F}_q$. \(\square\)

We now investigate some of the properties of the three classes of maximal subrings of $M_n(\mathbb{F}_q)$, including counting how many of each type occur in the matrix ring.

It is clear that Type I maximal subrings are in one-to-one correspondence with the nonzero proper subspaces of $\mathbb{F}_q^n$. The number of such subspaces can be counted by using the $q$-binomial coefficients (also called Gaussian binomial coefficients) \(\binom{n}{k}_q\), which for $0 \leq k \leq n$ are defined by

\[
\binom{n}{k}_q = \frac{(q^n - 1)(q^{n-1} - 1) \cdots (q^{n-(k-1)} - 1)}{(q - 1)(q^2 - 1) \cdots (q^k - 1)}.
\]

Proposition 3.4.

1. The number of Type I-$k$ maximal subrings of $M_n(\mathbb{F}_q)$ is \(\binom{n}{k}_q\).
2. Let $k \in \{1, \ldots, n\}$. Then any two Type I-$k$ maximal subrings are $GL(n, q)$-conjugate.
Proof. (1) follows from the well known fact that \( \binom{n}{k} \) equals the number of \( k \)-dimensional subspaces of \( \mathbb{F}_q^n \).

For (2), let \( W_1 \) and \( W_2 \) be \( k \)-dimensional \( \mathbb{F}_q \)-subspaces of \( \mathbb{F}_q^n \). Then, there exists \( U \in GL(n, q) \) such that \( UW_1 = W_2 \), and it is easy to verify that \( J(W_2) = UJ(W_1)U^{-1} \).

Next, we consider Type II maximal subrings. Note first that any such ring can be realized as the centralizer of a matrix \( A \in M_n(\mathbb{F}_q) \) with irreducible minimal polynomial of degree \( \ell \), where \( \ell \) is a prime dividing \( n \). For such \( \ell \), if \( K \) is a minimal field extension of \( \mathbb{F}_q \) of degree \( \ell \) contained in \( M_n(\mathbb{F}_q) \), then let \( A \in K \) be a matrix with irreducible minimal polynomial of degree \( \ell \). Then, \( K = \mathbb{F}_q[A] \), so that \( \mathcal{C}_{M_n(\mathbb{F}_q)}(K) = \mathcal{C}_{M_n(\mathbb{F}_q)}(A) \).

As we show below in Lemma 3.6 part (1), any Type II maximal subring in \( M_n(\mathbb{F}_q) \) is isomorphic to \( M_{n/\ell}(\mathbb{F}_{q^\ell}) \) for some prime divisor \( \ell \) of \( n \). The difficulty here is that while \( M_n(\mathbb{F}_q) \) always contains subrings isomorphic to \( M_{n/\ell}(\mathbb{F}_{q^\ell}) \) (see [20, Thm. VIII.10]), there is no unique or canonical copy of \( M_{n/\ell}(\mathbb{F}_{q^\ell}) \) within \( M_n(\mathbb{F}_q) \). To get around this obstacle, we describe one way to produce a Type II maximal subring by starting only with an irreducible polynomial of degree \( \ell \) in \( \mathbb{F}_q[x] \).

**Definition 3.5.** Let \( \ell \) be a prime divisor of \( n \) and let \( \mu \in \mathbb{F}_q[x] \) be irreducible of degree \( \ell \). We define the Type II maximal subring of \( M_n(\mathbb{F}_q) \) associated to \( \mu \), denoted by \( T_\mu \), as follows. Let \( C \in M_n(\mathbb{F}_q) \) be the companion matrix for \( \mu \) and let

\[
A_\mu = \begin{pmatrix}
C & & \\
& \ddots & \\
& & C
\end{pmatrix}
\]

be the block diagonal matrix in \( M_n(\mathbb{F}_q) \) where each diagonal block is equal to \( C \). Then, \( \mathbb{F}_q[A_\mu] \cong \mathbb{F}_{q^\ell} \) is a minimal field extension of \( \mathbb{F}_q \) in \( M_n(\mathbb{F}_q) \). We define \( T_\mu = \mathcal{C}_{M_n(\mathbb{F}_q)}(\mathbb{F}_q[A_\mu]) = \mathcal{C}_{M_n(\mathbb{F}_q)}(A_\mu) \).

**Lemma 3.6.** Let \( \ell \) be a prime divisor of \( n \) and let \( \mu \in \mathbb{F}_q[x] \) be irreducible of degree \( \ell \). Then,

1. \( T_\mu \cong M_{n/\ell}(\mathbb{F}_{q^\ell}) \).
2. Let \( F \) be a subfield of \( M_n(\mathbb{F}_q) \) such that \( F \cong \mathbb{F}_{q^\ell} \). Then, \( \mathcal{C}_{M_n(\mathbb{F}_q)}(F) \) is a \( GL(n, q) \)-conjugate of \( T_\mu \).
3. Let \( M \) be a Type II-\( \ell \) maximal subring of \( M_n(\mathbb{F}_q) \). Then, \( M = \mathcal{C}_{M_n(\mathbb{F}_q)}(A_\mu) \) for some \( A \in M_n(\mathbb{F}_q) \) which is a \( GL(n, q) \)-conjugate of \( A_\mu \).

Thus, any Type II-\( \ell \) maximal subring of \( M_n(\mathbb{F}_q) \) is isomorphic to \( M_{n/\ell}(\mathbb{F}_{q^\ell}) \) and is \( GL(n, q) \)-conjugate to \( T_\mu \).

**Proof.** (1) Since \( T_\mu \) is the centralizer of \( \mathbb{F}_q[A_\mu] \cong \mathbb{F}_{q^\ell} \), we get \( T_\mu \cong M_{n/\ell}(\mathbb{F}_{q^\ell}) \) by [20, Thm. VIII.10].

(2) Since \( F \cong \mathbb{F}_{q^\ell} \), there exists \( A \in F \) such that the minimal polynomial of \( A \) over \( \mathbb{F}_q \) is equal to \( \mu \), and the characteristic polynomial of \( A \) (as a matrix in \( M_n(\mathbb{F}_q) \)) is equal to \( \mu^{n/\ell} \). Then, the rational canonical form of \( A \) is equal to the matrix \( A_\mu \) from Definition 3.5, so there exists \( U \in GL(n, q) \) such that \( A = U A_\mu U^{-1} \). Hence, \( \mathcal{C}(F) = \mathcal{C}(A) = U \mathcal{C}(A_\mu) U^{-1} = U T_\mu U^{-1} \). This also proves (3), because a Type II-\( \ell \) maximal subring \( M \) will equal \( \mathcal{C}(F) \) for a field \( F \) isomorphic to some \( \mathbb{F}_{q^\ell} \).

**Proposition 3.7.** Let \( \ell \) be a prime divisor of \( n \). The number of Type II-\( \ell \) maximal subrings of \( M_n(\mathbb{F}_q) \) is equal to

\[
\frac{|GL(n, q)|}{|GL(n/\ell, q^\ell)| \cdot \ell} = \frac{1}{\ell} \prod_{k=1}^{n-1} (q^k - q^k).
\]

**Proof.** By [14, Lem. 7.2], the number of Type II-\( \ell \) maximal subrings of \( M_n(\mathbb{F}_q) \) is equal to \(|GL(n, q)|/(|GL(n/\ell, q^\ell)| \cdot \ell|\). A routine calculation using the fact that \( |GL(n, q)| = \prod_{k=0}^{n-1} (q^n - q^k) \) for all \( n \) and \( q \) shows that

\[
\frac{|GL(n, q)|}{|GL(n/\ell, q^\ell)| \cdot \ell} = \frac{1}{\ell} \prod_{k=1}^{n-1} (q^k - q^k).
\]
Finally, we look at Type III maximal subrings.

**Proposition 3.8.** Assume that $q \neq p$ and let $F_r$ be a maximal subfield of $F_q$.

1. All Type III-r maximal subrings of $M_n(F_q)$ are $GL(n,q)$-conjugate.

2. The number of Type III-r maximal subrings of $M_n(F_q)$ is equal to \[ \frac{|GL(n,q)|(r-1)}{|GL(n,r)|(q-1)}. \]

**Proof.** Part (1) is immediate from the definition of Type III maximal subrings. For (2), let $M = M_n(F_r)$. By Theorem 2.8 any subring of $M$ that is isomorphic to $M$ is actually a $GL(n,q)$ conjugate of $M$. We will count the number of such conjugates. Let $\mathcal{N} = \{ U \in GL(n,q) \mid U MU^{-1} = M \}$ be the normalizer of $M$ under the action of $GL(n,q)$. Note that $\mathcal{N}$ contains both $GL(n,r)$ and $F_q^\times$ (which is the set of invertible scalar matrices).

Now, conjugation by $U \in \mathcal{N}$ acts as an $F_r$-automorphism of $M$. By the Skolem-Noether Theorem [24, Thm. 24.40], the group $\text{Aut}_{F_r}(M)$ of $F_r$-automorphisms of $M$ is isomorphic to $GL(n,r)/F_r^\times$. Thus, there is a homomorphism $\phi : \mathcal{N} \to GL(n,r)/F_r^\times$, and $\phi$ is surjective because $GL(n,r)$ is contained in $\mathcal{N}$. The kernel of $\phi$ is $\mathcal{N}/GL(n,q)(M) = F_q^\times$. Since all the groups involved are finite, we get

\[ |\mathcal{N}| = \frac{|GL(n,r)|}{|F_r^\times|}, \quad |F_q^\times| = \frac{|GL(n,q)|(q-1)}{r-1}. \]

Hence, the number of conjugates of $M$ is \[ |GL(n,q) : \mathcal{N}| = \frac{|GL(n,q)|(r-1)}{|GL(n,r)|(q-1)}. \]

**Remark 3.9.** For any field $F$, let $PGL(n,F)$ denote the projective general linear group, which is $PGL(n,F) = GL(n,F)/F^\times$. With this notation, Proposition 3.8 says that number of $GL(n,q)$-conjugates of $M_n(F_r)$ is equal to $|PGL(n,q) : PGL(n,r)|$.

### 4 Maximal Subrings of Products of Simple Rings

In this section, we classify the maximal subrings of a finite semisimple ring. By the Artin-Wedderburn Theorem, such a semisimple ring is isomorphic to a direct product of matrix rings over finite fields. The results of this section are an extension of Section 4 of [27], which dealt with the maximal subrings of a direct product of finite fields.

Any finite ring $R$ with unity is isomorphic to a direct product of rings of prime power order [24, Thm. I.1], and any subring $S \subseteq R$ respects this decomposition. In particular, if $R \cong \prod_{i=1}^{t} R_i$ with $|R_i| = p_i^{n_i}$ for distinct primes $p_i$ and positive integers $n_i$, and if $M$ is a maximal subring of $R$, then

\[ M = R_1 \times \cdots \times R_{t-1} \times M_i \times R_{i+1} \times \cdots \times R_t \]

for some $1 \leq i \leq t$, where $M_i$ is a maximal subring of $R_i$. Hence, if we wish to classify the maximal subrings of a finite semisimple ring $R$, then we may assume that $R$ has prime power order. Consequently, throughout this section we could work with products of the form $R = \prod_{i=1}^{t} R_i$, where each $R_i$ is a finite simple ring of characteristic $p$. In fact, since our proofs rely only on the simplicity of each $R_i$, we can work in a broader context and assume that each $R_i$ is simple (but not necessarily finite) and has the same characteristic.

Given a product $R = \prod_{i=1}^{t} R_i$ with each $R_i$ simple and sharing the same characteristic, $F$ will denote the prime field of each $R_i$. Then, $F = Q$ if the $R_i$ have characteristic 0, and $F = F_p$ if their characteristic is $p$. For convenience, we will identify each simple ring with its canonical matrix ring. Thus, saying that $R_i$ is a simple ring means that $R_i = M_{n_i}(D_i)$ for some division ring $D_i$ with prime field $F$ and some positive integer $n_i$. Furthermore, having $R_i \cong R_j$ means that $R_i = R_j$. 


We begin by examining the case $t = 2$, for which $R = R_1 \times R_2$. Proposition 4.2 shows that the maximal subrings of $R_1 \times R_2$ can be divided into two non-overlapping classes. These classes are then generalized to larger products of simple rings in Definition 4.3 and Theorem 4.5 shows that any maximal subring of such a product falls into one of the two classes.

When $t = 2$, it is clear that there exist maximal subrings of the form $M_1 \times R_2$ and $R_1 \times M_2$, where $M_i$ is maximal in $R_i$. However, other maximal subrings are possible. In the special case where $R_1 = R_2$, the ring $R = R_1 \times R_1$ admits a diagonal subring $M = \{(a, a) \mid a \in R_1\}$, which is actually maximal. We can generalize this subring by considering pairs $(a, \phi(a))$ where the entries are linked by an $F$-automorphism $\phi$ of $R_1$. The next lemma shows that a subring consisting of such elements is always maximal.

**Lemma 4.1.** Let $R_1$ be a simple ring with prime field $F$ and let $R = R_1 \times R_1$. Let $\phi \in \text{Aut}_F(R_1)$ and let $M = \{(a, \phi(a)) \mid a \in R_1\}$. Then, $M$ is a maximal subring of $R$.

**Proof.** Let $S$ be a subring of $R$ such that $M \subseteq S$ and let $(x, y) \in S \setminus M$. Then, $(x, \phi(x)) \in M$, so $(0, \phi(x) - y) \in S$, and $\phi(x) - y \neq 0$ because $(x, y) \notin M$. Let $I$ be the two-sided ideal of $S$ generated by $(0, \phi(x) - y)$. Note that since $\phi$ is an automorphism, the set of components $\{b \in R_1 \mid (a, b) \in S \text{ for some } a\}$ is equal to $R_1$; this means that $I$ is actually an ideal of $\{0\} \times R_1$. Since $I$ is nonzero and $R_1$ is simple, we must have $I = \{0\} \times R_1 \subseteq S$. In a similar fashion, one may show that $R_1 \times \{0\} \subseteq S$, so $S = R_1 \times R_1$ and hence $M$ is maximal.

We now prove that the maximal subrings discussed prior to Lemma 4.1 are the only ones possible in $R = R_1 \times R_2$.

**Proposition 4.2.** Let $R = R_1 \times R_2$, where $R_1$ and $R_2$ are simple rings with prime field $F$. Let $M$ be a maximal subring of $R$. Then, $M$ has one of the following forms:

1. (a) $M = M_1 \times R_2$ for some maximal subring $M_1$ of $R_1$,
   (b) $M = R_1 \times M_2$ for some maximal subring $M_2$ of $R_2$,
2. $R_1 = R_2$ and $M = \{(a, \phi(a)) \mid a \in R_1\}$ for some $\phi \in \text{Aut}_F(R_1)$.

**Proof.** If $M$ has the form $M = M_1 \times R_2$ or $M = R_1 \times M_2$, then we are done. So, assume that $M$ is not of this form. In particular, this means that $M$ cannot be a maximal ideal of $R$. By Lemma 2.1, $(1, 1) \in M$.

From here, we break the proof into a number of claims.

**Claim 1:** Let $\pi_1 : R \to R_1$ and $\pi_2 : R \to R_2$ be the projection maps. Then, $\pi_1(M) = R_1$ and $\pi_2(M) = R_2$.

**Proof of claim.** If $\pi_1(M) \neq R_1$, then $\pi_1(M) \subseteq M_1$ for some maximal subring $M_1$ of $R_1$. But then, $M_1 \subseteq M_1 \times R_2$ and so $M = M_1 \times R_2$ by the maximality of $M$, which is contrary to our assumption. Thus, $\pi_1(M) = R_1$. Similarly, $\pi_2(M) = R_2$.

**Claim 2:** For all $(a, b) \in M$, $a = 0$ if and only if $b = 0$.

**Proof of claim.** Suppose there exists $(0, b) \in M$ with $b \neq 0$ and let $I$ be the two-sided ideal of $M$ generated by $(0, b)$. By Claim 1, $\pi_2(M) = R_2$, so (as in the proof of Lemma 4.1) $I$ is actually an ideal of $\{0\} \times R_2$. Since $R_2$ is simple we must have $I = \{0\} \times R_2 \subseteq M$. The only way this can be true with $M$ maximal is if $M$ has the form $M_1 \times R_2$, and we are assuming this is not the case. Thus, if $(a, b) \in M$ with $a = 0$, then $b = 0$. The proof of the converse is similar.

**Claim 3:** For all $(a, b), (c, d) \in M$, $a = c$ if and only if $b = d$.

**Proof of claim.** We always have $(a - c, b - d) \in M$, so by Claim 2 if $a = c$ then $(0, b - d) \in M$ and hence $b = d$, and analogously for the converse.

**Claim 4:** For each $a \in R_1$, there is a unique $\phi(a) \in R_2$ such that $(a, \phi(a)) \in M$. Moreover, the mapping $\phi : R_1 \to R_2$ is an $F$-isomorphism.
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Proof of claim. The uniqueness of \( \phi(a) \) follows from Claim 3, and this uniqueness guarantees that the mapping \( \phi \) is well-defined. Claim 3 also shows that \( \phi \) is injective, and surjectivity follows from Claim 1 because \( \pi_3(M) = R_2 \). Thus, \( \phi \) is a bijection. Next, \( \phi \) respects operations because \( M \) is a ring. Indeed, if \((a, b), (c, d) \in M\), then \((a + c, b + d), (ac, bd) \in M\), and so \( \phi(a + c) = b + d = \phi(a) + \phi(c) \) and \( \phi(ac) = bd = \phi(a)\phi(c) \). Finally, the function \( \phi \) commutes with the action of \( F \) because \((1, 1) \in M\), and so \( \phi(1) = 1 \).

The existence of the isomorphism \( \phi \) from Claim 4 shows that \( R_1 \cong R_2 \) (and hence \( R_1 = R_2 \) by our convention) and that \( M = \{(a, \phi(a)) \mid a \in R_1\} \), so the proof is now complete.

**Definition 4.3.** Let \( R = \prod_{i=1}^t R_i \) be a direct product of simple rings with prime field \( F \). Let \( M \) be a maximal subring of \( R \). We say that \( M \) is of **Type \( \Pi \)** if there exists an index \( i \) and a maximal subring \( M_i \) of \( R_i \) such that \( M = R_1 \times \cdots \times R_{i-1} \times M_i \times R_{i+1} \times \cdots \times R_t \).

We say that \( M \) is of **Type \( \Pi_2 \)** if there exist indices \( i < j \) and \( \phi \in \text{Aut}_F(R_i) \) such that \( R_i = R_j \) and \( M = \{(a_1, \ldots, a_n) \in R \mid a_j = \phi(a_i)\} \);

here, there are no restrictions on the entries \( a_k \) for \( k \neq i, j \).

We employ this \( \Pi \)-notation in Definition 4.3 so as not to conflict with Definition 3.1 and as an implicit reminder that these definitions apply to direct products of rings. Subrings of Type \( \Pi \) are clearly maximal. Proving that subrings of Type \( \Pi_2 \) are maximal proceeds as in Lemma 4.1. Indeed, if \( M \) is of Type \( \Pi_2 \) and \( M \subseteq S \subseteq R \), then let \( \pi_{ij} : R \to R_i \times R_j \) be the projection map. Then, \( \pi_{ij}(M) \) is maximal in \( R_i \times R_j \) and \( \pi_{ij}(M) \subseteq \pi_{ij}(S) \), so \( \pi_{ij}(S) = R_i \times R_j \). It follows that \( S = R \) and \( M \) is maximal.

In Theorem 4.5, we will prove that every maximal subring of \( R \) is of Type \( \Pi_1 \) or Type \( \Pi_2 \). The proof of the theorem uses the following lemma.

**Lemma 4.4.** Let \( R = \prod_{i=1}^t R_i \) be a direct product of simple rings with prime field \( F \), and assume that \( t \geq 3 \). For each \( 1 \leq i \leq t \), let \( \pi_i : R \to \prod_{j \neq i} R_j \) be the projection map. If \( S \) is a subring of \( R \) such that \( \pi_i(S) = \prod_{j \neq i} R_j \) for each \( i \), then \( S = R \).

**Proof.** Assume that \( S \) is a subring of \( R \) such that \( \pi_i(S) = \prod_{j \neq i} R_j \) for each \( i \). For each \( 1 \leq i < j \leq t \), let \( Z_{ij} = \{(a_1, \ldots, a_t) \in R \mid a_i = a_j = 0\} \) be the ideal of \( R \) with \( \{0\} \) in the \( i \)th and \( j \)th components and \( R_k \) elsewhere.

First, we show that \( Z_{12} \subseteq S \). Since \( \pi_1(S) = \prod_{j \neq 1} R_j \), there exists \( a \in R_1 \) such that \((a, 0, 1, 1, \ldots, 1) \in S \). Since \( \pi_2(S) = \prod_{j \neq 2} R_j \) and each \( R_j \) is simple, the two-sided ideal of \( S \) generated by \((a, 0, 1, 1, \ldots, 1) \) in \( S \) is equal to either \( \{0\} \times \{0\} \times R_3 \times \cdots \times R_t \) if \( a = 0 \) or \( R_1 \times \{0\} \times R_3 \times \cdots \times R_t \) if \( a \neq 0 \). In either case, we conclude that \( Z_{12} \subseteq S \).

Now, the technique used in the previous paragraph can be applied to \( Z_{ij} \) for any \( 1 \leq i < j \leq t \), so each \( Z_{ij} \) is contained in \( S \). Since \( t \geq 3 \), this means that \( Z_{12}, Z_{13}, Z_{23} \subseteq S \); but, \( Z_{12} + Z_{13} + Z_{23} = R \), so \( S = R \).

**Theorem 4.5.** Let \( R = \prod_{i=1}^t R_i \) be a direct product of simple rings with prime field \( F \). Then, any maximal subring of \( R \) is of Type \( \Pi_1 \) or Type \( \Pi_2 \).

**Proof.** The proof is by induction on \( t \). The theorem is trivial when \( t = 1 \), and the case \( t = 2 \) was completed in Proposition 4.2. So, assume that \( t \geq 3 \) and that the result holds for any direct product of less than \( t \) simple rings.

Define the projection maps \( \tilde{\pi}_i \) as in Lemma 4.4. Since \( t \geq 3 \) and \( M \neq R \), by Lemma 4.4 there is some \( 1 \leq i \leq t \) such that \( \tilde{\pi}_i(M) \neq \prod_{j \neq i} R_j \). Without loss of generality, assume that \( \tilde{\pi}_1(M) \neq \prod_{j=2}^t R_j \). Then, \( \tilde{\pi}_1(M) \) is contained in a maximal subring \( M' \) of \( \prod_{j=2}^t R_j \). By induction, \( M' \) is of Type \( \Pi_1 \) or Type \( \Pi_2 \). Hence, \( M \subseteq R_1 \times M' \), and by the maximality of \( M \) we must have \( M = R_1 \times M' \). Since \( M' \) is of Type \( \Pi_1 \) or Type \( \Pi_2 \), so is \( M \).
5 The Covering Number of a Finite Semisimple Ring

In this final section, we show how to calculate the covering number of a finite semisimple ring. Recall from the introduction that for a unital ring \( R \), a cover is a collection of proper subrings \( S_i \subseteq R \) such that \( R = \bigcup_i S_i \), and the covering number \( \sigma(R) \) is the size of a minimal cover (if one exists). Not every finite ring admits a cover. For example, a finite field \( F \) is not coverable, because the generator of the unit group cannot lie in any proper subring of \( F \). If \( R \) is not coverable, then we take \( \sigma(R) = \infty \).

The following theorem from [27] describes exactly when a finite semisimple ring is coverable.

**Theorem 5.1.** [27] Cor. 3.8] For each prime \( p \) and positive integer \( n \), let \( \text{Irr}(p, n) \) denote the set of monic irreducible polynomials of degree \( n \) in \( \mathbb{F}_p[x] \). For a prime power \( q = p^n \), let

\[
\tau(q) = \begin{cases} \frac{p}{[\text{Irr}(p,n)]} + 1 & \text{if } n > 1, \\ \frac{1}{n} p & \text{if } n = 1, \end{cases}
\]

Let \( R = \prod_{i=1}^{\infty} M_{n_i}(\mathbb{F}_{q_i}) \) be a finite semisimple ring, where for each \( i \), \( n_i \) is a positive integer and \( q_i \) is a prime power. Then, \( R \) is coverable if and only if one of the following conditions holds:

1. some \( n_i > 1 \).
2. all \( n_i = 1 \) and some \( \mathbb{F}_{q_i} \) occurs in the product at least \( \tau(q_i) \) times.

Section 5 of [24] gives a formula for \( \sigma(R) \) when \( R \) is a coverable product of finite fields. The covering number of a matrix ring \( M_n(\mathbb{F}_q) \) with \( n \geq 2 \) has been established by the work of Lucchini, Maróti, and Crestani.

**Theorem 5.2.** (Lucchini, Maróti, Crestani) Let \( n \geq 2 \) and let \( \ell \) be the smallest prime divisor of \( n \). Then,

\[
\sigma(M_n(\mathbb{F}_q)) = \frac{1}{\ell} \prod_{k=1}^{n/\ell} (q^n - q^k) + \sum_{k=1}^{\lfloor n/2 \rfloor} \binom{n}{k} \frac{1}{q^k}.
\]

**Proof.** In the terminology of Section 3, the theorem is saying that a minimal cover for \( M_n(\mathbb{F}_q) \) is found by taking the union of all the Type II-\( \ell \) maximal subrings and all the Type I-\( k \) subrings for \( k = 1, \ldots, \lfloor n/2 \rfloor \) such that \( \ell \nmid k \). For convenience, let \( X \) denote the expression on the right-hand side of the above equation. A proof that \( \sigma(M_n(\mathbb{F}_q)) \leq X \) is given in [17] Prop. 7.3. The inequality \( \sigma(M_n(\mathbb{F}_q)) \geq X \) is shown in [17] Sec. 7, and also follows from the main result in [3].

Interestingly, the work done in [17] Sec. 7] and [3] relied on a classification of the maximal subrings of \( M_n(\mathbb{F}_q) \) that did not include Type III maximal subrings (see [17] Lem. 7.1), which is equivalent to Racine’s classifications [21][22] of maximal \( \mathbb{F}_q \)-subalgebras of \( M_n(\mathbb{F}_q) \)). However, the techniques employed in [17] and [5] were robust enough that Type III maximal subrings where automatically excluded from the minimal covers that were formed, and so \( \sigma(M_n(\mathbb{F}_q)) \) can be determined by using only Type I and Type II maximal subrings.

To calculate the covering number of a general finite semisimple ring, we will need a few elementary results from [27]. We state them here for easy reference.

**Lemma 5.3.**

1. [27] Lem. 2.1] Let \( R \) be a finite unital ring with a minimal cover \( R = \bigcup_{i=1}^{\sigma(R)} M_i \), where each \( M_i \) is a maximal subring of \( R \). If \( M \) is a maximal subring of \( R \) containing a multiplicative identity and such that \( M \neq M_i \) for each \( i \), then \( \sigma(M) \leq \sigma(R) \).
By the Skolem-Noether Theorem [24, Thm. 24.40], the group of $\sigma \in \text{Aut}_p(M_n(\mathbb{F}_q))$ has order $|GL(n,q)|/(q-1)$. Every $\mathbb{F}_q$-automorphism is also an $\mathbb{F}_p$-automorphism, so we get the following lower bound for $|\text{Aut}_p(M_n(\mathbb{F}_q))|:$

$$|\text{Aut}_p(M_n(\mathbb{F}_q))| \geq \frac{|GL(n,q)|}{q - 1} = \frac{(q^n - 1)(q^n - q) \cdots (q^n - q^{n-1})}{q - 1} = (1 + q + \cdots + q^{n-1})(q^n - q) \cdots (q^n - q^{n-1}).$$

An upper bound for the first part of the formula for $\sigma(M_n(\mathbb{F}_q))$ is

$$\frac{1}{\ell} \prod_{k=1, k \not\equiv 0 \mod \ell}^{n-1} (q^n - q^k) \leq \frac{1}{2} \prod_{k=1}^{n-1} (q^n - q^k) = \frac{1}{2} (q^n - q) \cdots (q^n - q^{n-1}).$$

When $R = \prod_{i=1}^t R_i$ is a product of finite simple rings $R_i$, we can always reindex the product so that identical simple rings are grouped together. When this kind of decomposition is used, determining $\sigma(R)$ reduces to the case where $R$ is a product of copies of a single simple ring.

**Proposition 5.4.** Let $R_1, \ldots, R_t$ be distinct finite simple rings. Let $R = \prod_{i=1}^t \left( \prod_{j=1}^{t_i} A_{ij} \right)$, where $A_{ij} = R_i$ for every $j \in \{1, \ldots, t_i\}$. Then, $\sigma(R) = \min_{1 \leq i \leq t} \left\{ \sigma \left( \prod_{j=1}^{t_i} A_{ij} \right) \right\}$. 

**Proof.** By Lemma 5.3 part (2), we may assume that $R_i$ has the same characteristic for each $1 \leq i \leq t$. Then, by Theorem 4.5, each maximal subring of $R$ is of Type $\Pi_1$ or Type $\Pi_2$. For each $1 \leq i \leq t$, let $P_i = \prod_{j=1}^{t_i} A_{ij}$. Then, $R = \prod_{i=1}^t P_i$, and each maximal subring $M$ of $R$ has the form

$$M = P_1 \times \cdots \times P_{i-1} \times M_i \times P_{i+1} \times \cdots \times P_t$$

where $M_i$ is a maximal subring of $P_i$. By Lemma 5.3 part (2), we get $\sigma(R) = \min_{1 \leq i \leq t} \{ \sigma(P_i) \}$. \hfill $\square$
For readability, let \( f = [n/2] \). Then, an upper bound for the second part of the formula is

\[
\sum_{k=1}^{f} \binom{n}{k} \leq \sum_{k=1}^{f} \binom{n}{k} \leq \frac{n!}{(n-k)!k!} q^k \leq \frac{n^n}{(n-k)!k!} q^k \leq \frac{n^n}{(n-k)!k!} q^k.
\]

Clearly, the expression in (5.6) is greater than the expression in (5.7). After comparing these two, we see that it suffices to show that the expression in (5.8) is strictly less than

\[
\frac{1}{2} + q + \cdots + q^{n-1} = \frac{1}{2} q^n.
\]

Note that

\[
q^n - q(q^n - q^2) - (q^n - q^{n-1}) = q(q^n - q^2 - 1)\cdots(q^{n-1} - 1) = q^{n(n-1)/2} q^{n-1} - 1(q^{n-2} - 1)\cdots(q - 1)
\]

so that (5.9) is equal to

\[
\frac{1}{2} + q + \cdots + q^{n-1} = \frac{q^n - q^2 - 1}{q^n - 1} q^{n-1} - 1(q^{n-2} - 1)\cdots(q - 1).
\]

Now, certainly

\[
\frac{q^n - 1}{q - 1} = 1 + q + \cdots + q^{n-1} < \frac{q^n}{2} + q^2 + \cdots + q^n,
\]

so it will be enough to prove the following inequality:

\[
1 + \sum_{k=2}^{f} \frac{q^{n-1} - 1\cdots(q^{n-k+1} - 1)}{(q^2 - 1)\cdots(q^k - 1)} \leq q^{n(n-2)/2} q^{n-1} - 1(q^{n-2} - 1)\cdots(q - 1). \tag{5.10}
\]

The product \((q^{n-1} - 1)(q^{n-2} - 1)\cdots(q - 1)\) is at least as large as the numerator of each fraction in the left-hand side of (5.10). So, inequality (5.10) will hold once we verify that \(q^{n(n-2)/2}\) is greater than or equal to \(f\), the number of summands in the left-hand side of (5.10).

If \(n = 2\), then \(f = [n/2] = 1\) and \(q^{n(n-2)/2} = 1\), so (5.10) holds. So, assume that \(n \geq 3\). Then, 
\(n \leq n^2 - n - 2\), so 

\[
f \leq n^2 - n - 2 < q^n < q^{n(n-2)/2} \leq q^{n(n-2)/2}. \tag{5.11}
\]

Thus, (5.11) holds in this case as well, and the proof is complete.

Theorem 5.11. Let \( n \geq 2 \) and let \( R = \prod_{i=1}^{t} M_n(F_q) \), where \( t \geq 1 \). Then, \( \sigma(R) = \sigma(M_n(F_q)) \).

Proof. We will use induction on \( t \). There is nothing to prove if \( t = 1 \), so assume that \( t \geq 2 \) and that the result holds for \( \prod_{i=1}^{t-1} M_n(F_q) \). Since \( t \geq 2 \), \( R \) has \( M_n(F_q) \) as a residue ring. Since a cover can be lifted from a residue ring up to \( R \), we see that \( \sigma(R) \leq \sigma(M_n(F_q)) \).
Now, each Type $\Pi_2$ maximal subring of $R$ corresponds to a choice of two indices $i < j$ and an $F_p$-automorphism $\phi$ of $M_n(F_q)$. It follows that the number of Type $\Pi_2$ maximal subrings of $R$ is $\left(\begin{array}{c} t \\ 2 \end{array}\right) |\text{Aut}_{F_p}(M_n(F_q))|$, which by Lemma 5.5 is strictly greater than $\sigma(M_n(F_q))$. Thus, it is possible to form a minimal cover of $R$ that does not include some Type $\Pi_2$ maximal subring $M$. By Lemma 5.3 part (1), $\sigma(R) \geq \sigma(M)$. But, $M \cong \prod_{i=1}^{t-1} M_n(F_q)$, because $M$ consists of $t-2$ factors equal to $M_n(F_q)$, and the remaining two factors are linked by an automorphism, and hence comprise a single ring isomorphic to $M_n(F_q)$. By induction, $\sigma(M) = \sigma(M_n(F_q))$, so we are done.
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