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Abstract
In the present work, a porosity-based numerical scheme for the Shallow Water Equations is presented. With the aim of accounting for the presence of storage areas, such as gardens, yards and dead zones, and for preferential flow pathways, both an isotropic storage porosity parameter and anisotropic friction are adopted. Particularly, the anisotropic effects due to the building alignments are evaluated defining conveyance porosities along principal directions and using them to express the friction losses in tensor form. The storage and conveyance porosities are evaluated from the geometry of the urban layout at a district scale and then assigned to computational cells rather than to cell sides, thus avoiding oversensitivity to the mesh design. The proposed formulation guarantees the C-property also in presence of wet-dry fronts. Model testing is performed analyzing schematic and idealized urban layouts, and against experimental data as well. The results obtained by the proposed anisotropic scheme are similar to a high-resolution model with resolved buildings, also in the presence of low-friction regimes, meanwhile with a remarkable reduction of the computational times.
Introduction

Two-dimensional Shallow Water Equations (2D-SWEs) are widely adopted to model flood propagation, inundations, dam breaks, and many different accurate and robust numerical schemes have been developed to simulate supercritical, subcritical and transient flows with shocks and hydraulic jumps that may occur dealing with real irregular bathymetries.

In large-scale urban inundation modelling, the use of subgrid models allows upscaling the SWEs, so as to account for effects exerted by buildings, curbs, walls, and other small-scale features at an affordable computational cost [1–4]. Indeed, the solution of the classical SWEs on suitably refined grids, i.e., on grids allowing to capture localized flow features, is still a challenge due to the large extent of urban areas and to the extremely different spatial scales involved in inundation processes [5,6]. In such cases, the presence of buildings and small-scale obstacles can be accounted for using porosity-based subgrid models, which significantly reduce the need of computational resources [3,4]. Several studies have shown that the use of porosity is the most effective approach in macroscopic modelling of urban floods [1,2,7–10].

The use of artificial porosity was introduced more than twenty years ago to account for subgrid-scale topographic effects in modelling inundation flows using the SWEs [11,12], and river flows based on the Reynolds-Averaged Navier-Stokes Equations [13]. Guinot and Soares-Frazão [14] formalized the so-called Single Porosity (SP) model for inundation flows in urban areas, in which the porosity reflects the geometrical properties of the medium, and suitable coefficients are introduced to cope with head losses due to the urban singularities.

Since then, several significant contributions on porosity-based Shallow Water models have appeared in the literature [15–22]. One of the most effective and promising is the Integral Porosity (IP) formulation [23] that upscales the SWEs in integral form, so as to release the hypothesis of continuum medium that are implicitly assumed when the basic equations are expressed in differential form. In addition, two different kinds of porosity are introduced: the isotropic storage porosity, representing the volume fraction available for mass and momentum storage, and a conveyance porosity, accounting for the connectivity of the urban medium. The distinction between storage and conveyance porosities leads to a better description of the flow field than in the SP model. Importantly, the use of a conveyance porosity allows capturing the anisotropic effects that commonly arise in real urban layouts, where obstacles and topography can significantly affect the flow direction [1,8,23–25].

The IP model has been the object of numerous applications and further enhancements [26–30]. Guinot et al. [4] recently improved the IP model from both a theoretical and practical point of view.
in their Dual Integral Porosity (DIP), the distinction between storage and conveyance porosities is better formalized, and simple closure relations are introduced to link them together. As a result, only the storage porosity appears in the continuity equation, in agreement with previous findings [32].

Unfortunately, the IP and DIP models suffer from an unusual sensitivity to the computational grid [33]. This partly descends from the fact that the conveyance porosity is defined locally at the edges of the computational cells [23]; intersections between cell sides and building footprint change significantly, even for relatively small rearrangements of the mesh [29]. This problem can be limited by adopting suitable unstructured grids [10,23]. Nevertheless, oversensitivity to the mesh design is also due to a polarization of fluxes that emerges when the flux porosity field is anisotropic [33], and makes numerical solutions to depend on cell edge orientation (not only on its location). Mesh design guidelines are provided in [33]; their fulfilment is not trivial in real-world applications when using unstructured meshes, and is obviously impossible when using Cartesian structured grids.

According to Guinot [33], mesh dependency can be reduced by providing a better description of the connectivity porosity field, with an approach that reflects the connectivity properties of the urban medium within the cells and not only at the cell interfaces.

In response to this need, the present paper explores a new, simple porosity approach with anisotropic friction. The effects exerted by buildings are accounted for using an isotropic porosity for storage reduction and anisotropic friction for reduced conveyance and alteration in the flow direction. Friction is evaluated in tensor form based on directionally dependent conveyance porosity parameters. The porosity parameters are geometrically evaluated on suitable portions of the urban layout. As a result, they are not influenced by the mesh design and thus the proposed scheme can be adopted in numerical models based on structured grids. The anisotropic friction losses are then introduced in a well-balanced formulation solving the 2D-SWEs with porosity. Despite well balanced schemes were presented also in previous works [14,15,23 among the others], in the present paper the formulation of Liang and Borthwick [34] is extended to the porous 2D-SWEs, and, thus, the C-property is preserved also in presence of wet-dry fronts, regardless the slope source term discretization. The subgrid model for building treatment, which is described in Sect. 1, is implemented within the framework of the PARFLOOD 2D Finite Volume model [35–38], which solves the SWEs on efficient Cartesian and non-uniform structured grids using a GPU-enhanced, parallel solver (described in Sect. 2). The model is tested both through idealized schematic
applications and against experimental data (Sect. 3), in order to highlight the model skills and the needs for future improvements.

1. A porosity approach for anisotropic urban layouts

The presence of buildings has a threefold effect on the flow field in urban areas: (i) it reduces mass and momentum storage within ponded areas, (ii) it causes a concentration of fluxes in constrained pathways, thus locally increasing the velocity and creating recirculation and/or dead zones, and (iii) it alters the flow directions.

The first effect is taken into account by introducing the storage, isotropic porosity $\phi$ in both the continuity and momentum equations [14]. The second effect entails additional resistances to the flow; commonly, it is accounted for by expressing friction in terms of effective flow velocities and by adding drag coefficients in various forms [14,31,39]. The third effect is evaluated, in IP and DIP approaches, by defining conveyance porosities on cell edges based on the footprint method [4,23], and also by expressing the drag coefficients in tensor form, so as to make them dependent on flow direction [4,39].

Specifically, in IP and DIP models, conveyance porosities are locally (i.e., point-based) evaluated, and they are only used in computing flux variables at the cell edges [4,23]. Such flux variables are typically provided by Riemann solvers that work under the hypothesis of inviscid flow [18,19,40,41], thus neglecting flow resistance, as well as the connectivity of the urban medium within the adjacent cells [33].

The key idea of the present paper is to consider conveyance porosities, which are geometrically calculated from the urban layout, to evaluate friction and drag losses in the SWEs. Resistances exerted by buildings and obstacles can be ascribed to different mechanisms, such as hydrostatic pressure forces, advective accelerations, flow separation, (transient) momentum exchanges, shock-wave reflections [33,42–45]. Importantly, the presence of (often aligned) buildings also acts to concentrate the flow into narrower cross-sections that, for a given discharge, implies far greater head losses due to increased velocity. This effect is well reflected by the concept of conveyance porosity, which expresses the fraction of cross-sectional area available to flow in a given direction. The introduction of anisotropic resistances as a function of conveyance porosity, in addition to the isotropic storage porosity, also allows describing the presence of storage yards and other stagnant areas, which generate the so-called dead zones [23,45]. Moreover, the undesired mesh-dependence
of the IP and DIP models is avoided by evaluating porosity parameters on suitable portions of the urbanized area and by assigning them to computational elements rather than to cell sides.

A similar modeling approach, which although introduces conveyance porosity in evaluating not only friction terms, but also advective accelerations, has been successfully implemented in a Finite Element, semi-implicit, mixed Eulerian/Lagrangian model based on staggered unstructured triangular meshes [46]. However, the model in [46] is neither suitable to deal with supercritical or rapidly varying flows, nor with shock waves, i.e., flow conditions that are not uncommon in urban floods.

In the proposed approach, the first effect exerted on the flow field by buildings (i.e., reduction in mass and momentum storage) is assessed by means of a storage isotropic porosity analogously to the SP, IP, and DIP models. The second and the third effects (i.e., modification of velocity field in terms of magnitude and direction) are accounted for unitarily through a tensor formulation of friction based on conveyance porosity that is evaluated on suitable portions of urbanized area. In the present study, as a first attempt to model urban floods using a FV scheme with porosity-based anisotropic friction, porosity parameters are evaluated looking at the urban layout as a whole; district-scale evaluation of porosities has been adopted also in previous studies aimed at large-scale simulation of urban areas [20]. This choice is coherent with the schematic and quite uniform arrangement of urban districts used hereinafter to test the model.

Conveyance porosity is evaluated under a set of simplifying hypothesis; it is first introduced with respect to the one-dimensional (1-D) schematic framework. Looking at Figure 1-a, \( Q \) is the flow rate, \( W \) is the width of the computational element, and \( w \) is the width of the narrower cross-section, wherein the flow is constrained owing to the presence of buildings (shaded areas). The channel contraction is characterized by only one geometric parameter, namely the width ratio \( w/W \) [47], which is taken here as the conveyance porosity, \( \Psi \). Denoting the water depth with \( h \), the effective flow velocity \( u_e \) in the channel contraction is:

\[
    u_e = \frac{Q}{wh} = \frac{Q}{\Psi Wh}
\]

1
Figure 1. Definition of the conveyance porosity, $\Psi$, in a one-dimensional schematic example (a), and along principal directions (L-T) in a schematic two-dimensional example (b).

It has to be noted that, in the model formulation originally proposed by [14] and used in most of the following works on porosity-based models, the flow velocity ($u$) already takes into account the presence of buildings, which partly reduces the room available to flow, through the storage porosity, $\phi$. The flow velocity, averaged over the entire computational element (i.e., including the area occupied by buildings), is thus $U = \phi u$. In the proposed porosity approach, friction losses are evaluated with reference to the flow velocity in the narrowest cross-section that is derived from Eq. (1) as:

$$u_e = \frac{UWh}{\Psi Wh} = \frac{\phi u}{\Psi}$$

(2)

This means that, when the conveyance porosity is equal to the storage porosity, the proposed model reduces to the SP model [14].

The concepts described above can be extended quite straightforwardly to a two-dimensional framework. To include anisotropic effects owing to roads and build alignment, which tend to convey the flow along preferential pathways, conveyance porosities are evaluated along principal directions, and friction terms are then introduced in SWEs solver in tensor form [48]. In the two-dimensional (2-D) example of Figure 1-b, two principal directions of maximum and minimum conveyance, namely $L$ and $T$, can be easily identified. In Figure 1-b, the $L$ and $T$ directions are mutually orthogonal but, in general, $\alpha_T$ can differ from $\alpha_L \pm \pi/2$. Along each principal direction, conveyance porosities are evaluated by analogy with the 1D case, i.e., considering the ratio between the width of the narrowest cross-section and the total width. The implementation of the proposed anisotropic porosity approach in the friction term of a 2D-SWE solver will be explained in the next section.

The simplifying hypothesis that has been here assumed to assess resistance terms by means of conveyance porosity requires some further discussion. In fact, friction losses are evaluated referring to the velocity at the contraction and this corresponds assuming that water flows within the narrowest cross-section for the entire length of the computational grid. However, considering that friction losses vary linearly with the length of the path and quadratically with the velocity, most of the dissipation occurs where velocity is greater. In addition, due to the jet developing downstream of contractions, the higher velocities are sustained in the flow direction, so that the effective length of the narrowest section is longer than its purely geometrical length. The same hypothesis has been assumed also in other studies [7,16,27,46].
2. Numerical model

The anisotropic porosity approach described in Sect. 1 is implemented in a finite volume scheme solving the 2D Shallow Water Equations, which in the single porosity (SP) formulation are expressed as follows [14]:

\[
\begin{align*}
\frac{\partial}{\partial t} (\phi h) + \frac{\partial}{\partial x} (\phi u h) + \frac{\partial}{\partial y} (\phi v h) &= 0 \\
\frac{\partial}{\partial t} (\phi u h) + \frac{\partial}{\partial x} \left( \phi u^2 h + \frac{1}{2} g \phi h^2 \right) + \frac{\partial}{\partial y} (\phi u v h) &= \frac{1}{2} g h^2 \frac{\partial \phi}{\partial x} - g \phi h \frac{\partial h}{\partial x} - g \phi h \frac{n^2 u_e \sqrt{u_e^2 + v_e^2}}{h^{4/3}} \\
\frac{\partial}{\partial t} (\phi v h) + \frac{\partial}{\partial x} (\phi u v h) + \frac{\partial}{\partial y} \left( \phi v^2 h + \frac{1}{2} g \phi h^2 \right) &= \frac{1}{2} g h^2 \frac{\partial \phi}{\partial y} - g \phi h \frac{\partial h}{\partial y} - g \phi h \frac{n^2 v_e \sqrt{u_e^2 + v_e^2}}{h^{4/3}}
\end{align*}
\]

where \( \phi \) represents the storage porosity, \( h \) the water depth, \( u \) and \( v \) the velocity in \( x \) and \( y \)-direction, \( u_e \) and \( v_e \) the effective flow velocity in the channel contraction along \( x \) and \( y \) axis, \( g \) the gravitational acceleration, \( z \) the bottom elevation, and \( n \) the Manning coefficient.

Following the idea of Cea and Vázquez-Cendón [15], the system of 2D-SWEs with porosity (3) can be further algebraically modified, by expanding the partial derivatives and assuming the porosity constant in time (\( \partial \phi/\partial t=0 \)), continuous and differentiable in space. Thus, system (3) becomes:

\[
\begin{align*}
\frac{\partial h}{\partial t} + \frac{\partial}{\partial x} (uh) + \frac{\partial}{\partial y} (vh) &= - \frac{1}{\phi} \left( u \frac{\partial \phi}{\partial x} + v \frac{\partial \phi}{\partial y} \right) \\
\frac{\partial u h}{\partial t} + \frac{\partial}{\partial x} \left( u^2 h + \frac{1}{2} g h^2 \right) + \frac{\partial}{\partial y} (u v h) &= - \frac{u h}{\phi} \left( u \frac{\partial \phi}{\partial x} + v \frac{\partial \phi}{\partial y} \right) - g h \frac{n^2 u_e \sqrt{u_e^2 + v_e^2}}{h^{4/3}} \\
\frac{\partial v h}{\partial t} + \frac{\partial}{\partial x} (u v h) + \frac{\partial}{\partial y} \left( v^2 h + \frac{1}{2} g h^2 \right) &= - \frac{v h}{\phi} \left( v \frac{\partial \phi}{\partial x} + u \frac{\partial \phi}{\partial y} \right) - g h \frac{n^2 v_e \sqrt{u_e^2 + v_e^2}}{h^{4/3}}
\end{align*}
\]

The formulation in Eq. (4) presents the classical 2D-SWEs terms on the left hand-side and includes the porosity only by means of two non-conservative products on the right hand-side. It has to be noted that, while this formulation is correct for differentiable porosity fields, it may produce
unpredictable errors, which strongly depend on the numerical scheme, in the case of discontinuous porosity [49].

With the aim of preserving a well-balanced scheme also in presence of the 2D-SWEs with porosity, further manipulations are here performed in order to adopt the formulation of [34], which was introduced for the classical SWEs. The scheme allows the balance between fluxes and source terms, and guarantees the $C$-property regardless of the slope source term discretization, the approximate Riemann solver, and with wet-dry interfaces. Recalling the relation among water depth, bottom and water surface elevation $h=\eta-z$, system (4) can be written as:

$$\begin{align*}
\frac{\partial \eta}{\partial t} + \frac{\partial}{\partial x}(uh) + \frac{\partial}{\partial y}(vh) &= -\frac{h}{\phi} \left( u \frac{\partial \phi}{\partial x} + v \frac{\partial \phi}{\partial y} \right) \\
\frac{\partial uh}{\partial t} + \frac{\partial}{\partial x}\left( u^2h + \frac{1}{2}g(\eta^2 - 2\eta z) \right) + \frac{\partial}{\partial y}(uhv) &= -\frac{uh}{\phi} \left( u \frac{\partial \phi}{\partial x} + v \frac{\partial \phi}{\partial y} \right) - g \frac{\partial z}{\partial x} - gh \frac{n^2 u_e \sqrt{u_e^2 + v_e^2}}{h^{4/3}} \\
\frac{\partial vh}{\partial t} + \frac{\partial}{\partial x}(uvh) + \frac{\partial}{\partial y}\left( v^2h + \frac{1}{2}g(\eta^2 - 2\eta z) \right) &= -\frac{vh}{\phi} \left( u \frac{\partial \phi}{\partial x} + v \frac{\partial \phi}{\partial y} \right) - g \frac{\partial z}{\partial x} - gh \frac{n^2 u_e \sqrt{u_e^2 + v_e^2}}{h^{4/3}}
\end{align*}$$

(5)

Analogously to system (4), the formulation in (5) has the advantage of considering the porosity by introducing non-conservative products in the continuity and in the two momentum equations, meanwhile preserving the adopted classical SWE scheme. Moreover, the derived system (5) is well balanced, since the only porosity-related terms are multiplied by the velocity, and they vanish in case of water at rest; thus, the remaining classical 2D-SWE scheme guarantees the $C$-property.

In the present work, the PARFLOOD 2D numerical model presented in [35–38] for the classical 2D-SWEs is adopted and modified for including the porosity-related source terms. The model solves in a finite volume scheme the following system of 2D-SWEs written in integral form [50]:

$$\frac{d}{dt}\int_A UdA + \int_C H \cdot n \, dC = \int_A \left( S_0 + S_f + S_p \right) dA$$

(6)

where $A$ denotes the area of the integration element, $C$ the element boundary, $n$ the outward unit vector normal to $C$, $U$ the vector of the conserved variables and $H = (F,G)$ the tensor of fluxes in the $x$ and $y$ directions, respectively:

$$U = \begin{bmatrix} \eta \\ uh \\ vh \end{bmatrix} \quad F = \begin{bmatrix} uh \\ u^2h + \frac{1}{2}g(\eta^2 - 2\eta z) \end{bmatrix} \quad G = \begin{bmatrix} vh \\ uwh \\ vwh \end{bmatrix}$$

(7)

The bed slope source term ($S_0$) and porosity non-conservative product ($S_p$) are defined as:
The non-conservative product $S_p$ is discretized using a centered approximation. The contributions $S_{p_{i1}}$, $S_{p_{i2}}$, $S_{p_{i3}}$ adopted for updating the first, second and third conserved variables, respectively, are evaluated as follows:

$$
S_{p_{i1}} = -\frac{1}{\phi_i} \left( \frac{u_{\bar{h}_i}}{h_{i,x}} \cdot \frac{\phi_{i+1} - \phi_{i-1}}{2\Delta x} + \frac{v_{\bar{h}_i}}{h_{i,y}} \cdot \frac{\phi_{j+1} - \phi_{j-1}}{2\Delta y} \right) 
$$

$$
S_{p_{i2}} = -\frac{u_{\bar{h}_i}}{\phi_i} \left( \frac{\phi_{i+1} - \phi_{i-1}}{2\Delta x} + \frac{v_{\bar{h}_i}}{h_{i,y}} \cdot \frac{\phi_{j+1} - \phi_{j-1}}{2\Delta y} \right) 
$$

$$
S_{p_{i3}} = -\frac{v_{\bar{h}_i}}{\phi_i} \left( \frac{u_{\bar{h}_i}}{h_{i,x}} \cdot \frac{\phi_{i+1} - \phi_{i-1}}{2\Delta x} + \frac{\phi_{j+1} - \phi_{j-1}}{2\Delta y} \right) 
$$

where, $\phi_i$, $\phi_{i-1}$ and $\phi_{i+1}$ represent the porosity values of the considered cell $(i)$, of its west $(i-1)$ and east $(i+1)$ neighboring one, and $\Delta x$ and $\Delta y$ denote the cell sizes along the $x$ and $y$ axis, respectively. The specific discharge $\overline{u_{\bar{h}_i}}$ and $\overline{v_{\bar{h}_i}}$, and water depths $\overline{h_{i,x}}$ and $\overline{h_{i,y}}$, which are referred to cell $i$, are evaluated as the averaged values of the reconstructed variables at the cell interfaces (in a first order scheme they will coincide with $u_{\bar{h}_i}$, $v_{\bar{h}_i}$, and $h_i$):

$$
\overline{u_{\bar{h}_i}} = \frac{u_{h_{i-\frac{1}{2}}} + u_{h_{i+\frac{1}{2}}}}{2} \quad \overline{v_{\bar{h}_i}} = \frac{v_{h_{j-\frac{1}{2}}} + v_{h_{j+\frac{1}{2}}}}{2} 
$$

$$
\overline{h_{i,x}} = \frac{h_{i-\frac{1}{2}} + h_{i+\frac{1}{2}}}{2} \quad \overline{h_{i,y}} = \frac{h_{j-\frac{1}{2}} + h_{j+\frac{1}{2}}}{2} 
$$

where, considering the reconstructed values at the internal interfaces of cell $i$, $u_{h_{i-\frac{1}{2}}}$ and $u_{h_{i+\frac{1}{2}}}$, $v_{h_{j-\frac{1}{2}}}$ and $v_{h_{j+\frac{1}{2}}}$, $h_{i-\frac{1}{2}}$ and $h_{i+\frac{1}{2}}$, $h_{j-\frac{1}{2}}$ and $h_{j+\frac{1}{2}}$, denote the specific discharge and water depth values along the $x$ direction, at the west and east interface, respectively, whereas $v_{h_{j-\frac{1}{2}}}$ and $h_{j-\frac{1}{2}}$, and $v_{h_{j+\frac{1}{2}}}$ and $h_{j+\frac{1}{2}}$, represent the specific discharge and water depth values along the $y$ direction, at the south and north interface, respectively.

The friction source term ($S_f$), which includes the effects caused by buildings (i.e., reduced conveyance, preferential flow pathways, dead zones) is derived according to the following steps. Considering that building effects are anisotropic and that conveyance porosity is directionally dependent, the roughness resistance term is expressed in tensor form as follows:
\[ \mathbf{S}_f = \mathbf{R} \cdot \mathbf{U} = \begin{bmatrix} 0 & 0 & 0 \\ 0 & R_{xx} & R_{xy} \\ 0 & R_{yx} & R_{yy} \end{bmatrix} \begin{bmatrix} \eta \\ u_h \\ v_h \end{bmatrix} \] (12)

where \( \mathbf{R} \) denotes a second order tensor [48] with principal directions of maximum and minimum conveyance \( L \) and \( T \), and components \( R_L \) and \( R_T \), respectively.

As shown in Figure 1-b, the principal directions \( L-T \) are rotated by \( \alpha \) degrees against the model frame \( x-y \) and thus the \( \mathbf{R} \) components derive from the transformation law of a second-order tensor [48]:

\[ \mathbf{S}_f = \mathbf{R} \cdot \mathbf{U} = \begin{bmatrix} 0 & 0 & 0 \\ \cos \alpha & -\sin \alpha & 0 \\ \sin \alpha & \cos \alpha & 0 \end{bmatrix} \begin{bmatrix} 0 & 0 & 0 \\ R_L & 0 & 0 \\ 0 & R_T & 0 \end{bmatrix} \begin{bmatrix} 0 & 0 & 0 \\ \cos \alpha & \sin \alpha & 0 \\ 0 & -\sin \alpha & \cos \alpha \end{bmatrix} \begin{bmatrix} \eta \\ u_h \\ v_h \end{bmatrix} = \begin{bmatrix} 0 \\ R_L \cos^2 \alpha + R_T \sin^2 \alpha \\ 0 \end{bmatrix} = \begin{bmatrix} 0 \\ (R_L - R_T) \cos \alpha \sin \alpha \\ R_L \sin^2 \alpha + R_T \cos^2 \alpha \end{bmatrix} \begin{bmatrix} \eta \\ u_h \\ v_h \end{bmatrix} \] (13)

Focusing on the \( \alpha \) rotation between \( L-T \) and \( x-y \) frames, the conserved variables \( u_h \) and \( v_h \) become:

\[ u_h = q_x = q_L \cos \alpha - q_T \sin \alpha \] (14)

\[ v_h = q_y = q_L \sin \alpha + q_T \cos \alpha \] (15)

where \( q_L \) and \( q_T \) represent the specific discharge along the principal directions with maximum and minimum resistance.

Substituting Eq. (14)-(15) in the conserved variable vector of system (13), the friction term reduces to:

\[ \mathbf{S}_f = \begin{bmatrix} 0 \\ R_L q_L \cos \alpha - R_T q_T \sin \alpha \\ R_L q_L \sin \alpha + R_T q_T \cos \alpha \end{bmatrix} \] (16)

The contributions \( R_L q_L \) and \( R_T q_T \) derive from the Manning friction resistance formulation reported in system (5) and, according to the approach described in Sect. 1, they are computed using the components of the effective flow velocity within the channel contractions \( u_{el} \) and \( u_{eT} \), along the \( L \) and \( T \) direction, respectively:

\[ R_L q_L = -gh \frac{n^2 u_{el} \sqrt{u_{el}^2 + u_{eT}^2}}{h^{4/3}} \]

\[ R_T q_T = -gh \frac{n^2 u_{eT} \sqrt{u_{el}^2 + u_{eT}^2}}{h^{4/3}} \] (17)

Then, introducing Eq. (2), which relates the effective velocity to the porosity conveyance parameter, the resistance terms in Eq. (17) become:

\[ R_L q_L = -gh \frac{n^2 \phi^2 u_{el} \sqrt{u_{el}^2 + \psi_T^2}}{h^{4/3}} \]

\[ R_T q_T = -gh \frac{n^2 \phi^2 u_{eT} \sqrt{u_{el}^2 + \psi_T^2}}{h^{4/3}} \] (18)
Finally, substituting the terms in Eq. (18) into the friction resistance vector (16), the friction source term $S_f$ results:

$$
S_f = \begin{bmatrix}
-gh \frac{n^2 \phi^2 u_r \sqrt{u^2 + v^2}}{\Psi_L^{10/3}} \cos \alpha + gh \frac{n^2 \phi^2 u_r \sqrt{u^2 + v^2}}{\Psi_T^{10/3}} \sin \alpha \\
-gh \frac{n^2 \phi^2 u_r \sqrt{u^2 + v^2}}{\Psi_L^{10/3}} \sin \alpha - gh \frac{n^2 \phi^2 u_r \sqrt{u^2 + v^2}}{\Psi_T^{10/3}} \cos \alpha
\end{bmatrix}
$$

(19)

The friction term ($S_f$), which adopts the Manning equation, is discretized according to the implicit formulation proposed in [51] that avoids spurious oscillations in the presence of small water depths. In the source term evaluation, the variables at the current time step $n$ and at the incoming one $n+1$, are multiplied by an implicit coefficient $\beta$ (here assumed equal to 0.5) according to the following relation:

$$
S_f = (1 - \beta)S_f^n + \beta S_f^{n+1}
$$

(20)

Therefore, after algebraic manipulations, the conserved variables at time $n+1$ are updated as follows:

$$
U_{i,j}^{n+1} = U_{i,j}^n + \Delta t \left[ I - \frac{\Delta t}{2} Q_f(U_{i,j}^n) \right]^{-1} S_f(U_{i,j}^n)
$$

(21)

where $I$ is the identity matrix, and $Q_f(U_{i,j}^n)$ represents the Jacobian matrix of $S_f(U_{i,j}^n)$ that is evaluated as:

$$
Q_f(U_{i,j}^n) = \begin{bmatrix}
0 & -S_{fx} \frac{1}{u} & 0 \\
S_{fx} \frac{u}{u^2 + v^2} & 0 & -S_{fy} \frac{u}{u^2 + v^2} \\
S_{fy} \frac{v}{u^2 + v^2} & -S_{fy} \frac{v}{u^2 + v^2} & 0
\end{bmatrix}
$$

(22)

The terms $S_{fx}$ and $S_{fy}$ in Eq. (22) are defined as:

$$
S_{fx} = \frac{gn^2 \phi^2 u u h \sqrt{u^2 + v^2}}{\Psi_L^{10/3}} \\
S_{fy} = \frac{gn^2 \phi^2 v \sqrt{u h^2 + v^2}}{\Psi_T^{10/3}}
$$

(23)

where $\Psi_L$ corresponds to $\Psi_L$ and $\Psi_T$ when calculating the products $R_L q_L$ and $R_T q_T$ in Eq. (18), respectively.

The most relevant aspects of the 2D-SWE model and the related optimization techniques are here briefly recalled, as a detailed description is presented in [35–38] and it is beyond the scope of the present work. Dealing with a Finite Volume (FV) numerical scheme, the partial differential equations are solved on a structured Cartesian grid, but they can be easily extended to multi-resolution grids, such as the Block Uniform Quadtree ones [37]. The conserved variables $U$ are reconstructed at the cell edges by means of the linear Monotone Upwind Schemes for Scalar
Conservation Laws (MUSCL) with minmod limiter [40], and thus a second order of accuracy in space is achieved.

In order to guarantee a robust treatment of wet-dry fronts, the flux correction of Kurganov and Petrova [52], which avoids the development of non-physical velocities with a zero-mass error, is adopted. Moreover, the implementation of the positivity-preserving hydrostatic reconstruction of Audusse et al. [53], and the additional slope source terms discretization proposed by Liang and Marche [54] ensure the C-property also in presence of wetting and drying fronts.

The numerical interface fluxes $F$ and $G$ are computed adopting the Harten, Lax and van Leer approximate Riemann solver with the Contact wave restored HLLC [50]. Finally, the conserved variables are updated at each time step, following the second order Runge-Kutta method that allows achieving a second order of accuracy in time.

In order to reduce the computational burden of classical 2D-SWE FV explicit schemes, the model is implemented in a CUDA/C++ code that exploits parallel computation offered by NVIDIA™ GPUs [35].

3. Test cases

In this section, the proposed porosity model is tested by reproducing the flooding of three different synthetic urban environments. The first benchmark presents a regular and idealized building layout that allows assessing both the effective mesh-independence of the proposed numerical scheme and the feasibility to low-friction domains. The second test investigates if the proposed approach is able to describe the anisotropic effects of a residential urban district and the influence that walls and gardens have on the flood propagation. Finally, the model is tested against an experimental benchmark.

Each test case was performed adopting three different configurations:

1. R: Resolved buildings. The buildings are explicitly resolved over a fine mesh adopting a free-slip wall boundary condition. This method is known as “building hole” [10]. The results of this simulation are assumed as reference solution;

2. SP: single porosity (isotropic approach). In this case, urban zones are described by means of a unique storage/isotropic porosity parameter, $\phi$, over a computational domain with a resolution lower than the one adopted for the above R approach;

3. AP: anisotropic porosity formulation. In this simulation, the proposed geometrical anisotropic porosity model is adopted (Eq.(5)). Urbanized areas are defined by means of a
storage porosity parameter \( \phi \), by two conveyance porosities, \( \Psi_L \) and \( \Psi_T \), and by the rotation angle \( \alpha \). The mesh size is the same adopted for the SP case. All the simulations were run on a NVIDIA ® Tesla ® P100 GPU.

3.1. Regular building urban layout

The first test case aims at assessing the capability and the advantages of the proposed anisotropic porosity scheme to reproduce the flood propagation in the idealized urban area shown in Figure 2, which is characterized by a regular building layout. Moreover, the application plans to stress that the results are independent from the mesh resolution and design, and not influenced by the adopted roughness coefficient.

The bottom slope is equal to 0.05\% (southward) and the Manning roughness coefficient is firstly assumed as \( n = 0.02 \) m\(^{-1/3}\). A constant inflow discharge \( Q = 50 \) m\(^3\)/s is imposed as upstream boundary condition uniformly distributed along the central 400 m at the northern edge, whereas downstream (southern edge), a free outflow condition is adopted. At the beginning of the test, the domain is dry and the simulation ends once the steady state condition is achieved \((t \approx 10 \) h\).

The domain is discretized by means of a Cartesian grid, with cell size \( \Delta x = 2 \) m and \( \Delta x = 4 \) m for the reference (R) and porosity configurations (SP, AP), respectively. The geometrical parameters for the AP approach, together with the main features of the simulations, are reported in Table 1.
Table 1. Regular building test. ID, urban modelling approach, cell size $\Delta x$, number of cells, run time $t_{run}$, porosity parameter $\phi$, anisotropic geometrical parameters $\Psi_L$, $\Psi_T$ and angle $\alpha$.

<table>
<thead>
<tr>
<th>ID</th>
<th>Building modelling</th>
<th>$\Delta x$ (m)</th>
<th># cells (10^3)</th>
<th>$t_{run}$ (min)</th>
<th>$\phi$ (-)</th>
<th>$\Psi_L$ (-)</th>
<th>$\Psi_T$ (-)</th>
<th>$\alpha$ (-)</th>
</tr>
</thead>
<tbody>
<tr>
<td>R</td>
<td>Resolved</td>
<td>2</td>
<td>1052.05</td>
<td>24</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>SP</td>
<td>Porosity</td>
<td>4</td>
<td>263.53</td>
<td>3</td>
<td>0.748</td>
<td>-</td>
<td>0.727</td>
<td>0.077</td>
</tr>
<tr>
<td>AP</td>
<td>Porosity</td>
<td>4</td>
<td>263.53</td>
<td>3</td>
<td>0.748</td>
<td>0.727</td>
<td>0.077</td>
<td>50$^\circ$</td>
</tr>
</tbody>
</table>

Figure 3 shows the water depths resulted at the end of the simulation. Assuming the resolved building results as reference solution (a), it emerges that the anisotropic scheme (c) is able to capture both the rise of the water depths caused by the buildings (red zone north-west) and the decrease at the back (blue zone south-east). Conversely, the isotropic approach does not reproduce the water depth distribution caused by the built area (b).

This behavior can be clearly distinguished looking at the velocity field illustrated in Figure 4. The isotropic scheme (b) does not describe the reduction in the available cross section, and thus the velocity vectors remain substantially straight across the urban area. Conversely, the anisotropic scheme (c) well captures both the velocity field in the four corners of the urban layout and the change in the direction of the velocity vectors. The only main differences with the reference solution are the zones where water enters and exits the streets of the urban district that obviously only a resolved scheme can capture.
A quantitative analysis of the results previously illustrated was performed by computing the $L_2$ error norm for the water depth and velocity variables, according to:

$$L_2(f) = \sqrt{\frac{1}{N}\sum_{i=1}^{N} \left[f_{\text{por}}^i - f_{\text{res}}^i \right]^2}$$

where $N$ denotes the number of computational cells, $f$ the variable of interest (water depth $h$ and velocity components $u$ and $v$), $f_{\text{por}}$ the numerical solution obtained with the SP and AP approaches, respectively, and $f_{\text{res}}$ the solution of the resolved building scheme.

As confirmed by the $L_2$ norm values reported in Table 2 (A5, A6), the anisotropic approach presents errors equal to 2.6, 1.7 and 2.2 times lower than the isotropic one, for water depth $h$ and velocity components $u$ and $v$, respectively.

Moreover, the advantage of adopting the anisotropic porosity scheme, in spite of a resolved building one, emerges from the runtimes reported in Table 1: for this benchmark, the adoption of the AP model has allowed a reduction of the run times of about 8 times (24 min/3 min), if compared to the R one.

Since the proposed scheme includes the anisotropic building effects in the friction losses, a sensitivity analysis to the roughness coefficient is performed in order to test the model with low-friction regimes. Indeed, according to Eq. (19), anisotropy in friction losses is lost in case of $n = 0$. Since the AP scheme aims at the modelling of urbanized areas where the roughness coefficient is always greater than zero, the following Manning values have been assumed: 0.01, 0.015, and 0.03 m$^{1/3}$-s.

As highlighted by the $L_2$ norm values reported in Table 2 (simulations from A1 to A8), even if the AP velocity errors slightly increase by decreasing the roughness values, the ratio between the isotropic and anisotropic norms is substantially similar, thus confirming the advantages of the AP
scheme also in presence of low-friction areas. The good agreement between the anisotropic and refined results, assuming the lowest Manning coefficient of 0.01 m$^{-1/3}$s, is shown in Figures 5 and 6 for water depths and velocity, respectively.

Figure 5. Regular building test with $n=0.01$ m$^{-1/3}$s. Resulted water depths for the (a) R, (b) SP and (c) AP configurations.

Figure 6. Regular building test with $n=0.01$ m$^{-1/3}$s. Resulted velocity field for the (a) R, (b) SP and (c) AP configurations.
The second analysis concerns the adopted upstream boundary condition, thus keeping constant 
the mesh size (Δx = 2 m for the R configuration and 4 m for the SP and AP ones) and the roughness 
coefficient (n = 0.02 m\(^{1/3}\) s). The sensitivity to the inflow hydrograph is assessed by considering 
constant discharge values equal to 100 and 200 m\(^3\)/s, and the impulsive discharge wave shown in 
Figure 7 that derives from the dam-break of a reservoir with a volume of about 1\(\cdot\)10\(^6\) m\(^3\).

![Figure 7. Regular building test with an impulsive inflow hydrograph. Upstream boundary condition.](image)

The \(L_2\) norms of the variables of interest, which for the dam-break case consist in the maximum 
water depth and velocity magnitude, are reported in Table 2 (simulations from B1 to B6). The ratio 
between the isotropic and anisotropic \(L_2\) norms confirms that the proposed scheme performs up to 
3.4 times better than the isotropic one.

With reference to the dam-break test (simulations B5-B6 in Table 2), Figures 8 and 9 compare 
the maximum water depth and velocity magnitude, respectively. The AP scheme is able to capture 
the rise of the water depth at the north-west corner of the urban layout (panel (c) in Figure 8) and 
the bore reflections that can be clearly distinguished in the velocity field of the refined simulation 
(panel (a) in Figures 8-9). Conversely, the SP model underestimates the reflection of the wave 
against the porous zone and overestimates the velocity field in the urbanized area (panel (b) in 
Figure 9).
Figure 8. Regular building test with an impulsive inflow hydrograph. Maximum water depths for the (a) R, (b) SP and (c) AP configurations.

Figure 9. Regular building test with an impulsive inflow hydrograph. Maximum velocity field for the (a) R, (b) SP and (c) AP configurations.

For this severe inflow condition, the urban flooding simulations are also compared by quantifying a hydraulic hazard indicator that accounts for contemporary hydrostatic and dynamic loads. Thus, the maximum total force $D$ is computed as follows [55]:

$$D = h\sqrt{1 + 2Fr^2}$$  \hspace{1cm} (25)

where $h$ denotes the water depth and $Fr$ the Froude number.

According to the partition shown in Figure 10, four hazard ranks are defined as follows: low ($0 \leq D < 0.5$), medium ($0.5 \leq D < 1$), high ($1 \leq D < 1.5$) and very high ($D \geq 1.5$).
Figure 10. The h-|v| plane relating the maximum total force and the hazard degree.

Figure 11 compares the maximum total force values resulted for the three configurations. It is relevant to notice that the AP scheme (c) captures both the medium and high hazard degrees on the west edge of the urban layout and the low one inside the urban district. Conversely, the isotropic model (b) overestimates the hazard level in the urbanized area and underestimates it on the west side.

Figure 11. Regular building test with an impulsive inflow hydrograph. Maximum total force for the (a) R, (b) SP and (c) AP configurations.

The last analysis concerns the sensitivity of the proposed AP scheme to the mesh size and design. Focusing on the first issue, the test case (steady flow with $Q = 50 \text{ m}^3/\text{s}$ and $n = 0.02 \text{ m}^{-1/3} \cdot \text{s}$) was further simulated by running the AP model on different grids with cell sizes of 2, 8, 15, 20, 40, and 80 m (simulations from C1 to C6 in Table 2).

According to the $L_2$ norms reported in Table 2, and to the maps of water depth and velocity shown in Figures 12-13, respectively, the results do not significantly change until $\Delta x = 40$ m.
Conversely, as can be expected, the adoption of $\Delta x = 80$ m determines an increase of the errors and a less adequate description of the flow field. Even if porosity models allow the adoption of coarser grids, the mesh size has to be small enough, compared with the length-scale of the problem, to represent the flow field variability well. Considering that the grid with $\Delta x = 80$ m does not fulfill this basic requirement, the analysis confirms that the proposed scheme is not oversensitive to the adopted mesh size.

\begin{figure}
\centering
\includegraphics[width=\textwidth]{figure12}
\caption{Regular building test. Resulted water depths for the R scheme with $\Delta x = 2$ m, and the AP ones with $\Delta x = 2, 4, 8, 15, 20, 40$ and $80$ m, respectively.}
\end{figure}

\begin{figure}
\centering
\includegraphics[width=\textwidth]{figure13}
\caption{Regular building test. Resulted velocity field for the R scheme with $\Delta x = 2$ m, and the AP ones with $\Delta x = 2, 4, 8, 15, 20, 40$ and $80$ m, respectively.}
\end{figure}
Table 2. Regular building test: $L_2$ norms with respect to the refined solution. Number of the simulation $N$, Manning coefficient $n$, upstream boundary condition, cell size $\Delta x$, ID, water depth norm $L_2(h)$, ratio between the SP and AP water depth norms $r(h)$, $u$ velocity component norm $L_2(u)$, ratio between the SP and AP $u$ norms $r(u)$, $v$ velocity component norm $L_2(v)$, ratio between the SP and AP $v$ norms $r(v)$. For the simulations B5 and B6 * denotes the norms of the maximum water depth, and ** the norms of the maximum velocity magnitude.
Finally, in order to test the independence of the AP approach to the mesh design, this regular benchmark was performed by counterclockwise rotating the domain of 45 degrees (Figure 14-a). Dealing with Cartesian grids, this rotation allows assessing the effects that the mesh design and orientation exert on the results of the presented approach. Figures 14 shows the comparison between the maps of water depth resulted from the AP simulations ($\Delta x = 4$ m), in the rotated (b) and original (c) configurations, respectively. Similarly, Figure 15 compares the velocity field maps for the simulations with (a) and without rotation (b). The results are almost identical to the ones showed in Figures 3-4 (also reported in a rotated framework in Figures 14-15 for the sake of comparison), confirming that the presented anisotropic approach is not influenced by the mesh orientation. It can thus be used with confidence also on structured grids.

This advantage is particularly important when using Cartesian or Block Uniform Quadtree grids [35–38], which in fact cannot provide the flexibility needed to meet the guidelines provided in [33] to limit oversensitivity to mesh design.

![Figure 14](image-url)  
*Figure 14. Bathymetry (a) and resulted water depths for the AP simulations in the rotated (b) and original (c) configurations.*
3.2. Urban layout characterized by buildings with courtyards and gardens

The second application concerns the propagation of a flood wave in the idealized residential urbanized environment shown in Figure 16-a, that presents 24 detached/semi-detached houses. The houses are surrounded by gardens and courtyards, and they are separated one another by small walls, which are interrupted in a certain number of sections to reproduce the presence of gates. Practically, gardens can be viewed as spatially distributed storage areas that are flooded only by water entering the gates, and that negligibly contribute to conveyance. Thus, this idealized urban district emphasizes both the anisotropy in flow paths and the difference between storage and conveyance porosities. From geometrical considerations, while the storage porosity $\phi$ is close to unity, the conveyance porosity in the street direction, $\Psi_L$, is about 10 times smaller (Table 3).

The bottom slope is equal to 0.2% (southward) and the Manning roughness coefficient is assumed equal to 0.02 m$^{-1/3}$ s. The initially dry urban district is flooded by a Gamma-distributed wave in the form:

$$Q(t) = B \cdot \frac{1}{k^b \Gamma(b)} t^{b-1} e^{-\frac{t}{k}}$$

(26)

where $t$ represents the time, $B$ the volume, $\Gamma(b)$ the gamma function with shape and scale parameters $b$ and $k$, respectively. In the simulation, the following parameters were assumed: $B = 1.5 \cdot 10^6$ m$^3$, $b = 5$, $k = 500$ s. The resulted inflow, which is prescribed as upstream boundary

Figure 15. Resulted velocity field for the AP simulations in the rotated (a) and original (b) configurations.
condition normal to the central 300 m at the northern edge, approximately ends in 2 hours and presents a peak value of about 600 m$^3$/s (Figure 16-b). As downstream boundary condition (southern edge), a free outflow condition is imposed.

![Figure 16. Buildings with courtyards test. (a) Urban layout (dimensions in m) and (b) inflow discharge.](image)

Analogously to the first test, the flooding was modelled adopting a refined Cartesian grid ($\Delta x = 0.5$ m) with resolved buildings (R), a coarser grid ($\Delta x = 2$ m) with the single (SP) and the anisotropic (AP) porosity approaches. The geometrical parameters for the anisotropic approach, together with the main features of the simulations, are reported in Table 3.

<table>
<thead>
<tr>
<th>ID</th>
<th>Building modelling</th>
<th>$\Delta x$ (m)</th>
<th># cells ($10^6$)</th>
<th>$t_{run}$ (min)</th>
<th>$\phi$ (-)</th>
<th>$\Psi_L$ (-)</th>
<th>$\Psi_T$ (-)</th>
<th>$\alpha$ (-)</th>
</tr>
</thead>
<tbody>
<tr>
<td>R</td>
<td>Resolved</td>
<td>0.5</td>
<td>3.96</td>
<td>74</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>SP</td>
<td>Porosity</td>
<td>2</td>
<td>0.25</td>
<td>1.5</td>
<td>0.904</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>AP</td>
<td>Porosity</td>
<td>2</td>
<td>0.25</td>
<td>1.5</td>
<td>0.904</td>
<td>0.0917</td>
<td>0.2743</td>
<td>90°</td>
</tr>
</tbody>
</table>

*Table 3. Buildings with courtyards test. ID, urban modelling approach, cell size $\Delta x$, number of cells, run time $t_{run}$, porosity parameter $\phi$, anisotropic geometrical parameters $\Psi_L$, $\Psi_T$ and angle $\alpha$.*

The comparison of the maximum water depths (Figure 17) shows that the idealized residential district determines an upstream rise of the water depth (red zone in (a)) and a clear zone with very low water depths downstream of the built area. Assuming the refined simulation (a) as basis for comparison, the anisotropic porosity scheme (c) captures these two zones with different water depths significantly better than the isotropic one (b).
Similarly, the comparison of the maximum resulted velocity field maps shown in Figure 18 confirms that the AP simulation well reproduces the deviation of the velocity vectors in the two upstream external corners of the urbanized area. As a result, the downstream stagnant area characterized by minimum velocity magnitude is properly captured. Obviously, the main velocity differences can be noticed at the entrance/exit of the principal vertical streets that actively conveys the flow, which only the refined solution (a) can reproduce. On the other side, the flow velocity distribution is not adequately reproduced by the SP solution, where the presence of the urban area does not sufficiently influence the flow field.

The resulted maximum total force maps shown in Figure 19 highlight that, if compared to the refined solution (a), the AP scheme (c) well captures both the upstream high hazard degree zone and the low one located downstream the urban area: the main difference is along the three vertical
streets. Conversely, the SP model overestimates the hazard degree in the urban zone and in the south portion of the domain.

![Figure 19. Buildings with courtyards test. Maximum total force for the (a) R, (b) SP and (c) AP configurations.](image)

In order to quantitatively compare the differences between the reference/resolved solution and the porosity approaches, the $L_2$ norm error is evaluated according to Eq. (24), for the maximum water depth and velocity magnitude, respectively. The $L_2$ values reported in Table 4 highlight that the errors occurred adopting the AP approach are significantly lower than the ones obtained with an isotropic one.

| ID | $L_2(h_{\text{max}})$ (m) | $r(h_{\text{max}})$ (-) | $L_2(|v|_{\text{max}})$ (m) | $r(|v|_{\text{max}})$ (-) |
|----|-----------------|-----------------|-----------------|-----------------|
| SP | 0.101           | 0.338           |                  |                  |
| AP | 0.039           | 2.6             | 0.153           | 2.2             |

*Table 4. Buildings with courtyards test. $L_2$ norms for water depth and velocity magnitude.*

Finally, focusing on the computational times reported in Table 3, it is relevant to notice that the anisotropic scheme, similarly to the isotropic one, allows reducing the runtimes by a factor of 50, if compared to the resolved simulation.

### 3.3. The Toce valley experimental flooding

The AP approach validation is finally assessed reproducing the Toce River experimental benchmark, which was carried out during the EU IMPACT project (Investigation of extreMe flood Processes And unCerTainty) in order to investigate the flooding of an urban environment. Since a detailed description of the laboratory facilities and benchmark characteristics can be found in
[56,57], and in many other works focusing on porosity schemes [14,20,23,45], only the most relevant information is here reported.

The physical model (scale 1:100) of the Toce valley (Northern Italy) includes an urban district that is modelled with square concrete building blocks of 15 cm. At the beginning of the experiment, the domain is dry and an inflow discharge is pumped for $t = 60$ s at the entrance of the river. Then the flood propagates in the valley crossing the houses, and the gauging points located in the domain register the water levels time histories.

The Toce River benchmark can be performed adopting various configurations, concerning the bathymetry (original, modified), the inflow discharge (low, medium, high) and the building layout (aligned, staggered). In the present work, the valley was assumed in its original configuration, with the checker board building layout shown in Figure 20-a. The Manning roughness coefficient was set equal to $n = 0.0162$ m$^{-1/3}$ s as reported in [56,57], and as upstream boundary condition the high discharge data set [56,57] was prescribed (Figure 20-b), whereas downstream a free outflow condition was specified at the end of the valley reach.

![Figure 20. Toce River test. Original bathymetry and staggered urban layout with 18 buildings (a), where the gauging points are indicated, and inflow hydrograph (b).](image-url)
The experimental test was simulated modelling the urban area with resolved building (R), and with the single (SP) and anisotropic porosity (AP) approaches. A Cartesian mesh discretized the domain with cells $\Delta x = 1$ cm and $\Delta x = 5$ cm for the refined and porosity configurations, respectively. The geometrical parameters for the anisotropic approach, together with the main feature of the simulations, are reported in Table 5. It is relevant to notice that for this staggered building configuration, the conveyance parameters, $\Psi_L$ and $\Psi_T$, were calculated not simply considering the outer building row. Conversely, they were evaluated assuming the inner rows collapsing over the first one, which means that the inner buildings rigidly shift along the $L$-$T$ principal directions:

$$\Psi_T = \frac{w}{W_T} = 1 - \frac{9 \cdot W_{\text{obst}}}{W_T} = 1 - \frac{9 \cdot 15}{155} = 0.129$$

$$\Psi_L = \frac{w}{W_L} = 1 - \frac{4 \cdot W_{\text{obst}}}{W_L} = 1 - \frac{4 \cdot 15}{120} = 0.5$$

where $w$ is the width free of buildings, $W_L$ and $W_T$ the widths of the entire urbanized area along $L$ and $T$ directions, respectively, and $W_{\text{obst}}$ is the width of a single obstacle (building block).

<table>
<thead>
<tr>
<th>ID</th>
<th>Building modelling</th>
<th>$\Delta x$ (cm)</th>
<th># cells ($10^3$)</th>
<th>$t_{\text{run}}$ (min)</th>
<th>$\phi$ (-)</th>
<th>$\Psi_L$ (-)</th>
<th>$\Psi_T$ (-)</th>
<th>$\alpha$ (-)</th>
</tr>
</thead>
<tbody>
<tr>
<td>R</td>
<td>Resolved</td>
<td>1</td>
<td>345.51</td>
<td>6.9</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>SP</td>
<td>Porosity</td>
<td>5</td>
<td>13.89</td>
<td>0.5</td>
<td>0.782</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>AP</td>
<td>Porosity</td>
<td>5</td>
<td>13.89</td>
<td>0.5</td>
<td>0.782</td>
<td>0.5</td>
<td>0.129</td>
<td>82°</td>
</tr>
</tbody>
</table>

*Table 5. Toce River test. ID, urban modelling approach, cell size $\Delta x$, number of cells, run time $t_{\text{run}}$, porosity parameter $\phi$, anisotropic geometrical parameters $\Psi_L$, $\Psi_T$ and angle $\alpha$.*

Figures 21-22 illustrate the flooding area at time $t = 14$ s, in terms of water depth and velocity, respectively.
Figure 21. Toce River test. Water depths at $t=14$ s for the (a) R, (b) SP and (c) AP configurations. In background the bathymetry.

As for the previous tests, the results of the refined mesh with resolved buildings (a) are assumed as reference solution. Focusing on the water depth maps (Figure 21), it emerges that the hydraulic jump that forms just upstream the obstacles is correctly reproduced by the AP configuration (c). Conversely, the water depths upstream the building region are significantly underestimated in the SP scheme (b). Due to underestimated flow resistances of the SP approach, the stagnant zone at the back of the urban district is better reproduced in the AP result (c) than in the SP (b) one. The variation of the flow field regime is further highlighted in the velocity maps of Figure 22. The urban area determines the transition from supercritical to subcritical flow conditions: between the two adopted porosity approaches, the AP scheme (c) better reproduces this effect than the SP one (b).
Dealing with an experimental benchmark, a further validation is assessed by comparing the results of the three simulations with the water level time histories [56,57] recorded at the gauges illustrated in Figure 20-a; the comparison between registered and simulated water levels is shown in Figure 23. The water levels at gauge P2, which is located at the entrance of the valley, are identical in the three configurations, since they are not influenced by the urban zone (small differences are only ascribed to the mesh size). Focusing on the urbanized area, gauges P3 and P4, which lay in front of the houses, provide information about the dam break wave impacting on the buildings. The trends confirm that the isotropic porosity approach significantly underestimates the reflection of the flood wave against the obstacles and the consequent level rise. Conversely, the anisotropic porosity results are closer to the resolved ones and, above all, to the experimental data set. The AP scheme better captures the trend also at the gauge P5, which is located in front of a building along the second row of obstacles, than the R and SP models. Gauges P6, P7, P8, and P9 are located around a building in the middle of the urban zone. For these gauges, the isotropic scheme always underestimates the experimental data, whereas the anisotropic results are similar to the refined one and better agree with the recorded levels than the SP ones. The last considered gauge, P10, which is on the wake of the last obstacle row, describes the effects of blocks at the back of the urban area. Between the two porosity configurations, the anisotropic results are closer to the experimental data than the other one.

Finally, it is relevant to highlight, also for this last benchmark, the reduction of the computational times that is achieved using the porosity approach. Both the SP and AP simulations (Table 5) reduced the runtimes by a factor of 14, if compared to the resolved configurations. However, between the two porosity approaches, the anisotropic scheme is the only one that has the capability of reproducing the experimental test similarly to the resolved one.
Figure 23. Toce River test. Comparison between registered and simulated water levels at the gauges.

4. Conclusions

With the aim of capturing the effects exerted by buildings and obstacles in the flooding of urbanized areas, the present paper concerned the implementation of an anisotropic scheme in a well-balanced formulation solving the 2D-SWEs with porosity on structured grids. In the model, a standard isotropic porosity accounts for reduction in mass and momentum storage due to buildings, whereas anisotropy related to street grid and building alignment is modeled through a directionally dependent, tensor formulation of the friction losses.

The model assessment showed the capability of the proposed scheme to reproduce the flooding in urbanized areas with a reduction of the run times up to 50 with respect to a high-resolution resolved simulation (depending on the test case). The scheme performs well for a wide range of bottom roughness parameters and is not oversensitive to the mesh resolution and design.

Since the conveyance calculation presented in the paper lays on simple geometrical considerations, future work should focus on the definition of porosity parameters in the framework of real urban districts with complex building layout and street networks.
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