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Abstract—An on-line approach to evaluate and monitor the stability margins of dc microgrid power converters is presented in this paper. The discussed online stability monitoring technique (MT) is based on the Middlebrook’s loop-gain measurement technique, adapted to the digitally controlled power converters. In this approach, a perturbation is injected into a specific digital control loop of the converter and after measuring the loop gain, its crossover frequency and phase margin are continuously evaluated and monitored. The complete analytical derivation of the model, as well as detailed design aspects, are reported. In addition, the presence of multiple power converters connected to the same dc bus, all having the stability monitoring unit, is also investigated. An experimental microgrid prototype is implemented and considered to validate the theoretical analysis and simulation results, and to evaluate the effectiveness of the digital implementation of the technique for different control loops. The obtained results confirm the expected performance of the stability monitoring tool in steady-state and transient operating conditions. The proposed method can be extended to generic control loops in power converters operating in dc microgrids.

Index Terms—Digitally-controlled power converters, dc microgrids, frequency estimation, stability monitoring.

I. INTRODUCTION

Recentely, there has been an increasing interest towards dc and hybrid dc/ac microgrids. This is mainly because dc microgrids lead to a reduction in distribution losses, are potentially more compatible with home appliances, and allow efficient and effective integration of distributed energy resources (DERs), by taking advantage of power electronic converters features [1]. The typical structure of a dc microgrid with different DERs is displayed in Fig. 1. Besides the electronic-based power conversion stages, a microgrid-level supervisory controller communicating with the DERs converters is often adopted to coordinate the available resources [2].

Many of the resources populating a microgrid change their output terminals behavior during normal operation, as the status of the interfaced resources (e.g., renewable source, storage device) or of the microgrid itself changes. Various kinds of control structures are used to ensure that DERs always keep performing suitably, regardless of the operating conditions. In particular, the power converters involve multiple control loops, such as, the inner output current and voltage, the virtual impedance [3], and the droop loops [4].

The control loops are often designed with reference to a specific operation point, while they show different performances at different points [5], [6]. The fact that the performances of some loops—usually the slowest and the external ones—may be influenced by variables such as the impedance at the point of connection and the control employed in other converters makes the stability of the interaction between the DER converters a critical aspect. A typical example is a power converter behaving as a constant power load (CPL), which is known to present a destabilizing negative incremental impedance at the point of coupling with the dc bus [7], [8]. Another example is the change in the bus impedance when the number of converters connected to the dc bus varies, which leads accordingly, to change in the stability margins of those loops that depend on the bus impedance. Fig. 2 represents this aspect by showing the reduction in the bandwidth of the droop loop of a buck converter, while increasing the number of buck converters connected in parallel to the common dc bus. Of course, this issue can be found exacerbated in practical
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Fig. 1. DC microgrid with distributed energy resources (DERs).
applications with a higher number of converters and more diverse topologies.

In the outlined scenario, it is clear that stability measurement and monitoring may be particularly valuable for various purposes. Indeed, reliable stability monitoring techniques can be advantageously exploited to perform crucial tasks in microgrids, such as, condition monitoring for reliability purposes, on-line tuning of power converters controllers, and adaptive control. A significant example of the latter case can be found in shipboard dc power distribution systems, where the behavior seen by a converter from its load and source sides can tremendously change along the course of a mission; this rises stability concerns about the interactions among the subsystems. In this context, continuous, online estimates of the stability-margins can be effectively exploited to tune the converters controllers, thus ensuring a reliable operation [9].

Different approaches to measure the loop gains and evaluate the system stability margins under various conditions are reported in the literature. In [10], [11], some methods to measure the frequency response of a converter’s loop gain are proposed. In [12], [13] auto-tuning is achieved on the basis of the online assessment of the loop gain frequency response. Authors in [7] and [14] propose an approach based on voltage or current perturbations to find the open-loop transfer functions for stability analysis, which is based on the well-known impedance-based stability criterion [8]. In [15] control-to-output frequency response is calculated using a cross-correlation approach. In this method, a pseudo-random binary sequence (PRBS) is added to the duty cycle of a converter and, by assuming the converter as a linear time-invariant (LTI) system, the output voltage or current is measured. Then, the cross-correlation between the input and the output is found, and the impulse response of the system is calculated under the assumption that the PRBS signal is a good approximation of white-noise. Finally, by performing a discrete Fourier transform, the frequency response of the system is found.

Recently, many system identification approaches based on the frequency response have been proposed for the stability analysis of converters controllers [16]–[19]. These approaches typically consider the system of interest as a black-box model [16], [17] or a grey-box model [18], [19] and, when the error between the real system behavior and the corresponding model behavior is minimized, an accurate model is deemed to have been obtained. The black-box model, also known as non-parametric system identification technique, features a low complexity level and does not require prior knowledge of the model to be estimated. The drawbacks of this method are long sequences of data to be acquired, slow response times, and inability of dealing with rapid system variations. On the other hand, the grey-box method, also known as parametric system identification technique, has a higher level of complexity, because the structure of the targeted model must be defined in advance. In particular, it is appropriate for switched-mode power supplies (SMPS), due to the initial assumption of the dc-dc converter to behave as a second order system. However, all the system identification methods are applied when the system is operating in steady-state; consequently, a new model of the system must be identified in case of any variations in the steady-state operating condition.

Middlebrook’s analog injection technique [20] is the basis of some other studies. It is the case of [21], which reports the application of the online measurement of crossover frequency and phase margin in digitally controlled SMPSs during normal operating conditions. A digital small-signal perturbation is added in series with the converters control loop and stability monitoring is performed on the basis of loop gain measurements around the unity-gain frequency (i.e., crossover frequency). This method is verified referring to the voltage control loop of low-voltage buck and boost converters, showing its ability to continuously estimate the crossover frequency and the phase margin without opening the feedback loop, and even in presence of load transients.

Reference [21] targets stability monitoring for specific kinds of dc-dc converters, featuring low voltage levels, high switching frequencies, and FPGA-based controllers. On the basis of the same concept, this paper proposes a stability monitoring technique for the parallel operation of multiple converters, which becomes, in recent years, an aspect of interest in microgrid applications. The DERs converters within a microgrid feature completely different characteristics with respect to those considered in [21]. Therefore, an alternative signal processing, with low implementation complexity, is proposed in this paper. In addition, the complete analytical model of the stability monitoring unit, is derived and addressed in this paper. The proposed monitoring technique is robust to noise and the perturbations coming from other converters connected in parallel to the common dc bus. Moreover, since it has a low implementation complexity and fast response time, it can be useful for future investigations on adaptive tuning techniques for converters in dc microgrids.

The preliminary results of this study are partially presented in [22], while this paper provides the comprehensive description of the technique, and explains the brought improvements, by reporting a) the complete discussion of the theoretical analysis and detailed design aspects, b) the experimental validation of the proposed method implemented in a multi-converter prototype, c) the situation of having multiple converters simultaneously performing the stability monitoring. The last point is a typical issue in microgrids when two or more converters inject a small-signal perturbation at the same time, with frequencies that can be close to each other. In general, the effects of different perturbation signals
can get combined, leading to an error in the process of tracking the unity loop-gain frequency. To address this issue, a prioritization-based technique is considered, such that, just one converter is allowed to inject the small-signal perturbation at a certain time. For more critical cases, where simultaneous monitoring is required in several converters, it is shown that a small modification in the way the unity-gain frequency is extracted allows to minimize the error resulted from the combination of the perturbation signals.

The remainder of the paper is organized as follows. Sec. II briefly explains the basics of online monitoring technique referring to a generic converter control loop. Sec. III presents the proposed approach and discusses the related design aspects. Sec. IV discusses the situation in which two or more converters need to monitor the stability margins simultaneously. Sec. V describes the application of the proposed monitoring scheme to power converters implementing the droop control. Sec. VI presents the prototype implemented to verify the proposed approach and discusses the obtained experimental results. Sec. VII reports the conclusions of this study.

II. CONCEPT DESCRIPTION

Middlebrook’s injection technique [20] is well known and widely used to measure the frequency response of an analog system control loop without interrupting the feedback path. The technique consists in injecting a small-signal perturbation at a certain frequency into the considered control loop in order to stimulate and acquire the system behavior at that frequency. The stability monitoring technique presented herein is based on the same concept, but applied to digitally-controlled converters. Digital control platforms are usually preferable over the analog counterpart in several environments, including the microgrid one [23]. This is because the digital approach features programmability, reduced need to external passive components, high integration capability, and the intrinsic ability to implement complex functions, which is a crucial aspect for stability monitoring, auto-tuning, and other similar tasks [24].

Fig. 3 schematically represents the proposed monitoring technique applied to a generic control loop of a digitally-controlled power converter. Regardless of the specific loop (e.g., current, voltage, or power control loop), the main components of a digital controller implementation are reported in Fig. 3, including, in particular, an analog-to-digital converter (ADC), a discrete-time compensator, and a digital pulse width modulator (DPWM). The perturbation signal \( s_z \), with frequency \( \tilde{f} \), can be injected ideally at any point of the digital control loop. Notably, the digital implementation is free from any loading effect, which is an advantage over the analog case.

By referring to Fig. 3, the system loop gain evaluated at \( \tilde{f} \) is:

\[
T(s)\big|_{s=j2\pi\tilde{f}} = -\frac{s_y(s)}{s_x(s)}\big|_{s=j2\pi\tilde{f}} = -\frac{s_y(j2\pi\tilde{f})}{s_x(j2\pi\tilde{f})} \tag{1}
\]

where \( s_x \) and \( s_y \) are the signals after and before, respectively, the perturbation injection point. By definition, the crossover frequency \( f_c \) of the control loop corresponds to the frequency \( \tilde{f} \) of the perturbation signal at which the open-loop transfer function shows unity gain; that is, if:

\[
|T(j2\pi\tilde{f})| = 1 \tag{2}
\]

then:

\[
f_c = \tilde{f} \tag{3}
\]

and:

\[
PM = \tilde{PM} = 180^\circ + \angle T(j2\pi\tilde{f}) = \angle s_y(j2\pi\tilde{f}) - \angle s_x(j2\pi\tilde{f}) \tag{4}
\]

where \( PM \) and \( \tilde{PM} \) indicate, respectively, the true and the estimated values of the phase margin. It is worth to remark that this approach is valid for systems with a loop gain higher than unity (i.e., \( |T(j2\pi\tilde{f})| > 1 \)) for some frequencies, which is almost always the case; otherwise, the stability margin cannot be assessed in this way, because there are no zero-crossings.

On the basis of this, the operation principle of the proposed crossover frequency and phase-margin estimation technique is to adjust the frequency \( \tilde{f} \) of the injected perturbation \( s_z \) so as to have the amplitude difference between the two signals \( s_x \) and \( s_y \) converging to zero. In such an operating point (i.e., \( |s_y| - |s_x| = 0 \)), (2)-(4) hold, therefore, the frequency \( \tilde{f} \) and the phase shift between \( s_x \) and \( s_y \) are monitored and referred to as the crossover frequency and the phase margin of the considered control loop, respectively.

It is worth remarking that the small-signal perturbation can be injected in any control loop of the power converter, as far as that loop is stable—even with low stability margins. The information obtained by the monitoring process may eventually be exploited to perform provisions that keep the loop under investigation far from instability (e.g., by auto-tuning the associated regulators).

III. PROPOSED ESTIMATION TECHNIQUE

A. Proposed phase margin and crossover frequency estimator

Fig. 4 displays the technique that is here proposed for the estimation of the crossover frequency and phase margin of a control loop. First of all, a sine wave generator is used to
produce a small-signal perturbation $s_z$ of amplitude $|s_z|$ and frequency $\hat{f}$. The signal $s_z$ is injected into the control loop, resulting in a perturbation at the same frequency in the signals $s_x$ and $s_y$. Similarly to common and well-known projections used in signal processing (e.g., to find the Fourier series of a signal), the two signals $s_x$ and $s_y$ are multiplied by sine and cosine terms at the estimated crossover frequency $\hat{f}$. By doing so, it is possible to derive the signal projections into a common reference frame defined by the in-phase (i.e., sin) and the quadrature (i.e., cos) components of the injected perturbation $s_z$. The obtained projections can be represented in any two-dimensional reference plain, like, for example, the complex plane. Herein, the components of $s_x$ and $s_y$ at frequency $\hat{f}$ are represented by a real and an imaginary part as $s_x^R + js_x^I$ and $s_y^R + js_y^I$.

To describe this process analytically, let us assume a linear and time-invariant (LTI) system. The effect of the perturbation $s_z$ in a specific loop, can be represented as a sinusoidal signal at $\hat{f}$, with a certain magnitude and phase:

$$s_x = |s_x| \cos(2\pi \hat{f}t + \angle s_x), \quad s_y = |s_y| \cos(2\pi \hat{f}t + \angle s_y) \quad (5)$$

By projecting $s_x$ along the real and the imaginary axes we get:

$$s_x(t) \sin(2\pi \hat{f}t) = \frac{|s_x|}{2} \sin(\angle s_x) + \frac{|s_x|}{2} \sin(4\pi \hat{f}t + \angle s_x) \quad (6)$$

$$s_x(t) \cos(2\pi \hat{f}t) = \frac{|s_x|}{2} \cos(\angle s_x) + \frac{|s_x|}{2} \cos(4\pi \hat{f}t + \angle s_x) \quad (7)$$

The same holds for $s_y$. The dc values of the results in (6) and (7) are, respectively, the imaginary and the real components of the signal $s_x$ at $\hat{f}$ (the same applies for $s_y$). In Fig. 4 the dc values are estimated by low-pass filters (LPFs) with transfer function $G_{LPF}(s)$.

Equations (6) and (7) after low-pass filtering can be written as:

$$LPF \left( s_x(t) \sin(2\pi \hat{f}t) \right) = -\frac{|s_x|}{2} \sin(\angle s_x) + \frac{|s_x|}{2} \sin(4\pi \hat{f}t + \angle s_x) \quad (8)$$

$$LPF \left( s_x(t) \cos(2\pi \hat{f}t) \right) = \frac{|s_x|}{2} \cos(\angle s_x) + \frac{|s_x|}{2} \cos(4\pi \hat{f}t + \angle s_x) \quad (9)$$

If the cut-off frequency of the LPFs $f_{lpf}$ is significantly smaller than $\hat{f}$, the gain of the LPF at twice the estimated crossover frequency, namely, $|G_{LPF}(4\pi \hat{f})|$, is small, and the high frequency components in (8) and (9) can be neglected. This means that (8) and (9) can precisely estimate $s_x^I = -\frac{|s_x|}{2} \sin(\angle s_x)$ and $s_x^R = \frac{|s_x|}{2} \cos(\angle s_x)$, respectively. Then, the obtained imaginary and real components can be used to evaluate the magnitude and phase of $s_x$ and $s_y$, by using the arc tangent and square-root functions. Therefore, based on estimating the quantities $|s_x|$, $\angle s_x$, and $\angle s_y$, an accurate estimation of the phase margin and crossover frequency can be reached. The particular choice of $f_{lpf}$ has an effect on the estimated stability margins, which is shown in Sec. VI by means of numerical data. In general terms, according to (8) and (9), $f_{lpf}$ should be significantly smaller than the crossover frequency, but it should not be so small to affect the design of the frequency loop regulator $G_{\hat{f}}$, as explained later in this section.

The difference in amplitudes $|s_y| - |s_x|$ is processed by the frequency regulator $G_{\hat{f}}$ in Fig. 4, whose output is the frequency of the perturbation signal. By including an integral part in $G_{\hat{f}}$, the difference in the amplitudes converges to zero (i.e., $|s_x| = |s_y|$), because of the unity loop gain condition discussed in Sec. II. At this point, the frequency of the perturbation signal is equal to the crossover frequency of the considered loop, while the phase margin is calculated as the phase shift between $s_x(2\pi \hat{f})$ and $s_y(2\pi \hat{f})$.

Finally, it is worth remarking that the signal processing of the proposed scheme shown in Fig. 4 can be also implemented in other ways, such as the one based on band-pass filters (BPF) adopted in [21]. However, this choice would require a BPF implementation that automatically adapts its center frequency, bandwidth, and Q-factor according to the loop under investigation, resulting in an increase in the response time and computational burden, which may be critical.

B. Design of the frequency loop regulator $G_{\hat{f}}$

The regulator $G_{\hat{f}}$ performs the regulation of the perturbation frequency $\hat{f}$ on the basis of the measured difference in the amplitude of the two signals $s_x$ and $s_y$ (i.e., $|s_y| - |s_x|$). A model of this frequency control loop is therefore required for the design of $G_{\hat{f}}$. However, due to system non-linearities, a general and rigorous analytical procedure for modeling this loop is not trivial and would require dedicated investigations. Instead, in the following, two simplifying assumptions are
introduced, which allow to approximate the frequency loop model and design the regulator $G_f$.

**Assumption 1**: The dynamics of the frequency control loop is mostly determined by the LPFs used in the MT described in Fig. 4. As explained in Sec. III-A, the cut-off frequency of the LPFs $f_{lpf}$ must be significantly smaller than $\tilde{f}$ to have a precise amplitude estimation. Based on this condition and the fact that the rest of the MT process is much faster than the low-pass filtering part, assumption 1 represents a reasonable approximation of the system dynamics. Under assumption 1, the open-loop transfer function from the injection frequency $\tilde{f}$ to the amplitude difference $|s_y| - |s_x|$ can be approximated as:

$$T_f(s) = \frac{|[s_y] - [s_x]|}{f(s)} \approx K_f \cdot G_{LPF}(s)$$  \hspace{1cm} (10)

where $K_f$ is the static gain:

$$K_f = \left. \frac{\partial |[s_y(j2\pi f)]|}{\partial f} \right|_{f=\tilde{f}}$$ \hspace{1cm} (11)

By referring to Fig. 4, it is possible to notice that:

$$s_y(j2\pi f) = \frac{1}{1 + T(j2\pi f)} s_x(j2\pi f)$$  \hspace{1cm} (12)

$$s_y(j2\pi f) = -\frac{T(j2\pi \tilde{f})}{1 + T(j2\pi \tilde{f})} s_x(j2\pi f)$$  \hspace{1cm} (13)

Therefore, substituting (12) and (13) in (11), and assuming $s_x$ generated with constant amplitude $|s_x|$, the value of $K_f$ can be expressed as:

$$K_f = \left. \frac{\partial |[s_y(j2\pi f)]|}{\partial f} \right|_{f=\tilde{f}}$$  \hspace{1cm} (14)

According to the basic differentiation identities for the derivative of a generic rational expression, and based on the fact that $|T(j2\pi f)| \approx 1$, (14) can be written as follows:

$$K_f = |s_x| \left[ \frac{\theta}{1 + T(j2\pi f)} \right] - |s_x| \left[ \frac{\theta}{1 + T(j2\pi \tilde{f})} \right]$$ \hspace{1cm} (15)

which, based on Euler’s formula, can be simplified as follows (again $|T(j2\pi f)| \approx 1$):

$$K_f = |s_x| \left[ \frac{\theta}{\sqrt{2} \sqrt{1 + \cos(\angle T(j2\pi f))}} \right] \hspace{1cm} (16)$$

In the case that the loop gain $T$ is not known a priori, suitable approximations or estimations around the crossover frequency may be considered, like the assumption introduced below.

**Assumption 2**: The slope of $|T(j2\pi f)|$ and the phase of $T$ around the crossover frequency (i.e., $\frac{\partial |T(j2\pi f)|}{\partial f} \big|_{f=\tilde{f}}$ and $\angle T(j2\pi f) \big|_{f=\tilde{f}}$) are -20 dB/decade and 90 deg, respectively. These two estimations of the system behavior are considered to give a reasonable approximation of a second order stable system and do not have general validity. For example, if the approximated phase of $T$ around the crossover frequency is assumed to be 60 deg instead 90 deg, based on (16), a difference of about 10% in the estimation of $K_f$ can be expected.

Different choices are possible to implement $G_f$, herein a pure integrator is considered and designed on the basis of the desired bandwidth of the frequency control loop $\tilde{f}_{c,f}$:

$$G_f(s) = \frac{2\pi f_{c,f}}{K_f} \frac{1}{s}$$  \hspace{1cm} (17)

This design is actually a conservative option. Of course, if required, $f_{c,f}$ can be further increased; in this case, the phase margin of the MT loop should be evaluated and taken into account.

Finally, it is worth remarking that the response time of the proposed MT depends on the regulator $G_f$, which, in turn, depends on the actual system parameters (i.e., $T$). However, the stability of the MT can be ensured by choosing sufficiently wide stability margins for the frequency control loop. For validation purposes, the considered model has been evaluated in simulation considering a buck converter with the parameters listed in Sec. VI. A unitary step change has been applied to the injected perturbation frequency $\tilde{f}$ and the open loop step response of the amplitude difference $|s_y| - |s_x|$ has been observed. In these conditions, the variation in the value of $|s_y| - |s_x|$ presents about 5% error with respect to the estimated static gain $K_f$. Also, the observed rise-time matches, with a similar precision, the set value of bandwidth $f_{c,f}$. In the light of this the design of the regulators used in the experimental setup in Sec. VI is performed.

**IV. MULTIPLE CONVERTER SCENARIO**

When multiple, independent, paralleled converters with similar crossover frequencies perform stability monitoring at the same time, the injected perturbation signals combine and the accuracy of the unity-gain criterion (2) and (3) may reduce. Different solutions have been proposed to cope with similar issues [25], [26]. The following paragraphs discuss this aspect, presenting a general approach, based on supervisory control, and a practical method for handling the issue in some cases of interest.

**A. Non-simultaneous monitoring**

In many practical applications, simultaneous stability monitoring is not strictly required. In these cases, different time slots for perturbation injection can be assigned to the converters and the stability monitoring in the converters activated
sequentially without overlaps. The activation scheme can be defined, for example, by time division multiplexing algorithms, inspired by the telecommunication engineering solutions used in multi-antenna systems [27]. Here a supervisory control is adopted, which can be implemented in many ways, such as, the token ring technology [28]. In this way, a supervisory unit (as displayed in Fig. 3) issues an activation command to the converters for enabling the monitoring unit. The activation command is sequentially assigned to the converters according to predetermined criteria. Clearly, the rate at which the token is reassigned determines the time of convergence, which is an important aspect when the information provided by the monitoring tool is employed for controllers tuning.

B. Simultaneous monitoring

In less common but still realistic scenarios, the simultaneous stability monitoring of multiple converters is required. A relevant example can be the connection of additional converters to a distribution bus, which changes the bus impedance and so the stability margins of the other converters that may be initially connected. In this case, each converter must monitor its stability margins on-line, to make sure that the applied changes do not create additional instability issues. By referring to the proposed scheme discussed in the previous section, the simultaneous monitoring of stability margins at more than one converter is addressed below. For simplicity, in this part of the analysis a two-converter system is referred to; but the same discussion can be made also for systems with more converters. When having two converters injecting sinusoidal perturbation signals on the dc bus, we firstly observe that \( s_y \) in (5) can be modified in the following form (the same holds for \( s_x \)):

\[
s_y = |s_{y1}| \cos(2\pi f_1 t + \angle s_{y1}) + |s_{y2}| \cos(2\pi f_2 t + \angle s_{y2})
\]

(18)

where subscript 1 refers to the first converter and subscript 2 refers to the second one. Based on the projection technique detailed in Fig. 4, the translation of each signal \( s_x, s_y \) along the sine term (or cosine term, similarly) of the estimated crossover frequency \( \tilde{f} \) of each converter can be formulated. At converter #1, by exploiting the well-known trigonometric identities, it yields:

\[
s_y(t) \sin(2\pi \tilde{f} t) = \{ |s_{y1}| \cos(2\pi \tilde{f} t + \angle s_{y1}) + |s_{y2}| \cos(2\pi \tilde{f} t + \angle s_{y2}) \} \sin(2\pi \tilde{f} t)
\]

\[
= \frac{|s_{y1}|}{2} \{ \sin(4\pi \tilde{f} t + \angle s_{y1}) - \sin(\angle s_{y1}) \} + \frac{|s_{y2}|}{2} \{ \sin(2\pi \tilde{f}_1 t + \tilde{f}_2 t + \angle s_{y2}) - \sin(2\pi \tilde{f}_2 - \tilde{f}_1 t + \angle s_{y2}) \}
\]

(19)

As discussed in Sec. III-A, the cut-off frequency of the low-pass filters is significantly smaller than the crossover frequency; thus, the effect of the sinusoidal term at frequency \( \tilde{f}_2 - \tilde{f}_1 \) is negligible. As far as the two frequencies \( \tilde{f}_1 \) and \( \tilde{f}_2 \) are significantly different, (19) still approximates the dc term \( s_y' = \frac{|s_{y1}|}{2} \sin(\angle s_{y1}) \) with a good precision (a similar consideration holds for \( s_y'' \)). This means that the proposed scheme allows multiple converters to monitor their stability margins simultaneously and independently. Because, in each converter the effect of other converters with different perturbation frequencies is discarded, thanks to the orthogonality property.

However, it might be possible that at least two converters with similar crossover frequencies need to perform the monitoring simultaneously. In this case, (19) after low-pass filtering can be written as:

\[
s_y(t) \sin(2\pi \tilde{f} t) = -\frac{|s_{y1}|}{2} \sin(\angle s_{y1}) - G_{LPF}(\tilde{f}_2 - \tilde{f}_1) \frac{|s_{y2}|}{2} \sin \left( 2\pi (\tilde{f}_2 - \tilde{f}_1) t + \angle s_{y2} \right)
\]

(20)

in which \( \tilde{f}_1 \approx \tilde{f}_2 \). The sinusoidal term at frequency \( \tilde{f}_2 - \tilde{f}_1 \) makes the extraction of the dc term \( s_y' \) more difficult with respect to the case of single perturbation and leads, accordingly, to an error in the amplitude estimation. Of course, this issue worsens as the number of such converters increases.

The solution proposed herein is to modify the design of the LPFs used; in particular, by significantly decreasing the cut-off frequency of the LPF, or by changing its structure (e.g., increase the filter order). So doing, the effect of the term \( \tilde{f}_2 - \tilde{f}_1 \) can be better reduced, thanks to the higher filtering properties, achieving a better amplitude estimation. Clearly, this improvement comes at the price of a correspondingly slower response time of the monitoring process, that is a trade-off between accuracy and speed to be taken depending on the application.

V. APPLICATION TO DROOP-CONTROLLED CONVERTERS

The droop control is proposed in the literature to address various needs of dc microgrids, such as, bus voltage regulation, power sharing among sources, management of storage units,
and islanded operation [4], [29]. The droop control scheme considered in this paper is shown in Fig. 5. The inductor current \( i_L \) is sensed and used in the droop loop to produce the reference output voltage \( v_{ref} \) needed for the inner voltage loop:

\[
v_{ref} = V_{sp} - k_d \cdot i_L
\]

(21)

where \( V_{sp} \) is the dc bus voltage set-point and \( k_d \) is the droop coefficient. This allows bus voltage regulation and an automatic sharing of the power needs of the microgrid. Notably, due to the buck converters topology, the inductor current and the output current are equal in the steady-state conditions, thus no additional sensing is required.

The application of the proposed monitoring tool to the droop-controlled converters operating in dc microgrids is investigated in this work. Specifically, three different loops are considered: the inner inductor current control loop, the output voltage control loop, and the droop control loop, as shown in Fig. 5. When the monitoring unit is inserted at point A, while the other loops are open, the stability margins of the current loop is monitored. By inserting the monitoring unit at point B, while the droop loop is open, the stability margins of the voltage loop is monitored. The perturbation is inserted in point B for the droop loop too, but having all the other loops closed. The regulators parameters for the current and voltage loops can be designed based on standard procedures, as discussed, for example, in [24].

VI. SIMULATION AND EXPERIMENTAL RESULTS

The prototype considered in this paper is shown in Fig. 6, which emulates an islanded dc microgrid. It consists of three droop-controlled buck converters, a converter behaving as CPL, and a resistive load, all connected to a common dc bus. The three buck converters implement the same hardware and the same control structure which is shown in Fig. 5. Table II lists the regulators parameters, notably, converters \#1 and \#2 use the same parameters values, which are different from those of converter \#3. In the following, the switch \( S_{w1} \) is always closed, apart from the case concerning the transient behavior of the system. All the relevant parameters of the experimental setup are reported in Table I.

The technique is firstly developed and analyzed by simulation models in Matlab/Simulink. Then, the designed regulators, together with the proposed monitoring technique, have been deployed in the digital controller of the prototype, which is based on a Texas Instrument DSP (TMS320F2810) operating at 150 MHz. To this end, the analog-to-digital converter (ADC) of the DSP samples the output voltage and the inductor current once per switching period (i.e., \( f_{sampling} = f_{sw} = 12.5 \text{ kHz} \)), with a resolution of 12 bit. In the DSP code, the MT in Fig. 4 is performed first; then, the converters controllers are implemented to obtain the new value of the duty cycle; finally, the drive signals are generated by means of the PWM modules of the DSP. The measured total execution time of the implemented MT is 14.8 \( \mu \text{s} \), without any specific code optimization.

In order to evaluate the performance of the proposed MT, the stability margin values monitored in the experimental model are compared to those represented by the actual transfer function of the experimental setup, which is acquired by means of the Sweep Frequency Response Analysis (SFRA) tool [30]. The analytical and the actual transfer functions of different control loops have been evaluated and compared. However, herein, due to space constraints, just the transfer functions related to the droop loop of converter \#2 are reported in Fig. 7. Of course, the loop under study is affected by the other converters in the prototype, and this effect is included in the displayed transfer functions. The close matching between the transfer functions found analytically and those of the experimental setup measured by the SFRA tool, proves the correctness of the adopted models.

In the following, the experimental results obtained by applying the stability monitoring tool to three different control loops are reported and discussed. In particular, the MT is applied to the single converter’s inner current and voltage loops and

![Fig. 6. Considered dc microgrid prototype. Each of the droop-controlled buck converters implements the control structure displayed in Fig. 5.](image-url)
to the droop loop of each of the three droop-controlled buck converters. As we are dealing with a multi-converter setup, the supervisory control described in Sec. IV is adopted to activate the monitoring units of different converters sequentially and without overlaps.

The effect of the small-signal perturbation on the output signals is derived analytically in the Appendix. The amplitude of the sinusoidal perturbation is set in such a way that, after injecting the perturbation in any of the loops, the output current and voltage ripples due to perturbation injection are reasonably low in steady-state (in the case herein considered, less than two percent of the rated values), but still larger than the quantization and noise levels.

A. MT applied to the inner current and voltage loops

In this subsection, the MT is applied at point A in Fig. 5 (with the voltage and droop loops open) and at point B (with the droop loop open), to monitor the stability margins of the current and the voltage loops of a single buck converter, respectively.

The results obtained by the simulation models replicating the experimental setup are shown in Table III. The MT results are close to those expected from the analytical models. Detailed simulation results of the MT applied to the current loop are shown in Fig. 8. The resulting perturbation frequency of the two signals \( s_y \) and \( s_x \) is equal to the crossover frequency and the phase difference is equal to the phase margin, as expected from (2) and (4), respectively. The same good matching has been achieved considering the voltage loop (the results are not reported herein due to space constraints).

The experimental results of the monitoring tool applied to the current and voltage loops are shown in Fig. 9 and Fig. 10, respectively. As reported in Table III, on the basis of the transfer functions of the experimental setup found by the SFRA tool, the expected values of the crossover frequency and phase margin for the current loop are 1000 Hz and 58 deg, respectively. The estimates from the MT shown in Fig. 9 are 1014 Hz, for the crossover frequency, and 56 deg, for the phase margin. As for the voltage loop, the expected crossover frequency and phase margin are 460 Hz and 41 deg, respectively; the estimates from the MT correspond to 450 Hz.

Fig. 7. Droop loop transfer function of converter #2 in Fig. 6: analytical versus experimental data. The effect of the other converters on the considered loop is taken into account. All the relevant parameters are reported in Table II and Table I.

Fig. 8. Simulation results of the current loop stability monitoring. Parameters listed in Table I and Table II.

Fig. 9. Experimental results of the current loop stability monitoring. Signals \( s_y \) and \( s_x \) (before and after injecting the small-signal perturbation), crossover frequency \( \tilde{f} \), and phase margin \( \tilde{PM} \). Time scale: 0.5 ms/div.

<table>
<thead>
<tr>
<th>Table III: Expected values of the stability margins, and the MT results</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>current loop of a single converter</strong></td>
</tr>
<tr>
<td>crossover frequency</td>
</tr>
<tr>
<td>---------------------</td>
</tr>
<tr>
<td>Expected from transfer function (analytical model)</td>
</tr>
<tr>
<td>1000 Hz</td>
</tr>
<tr>
<td>Expected from transfer function (SFRA results)</td>
</tr>
<tr>
<td>1000 Hz</td>
</tr>
<tr>
<td>Monitored online (simulation)</td>
</tr>
<tr>
<td>1003 Hz</td>
</tr>
<tr>
<td>Monitored online (experimental)</td>
</tr>
<tr>
<td>1014 Hz</td>
</tr>
<tr>
<td>droop loop of converter #2</td>
</tr>
<tr>
<td>Expected from transfer function (analytical model)</td>
</tr>
<tr>
<td>271 Hz</td>
</tr>
<tr>
<td>Expected from transfer function (SFRA results)</td>
</tr>
<tr>
<td>271 Hz</td>
</tr>
<tr>
<td>Monitored online (simulation)</td>
</tr>
<tr>
<td>272 Hz</td>
</tr>
<tr>
<td>Monitored online (experimental)</td>
</tr>
<tr>
<td>271 Hz</td>
</tr>
</tbody>
</table>
Fig. 10. Experimental results of the voltage loop stability monitoring. Signals $s_y$ and $s_x$, crossover frequency $\tilde{f}$, and phase margin $PM$. Time scale: 1 ms/div.

and 38 deg, as reported in Fig. 10. The obtained results are consistent and show that the MT performs well in steady-state conditions, for both the current and voltage loops. From Fig. 9 and Fig. 10 it is also possible to notice that the amplitudes of the digital signals before and after injecting a small-signal perturbation (i.e., $s_y$, $s_x$) tend to be equal in steady-state, which corresponds to the condition stated in (2).

Fig. 11 shows the ripples in the steady-state waveforms of the input and output voltages and the inductor current in presence of the small-signal perturbations injected for monitoring the current (Fig. 11.a) and voltage (Fig. 11.b) loops. In addition, the duty-cycle fluctuations for the case of current loop is also displayed in Fig. 11.a. It is possible to notice that the ripple stays within a reasonable range. In the case of the current loop, less than 0.5 V and 0.2 A ripple in the output voltage and the inductor current, respectively; in the case of the voltage loop, the measured ripples are slightly larger than the current loop case, but still low enough to not significantly affect the normal operation of the system.

B. MT applied to the droop loop

The application of the MT to converters implementing droop control, as discussed in Sec. V, is investigated in this subsection. To analyze the stability of the droop loop for each of the converters in Fig. 6, the small-signal perturbation is injected at point B of Fig. 5.

During this test, the three droop-controlled buck converters in Fig. 6 operate in parallel. As discussed in Sec. IV, multiple converters can monitor their stability margins either simultaneously or based on a time division multiplexing algorithm defined by the supervisory controller. Fig. 12 shows the simulation results of the MT applied to the droop loop of the three converters shown in Fig. 6, in both simultaneous and non-simultaneous cases. The expected margins for the droop loop of converter #1 are similar to those of converter #2, which are reported in Table III; differently, the analytically expected stability margins for converter #3 are 195 Hz and 102 deg, for the crossover frequency and phase margin, respectively. As can be seen in Fig. 12, the stability margins monitored on-line in the non-simultaneous case are very close to those expected by the analytical models, reported in Table III. However, in the case of simultaneous perturbations at similar frequencies, the precision slightly decreases, due to the effect of the $\tilde{f}_1 - \tilde{f}_2$ component, as explained while referring to (20). Here, $f_{lpf}$ is set to 1 Hz, which leads to reasonable precision, namely, an error of about 1% for the phase margins and 0.4 % for the crossover frequency, as visible in Fig. 12. Another point worth remarking is that the perturbation coming from converter #3 has negligible effect on the monitored values of the other two converters, thanks to the orthogonality property among sinusoidal signals at different frequencies, as discussed in Sec. IV.B.

As for the experimental results, the monitored stability margins of just one converter (i.e., converter #2) are reported. According to Table III and Fig. 7, on the basis of the transfer function measured by SFRA tool for the droop loop of converter #2, the expected crossover frequency and phase margin are 271 Hz and 90 deg, respectively. The values monitored online are 271 Hz and 91 deg, reported in Fig. 13. This close
matching between the estimated and the monitored values proves the effectiveness of the proposed MT applied to the droop control loop. In addition, Fig. 13 shows the ripples in the output voltage and current of the converter that performs the stability monitoring, these ripples measure less than 0.5% of the nominal voltage and 3% of the nominal current. This small effect on the output signals is allowed by choosing the perturbation amplitude \( |s_z| \) according to the appendix. By the reported method, values of \( |s_z| \) can be identified that are small enough to produce negligible perturbations on the system’s operating point but still significantly higher than the noise and the analog-to-digital quantization levels.

As discussed in Sec. III-A, the LPFs used in Fig. 4 have the task to reject the ripple at twice the perturbation frequency. Therefore, their cut-off frequency should be chosen significantly lower than the expected crossover frequency of the loop under investigation. Different attenuation levels, obtained by changing the cut-off frequency or the order of the filter, result in different estimation accuracies. In order to show the effect of different LPF choices on the estimated stability margins, the previous experiment (i.e., droop loop of converter #2) is repeated with three different values of cut-off frequency \( f_{lpf} \). The results are reported in Fig. 14. As can be noticed, the choice of \( f_{lpf} \) does not affect the average values of the obtained estimates, but it affects the superimposed sinusoidal fluctuation at \( 2f \), as highlighted also in (8) and (9). Fig. 14 shows that higher values of \( f_{lpf} \), bring to larger estimation errors—however, the amount of this effect on \( PM \) is different from the effect on \( f \), due to different signal processing paths: \( f \), for example, benefits from the additional filtering action of the integration block \( G_f \), as described in Fig. 4. In a nutshell, \( f_{lpf} \) can be decreased in order to reduce the estimation error, but as addressed in Sec. III-B, it should not be so small to also affect the design of the frequency regulator \( G_f \).

C. Dynamic behavior of the MT

In previous experiments, the stability monitoring unit was tested in steady-state conditions. In order to further assess the applicability of the proposed MT in dc microgrids, the performance of the method under dynamic conditions is evaluated and reported in this subsection. A transient is applied to the considered microgrid prototype by opening the switch \( Sw_1 \) in Fig. 6. The load is initially shared among the three buck converters, but after disconnecting converter #1, the load has to be shared among converters #2 and #3, as shown in Fig. 15. As expected, the droop technique achieves an equal load sharing and bus voltage regulation along the considered test case.

As the transfer functions of the droop loop of converter #2 before and after the transient are different, and the monitored stability margins are expected to show the corresponding changes. After opening the switch \( Sw_1 \) in Fig. 6, based on the SFRA results, the phase margin of the droop loop of converter #2 decreases by about 10 deg, while the crossover frequency remains approximately unchanged (i.e., variations < 3 Hz). This is confirmed by the experimental results displayed in Fig. 16, which reports the experimental results of the MT...
applied to the droop loop of converter #2, under the considered transient.

Finally, Fig. 16 also highlights the response time of the MT, which is less than 5 ms, if measured from 10% to 90% of the total variation.

**VII. CONCLUSION**

An on-line stability monitoring technique for power converters operating in dc microgrids is presented in this paper. The technique is inspired by the Middlebrook’s injection method, and allows to estimate and monitor the stability margins of any control loop under consideration (e.g., current, voltage, or droop control loops). The proposed monitoring technique is described in details, also discussing the possible design choices and trade-offs. Since the paper targets the application of the method in a multiple-converter environment, which is not specifically addressed in the current literature, the presence of multiple perturbations coming from the monitoring units of several converters is also investigated. In particular a time division multiplexing is considered for the general scenarios, and a small modification is applied in the MT for some particular cases where there is a strict need for simultaneous monitoring of some converters. An experimental setup composed of three buck converters, a constant power load, and a resistive load is implemented to emulate a dc microgrid. The current, the voltage and the droop loops are tested, reporting a close match between the obtained experimental results from the monitoring unit and the values expected from the measured transfer functions. The accuracy obtained in the estimates of the stability margins, in both steady-state and transient conditions, validates the effectiveness of the proposed approach. The reported results also show that the bus voltage and the inductor current are not significantly affected by the small-signal perturbations injected for stability monitoring purposes if the provisions discussed in the paper are applied. In conclusion, the proposed scheme is fast, accurate, and simple, and represents a promising candidate for adaptive control and auto-tuning of power converters within dc microgrids.

**APPENDIX**

As mentioned in Sec. III, the choice of the small-signal perturbation amplitude $|s_2|$ does not affect the design of the frequency loop in Fig. 4. However, in order to maintain the effectiveness of the method $|s_2|$ should be chosen appropriately. In particular, the following aspects should be considered:

- **Effect of the small-signal perturbation on the output signals.** To evaluate this issue, we look at the effect of the perturbation on the bus voltage and the inductor current, because these signals are relevant to the loops considered
in this paper. Of course, in the case of having a power loop, the similar consideration can be made for the output power signal. Let us denote the effect of $s_z$ on the bus voltage as $s_{zv}$ and its effect on the inductor current as $s_{zi}$. Then, in the Laplace domain:

$$s_{zv}(s) = G_{zv}(s)s_z(s), \quad s_{zi}(s) = G_{zi}(s)s_z(s)$$  \hspace{1cm} (A.1)

where $G_{zv}(s)$ is the transfer function from the perturbation signal to the bus voltage and $G_{zi}(s)$ is the transfer function from the perturbation signal to the inductor current. Then:

$$G_{zv}(s) = \frac{v_{nu}(s)}{s_z(s)} = \frac{G_{zv}(s)}{1 + T(s)}$$ \hspace{1cm} (A.2)

where $T(s)$ is the open loop transfer function of the considered loop and $G_{zv}(s)$ is the transfer function from the perturbation point to the bus voltage, which can be analytically derived. The same process can be used to find $G_{zi}(s)$, too.

For any system under study, $|s_z|$ must be large enough to obtain:

$$|G_{zv}(f)|, |s_z| \gg s_{nu}, \quad |G_{zi}(f)|, |s_z| \gg s_{ni}$$ \hspace{1cm} (A.3)

where $s_{nu}$ and $s_{ni}$ are the noise levels on the bus voltage and on the inductor current, respectively. In this way, the minimum value of the perturbation amplitude is determined. For what concerns the maximum value, $|s_z|$ should be small enough to be considered as a small-signal value, so that the perturbation signal does not deteriorate the output signals.

Effect of the small-signal perturbation on the dynamics of the frequency loop. The steady-state result of the frequency estimator does not depend on $|s_z|$, but its dynamics does [as shown in (14), (15), (16)].
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