Multiscale modeling of reaction rates: application to archetypal $S_N2$ nucleophilic substitutions†
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We propose an approach to the evaluation of kinetic rates of elementary chemical reactions within Kramers’ theory based on the definition of the reaction coordinate as a linear combination of natural, pseudo Z-matrix, internal coordinates of the system. The element of novelty is the possibility to evaluate the friction along the reaction coordinate, within a hydrodynamic framework developed recently [Campeggio, J. et al. J. Comput. Chem. 2019, 40, 679-705]. This, in turn, allows to keep into account barrier recrossing, i.e. the transmission coefficient that is employed in correcting transition state theory evaluations. To test the capabilities and the flaws of the approach we use as case studies two archetypal $S_N2$ reactions. First, we apply the approach to the standard substitution of chloride ion to bromomethane. The rate constant at 295.15 K is evaluated to $k/c^0 = 2.7 \cdot 10^{-6} \text{ s}^{-1}$ (with $c^0 = 1 \text{ M}$), which compares well to the experimental value of $3.3 \cdot 10^{-6} \text{ s}^{-1}$ [R. H. Bathgate, and E. A. Melwyn-Hughes, J. Chem. Soc 1959, 2642-2648]. Then, the method is applied to the $S_N2$ reaction of methylthiolate to dimethyl disulfide in water. In biology, such an interconversion of thiols and disulfides is an important metabolic topic still not entirely rationalized. The predicted rate constant is $k/c^0 = 7.7 \cdot 10^{-3} \text{ s}^{-1}$. No experimental data is available for such a reaction, but it is in accord with the fact that the alkyl thiolates to dialkyl disulfides substitutions in water have been found to be fast reactions [S. M. Bachrach, J. M. Hayes, T. Dao and J. L. Mynar, Theor. Chem. Acc. 2002, 107, 266-271].

1 Introduction

The evaluation of rates of elementary chemical reactions is part of a wide class of problems in theoretical/computational chemistry, i.e. the description of activated processes, such as conformation changes in polymers,1 or folding/unfolding and large amplitude motions in proteins.2 Activated processes are characterized by two or more relative minima separated by free energy barriers, $\Delta G^1$, large with respect to the thermal energy, i.e. $\Delta G^1 >> k_B T$ (here $k_B$ is the Boltzmann constant, $T$ the absolute temperature). In such conditions, the passage from one minimum to another one is a rare event. Seen from the perspective of an all-atom molecular dynamics (MD) simulation, activated processes, which are characterized by time scales that can range from few tens of nanoseconds up, occur rarely considering the lengths of the MD trajectories that are nowadays affordable for complex systems.

The computational challenge is to link the atomistic description with the kinetics of such rare events. The straightforward estimate of a reaction rate would require the computation of the mean first passage time (the inverse of which is the reaction rate) across the barrier dividing the reactants state from the products state by means of an MD trajectory long enough to ensure statistical accuracy. However, such a direct route can not often be pursued due to two main issues. Firstly, rare events require the computation of many $\mu$s-long trajectories, carried out with short (of the order of a few femtoseconds) integration time step (notice that the crossing of high free energy barriers is subject also to a numerical problem: due to the finite representation of numbers in a computer, there is a numerical limit to the maximum momentum that a coordinate can acquire, which may prevent the barrier crossing). The second, straightforward, issue, specific to chemical reactions, is that quantum mechanics (QM) must be employed, at least to treat the reacting sub-system. The necessity of accurate QM treatments makes the production of long MD trajectories even more demanding. Still, multiscale approaches are an obvious useful modeling strategy to deal with reaction rates.3 The basic philosophy of a multiscale method is to
divide the problem into different parts treated at different levels of accuracy: hybrid quantum mechanics / molecular mechanics (QM/MM), MD simulations can be employed to couple the reactive part to its environment, and in each of these sub-systems degrees of freedom can be partitioned into relevant and less relevant coordinates. The well-known challenge of multiscale approaches is to make the computational protocol self-consistent and capable to estimate the wanted observable without resorting to any fitting procedure to free parameters.

In particular, several multiscale approaches have been presented for the study of flexible molecules in the literature. In this work, we propose a multiscale computational protocol for evaluating the kinetic rate of an elementary chemical reaction, based on the well-established Kramers’ description of reactive rare events and coupled with an accurate estimate of the generalized friction tensor of flexible molecules. A number of simple methods have been developed in the last hundred years to estimate the exponential pre-factor of the Arrhenius equation, trying to model equilibrium, non equilibrium, and even quantum systems. Transition state theory (TST), originally developed by Eyring is still the most widely spread and used model, at least among chemists. It is based on the debated concept of “reaction coordinate” as the collective coordinate that distinguishes the reactants state from the products state and passes through the transition state. TST usage, especially in computational tool, DiTe2, is widespread because of its simplicity, even if it underestimates (in its original formulation, neglects) any recrossing of the transition state barrier. Thus, TST rates always overestimate the real rates. Many methods have been developed, based on the introduction of a correction factor \( \kappa \leq 1 \), of the pre-exponential factor, to take into account the fact that the reaction coordinate is coupled to the other coordinates of the system, which are ultimately responsible for recrossing.

Kramers theory is the second pillar in the history of reaction rates estimate in condensed phases. In Kramers view, the reaction coordinate is explicitly coupled to a thermal bath, as a generator of fluctuation-dissipation on the coordinate itself. The theory describes naturally recrossing of the transition state barrier, thus providing more accurate estimates of the pre-exponential factor. Improvements of the theory have been proposed, including potential of mean force effects. Kramers theory can be straightforwardly applied also to other rare events processes. For example, it has been satisfactorily employed in interpreting loop formation of semiflexible polymers. More recent approaches, which make also use of short MD simulations compared to the long time dynamics of the rare event, have been developed. We mention here the forward flux sampling (FFS). The approach is based on building a series of hyperplanes between the initial and final states. Then, MD trajectories are computed to estimate the probability of crossing from one hyperplane to the adjacent one. Finally, the total net flux is built from the collected probabilities. The method has been adapted to treat flat energy barriers, and solvent restructuring. The concepts of reaction coordinate and transition state are so intuitive and rooted into the chemist’s view, that they are rarely abandoned even when they are ill-defined. A method that can be considered completely free of the TST-type details in describing the rare event of a chemical reaction is the invariant manifolds approach, which is based on a stochastic (Langevin) description of the relevant dynamics in the phase-space of the reactive system. The method allows one to distinguish among reactive and non-reactive trajectories and then access the flux from reactants to products. Finally, we shall mention the transition path theory as a general purpose method to study rare events. It is based on the analysis of the ensemble of transition paths, which are the "reactive" trajectories, to identify transition mechanisms and compute transition rates.

It is worthy to note that a common denominator among all of the above mentioned methods is the stochastic description of the relevant dynamics with respect to the rare event. In such a description, one important ingredient to be evaluated is the friction along the reaction coordinate, or more in general, the friction tensor along the selected degrees of freedom. Depending on how the reaction coordinates are selected, such stochastic variables may be or not Markovian. In the literature, some authors employ a generalized Langevin equation with the elements of the friction tensor computed from MD simulations as correlation functions of forces. Several authors use a hydrodynamic interpretation of the friction tensor and obtain such a quantity from a Cartesian coordinates description of the relevant coordinates. However, for a chemist it is more natural to reason in terms of internal degrees of freedom (bonds, bond angles, and torsion angles). For this purpose, we have recently developed a software tool, DiTe2, for the calculation of the diffusion tensor of flexible molecules. As discussed in the next Section, DiTe2 allows to compute diffusive properties along collective coordinates defined as linear combinations of Z-Matrix-like internal coordinates. This makes easy to evaluate the friction tensor along a generalized reaction coordinate in internal coordinates and allows to establish an agile protocol to calculate reaction rates based on a general reaction coordinate.

The purpose of this paper is to present the protocol through two case-studies, namely the evaluation of the reaction rate of the nucleophilic substitution of chloride anion to bromomethane and the nucleophilic substitution of methylthiolate to dimethyl disulfide:

\[
\text{Cl}^- + \text{CH}_3\text{Br} \rightarrow \text{CH}_3\text{Cl} + \text{Br}^- \quad (I)
\]

\[
\text{CH}_3\text{S}^- + \text{CH}_3\text{SSCH}_3 \rightarrow \text{CH}_3\text{SSCH}_3 + \text{CH}_3\text{S}^- \quad (II)
\]

The former process is an archetypal S_n,2 process reported as example in all organic chemistry textbooks. The latter elementary reaction is of paramount importance in biological systems, in which disulfide bond formation and disruption are essential processes, accompanied by thiol-disulfide exchange pathways in the complex cellular metabolism. The rate and equilibrium constants have been determined for several biochemical reactions, for example for thiol-disulfide exchange reactions involving the oxidized glutathione, for the reduction of disulfide bond in oxytocin and arginine-vasopressin by thiol disulfide interchange with glutathione and cysteine, and the formation of disulfide bonds.
by thiol disulfide interchange with oxidized glutathione and cystine,\textsuperscript{27} for thiol disulfide exchange in glutaredoxins.\textsuperscript{28} The kinetics and thermodynamics of thiol disulfide redox regulation have been critically analyzed by Jensen and co-workers.\textsuperscript{29} In addition, the nucleophilic attack of methylthiolate to dimethyl disulfide is an elementary step useful to model the reduction phase of the sulfur mutant of glutathione peroxidase (S-GPx)\textsuperscript{30,31} and its mimics.\textsuperscript{32–34} More in general, nucleophilic substitutions are archetypal elementary reactions of paramount importance in chemistry. On the basis of the molecularity, i.e. 1 and 2, \(S_n\)1 and \(S_n\)2 can be distinguished, which represent the two extreme situations in a broad spectrum of cases where, besides the chemical nature of the reactants, the environment controls the mechanism. Numerous computational studies have appeared in the last decade on model systems for nucleophilic substitutions at carbon,\textsuperscript{35} silicon,\textsuperscript{36,37} and phosphorus\textsuperscript{38,39} centers, in which the interplay among the nature of the nucleophile, of the substrate, of the leaving group as well as the solvent has been elucidated. More recently, a systematic theoretical work on nucleophilic substitutions involving methylchalcogenolate as nucleophile and a dimethyldichalcogenide as substrate has been published,\textsuperscript{40} integrating the pioneering works by Bachrach and co-workers which was mainly focused on sulfides and selenides.\textsuperscript{41,42} When considering a thiolate as nucleophile attacking a disulfide substrate, the \(S_n\)2 mechanism is observed in condensed phase and a symmetric energy profile is calculated using QM methods.\textsuperscript{43} Recently, the whole mechanism of \(H_2O_2\) reduction mediated by GPx has been recon- structed to a sequence of nucleophilic substitutions involving cal- chogenolates and dichalcogenides,\textsuperscript{44} similarly to the mechanistic explanation of the oxidation of organoselenides in the initiation of green catalytic processes of paramount importance in organic chemistry.\textsuperscript{45–48}

The activation barrier for the case-study reaction (see below) is about 16 in \(k_BT\) units at room temperature. Because of such a large barrier, considering the high friction regime and slow dynamics of the reaction coordinate with respect to solvent (water) dynamics, Kramers theory is appropriate to describe the long time dynamics of the reacting system. The two quantities, required to define the Fokker-Planck equation\textsuperscript{49} describing the stochastic dynamics of the reaction coordinate, are the free energy and the friction coefficient. Therefore, the computational protocol proposed, described in Section 2, is based on i) constructing the reaction path from the reactants to the products via the intrinsic reaction coordinate (IRC) method,\textsuperscript{50} ii) building the reaction coordinate from the computed path, and iii) computing the friction along the reaction coordinate with a hydrodynamics approach. The reaction coordinate is written as a linear combination of those pseudo Z-matrix internal coordinates of the system identified as the relevant ones to describe the reaction mechanism. The coefficients of the combination are obtained following the methodology developed by Parrinello et al.\textsuperscript{47} based on short, O(10\(^3\)) ns, molecular dynamics simulations. Results are commented in Section 3, while a brief discussion is presented in Section 4.

## 2 Theory and Modeling

### 2.1 1D Kramers theory for a generalized reaction coordinate

We assume that a single reaction coordinate exists, and that it can be written as a linear combination of internal, pseudo Z-matrix, coordinates. A Fokker-Planck equation describing the time evolution along the coordinate is postulated on a phenomenological basis. A more rigorous approach would be to employ projection techniques to average “irrelevant” degrees of freedom, but is beyond the scope of this paper. Here we mention only that starting from a complete Hamiltonian in internal coordinates such procedures can be employed profitably.\textsuperscript{50,51}

The Fokker-Planck equation\textsuperscript{49} for a particle of mass \(\mu\) moving along a coordinate \(s\), with velocity \(\dot{s}\) is

\[
\frac{\partial}{\partial t} P(s, \dot{s}, t) = - \dot{s} \frac{\partial}{\partial s} P(s, \dot{s}, t) + \frac{\mu}{2} \frac{\partial^2}{\partial \dot{s}^2} P(s, \dot{s}, t) \tag{1}
\]

with

\[
\dot{\Gamma} = \dot{s} \frac{\partial}{\partial s} U(s) - \frac{1}{\mu} \frac{\partial}{\partial \dot{s}} U(s) - k_B T \frac{\xi}{\mu^2} \frac{\partial}{\partial \dot{s}} P_{eq}(s, \dot{s}) \frac{\partial}{\partial \dot{s}} P_{eq}^{-1}(s, \dot{s}) \tag{2}
\]

where \(U(s)\) is the potential of mean force acting on \(s\), \(k_B\) is the Boltzmann constant, \(T\) the absolute temperature, \(\xi\) the friction opposing to a change in \(s\), and \(P_{eq}(s, \dot{s})\) the Maxwell-Boltzmann equilibrium probability density.

Following standard vibrational analysis,\textsuperscript{52} by ro-to- translating the coordinates of the system in such a way the Eckart conditions are satisfied with respect to a reference structure, the reduced mass \((\mu)\) along the single reaction coordinate \((s)\) can be calculated as

\[
\mu^{-1} = \sum_{i=1}^{3N} \frac{1}{m_i} \left( \frac{\partial s}{\partial x_i} \right)^2 \tag{3}
\]

where \(x_i\) is one of the Cartesian coordinates of one of the atoms in the system, and \(m_i\) is the inertia (mass) associated to that coordinate. The equilibrium probability density reads

\[
P_{eq}(s, \dot{s}) = \exp \left\{ - \frac{\hbar}{k_B T} \left[ U(s) + T(s, \dot{s}) \right] \right\} \tag{4}
\]

with \(\langle \rangle = \int ds \int d\dot{s} \ldots\), and the kinetic energy

\[
T(s, \dot{s}) = \frac{1}{2} \mu(s) \dot{s}^2 \tag{5}
\]

We summarize the approximations introduced up to this point: i) only one reaction coordinate is postulated; ii) the reaction coordinate is approximately decoupled from all of the other external and internal degrees of freedom, in particular from the overall rotational motion in the Hamiltonian, as well as hydro-dynamically (as discussed in the Appendix); iii) the friction coefficient is assumed not to depend upon the reaction coordinate.

It is convenient to introduce the scaled quantities \(x = s, v = \dot{s} / \sqrt{\mu/k_BT}\), \(u(x) = U(s)/k_BT\). The Fokker-Planck operator is thus converted into

\[
\dot{\Gamma} = \omega_s \left( v \frac{\partial}{\partial x} - \frac{du}{dx} \frac{\partial}{\partial v} \right) - \omega_v \frac{\partial}{\partial v} P_{eq}(x, v) \frac{\partial}{\partial v} P_{eq}^{-1}(x, v) \tag{6}
\]
where the streaming frequency \( \omega_s = \sqrt{k_B T/\mu} \), and the collision frequency \( \omega_c = \xi/\mu \) have been introduced.

The Fokker-Planck equation is now written in the common form of a massless particle along a single coordinate. Following Kramers’ analysis,\(^7\) assuming that the potential can be written as

\[
u_i = u_{0,i} \pm \frac{1}{2} \frac{\omega_s^2}{\omega_c^2} (x - x_i)^2 \tag{7}
\]

where \( i = A, TS \), i.e. the point along the reaction coordinate corresponding to the reactants (A) or to the transition state (TS), \( u_{0,i} \) is the energy shift at point \( i \), \( \omega_i = \sqrt{K_i \omega_s} \), and \( K_i \) the Hessian of \( u \) at point \( i \), under the local harmonic approximation. The high barrier/high friction limit gives

\[
k \approx \frac{\omega_s \omega_{TS}}{2 \pi \omega_c} \exp \left( -\frac{E_u}{k_B T} \right) \tag{8}
\]

where \( E_u/k_B T = u_{0,TS} - u_{0,A} \) is the difference between the energy of the transition state and the energy of the reactants, i.e. the activation energy.

2.2 QM calculation of the reaction path

The Amsterdam Density Functional software was used in all the calculations based on density functional theory (DFT).\(^51-54\) The scalar zeroth order regular approximation (ZORA) was employed to account for relativistic effects.\(^55\) The OLYP\(^56-59\) density functional was used, in combination with a basis set of large uncontracted Slater-type orbitals (STOs) of triple-\( \zeta \) quality, augmented with two sets of polarization functions on each atom (TZ2P): 2p and 3d in the case of H, 3d and 4f in the case of C and S. To accurately represent the Coulomb and exchange potentials an auxiliary set of s, p, d, f and g STOs was employed in each SCF cycle. The frozen-core approximation was employed: up to 1s for C, S and Cl and up to 3p for Br. This level of theory has been recently benchmarked and applied with success to study the reactivity of organic halides and dichalcogenides.\(^35,60,61\) Solvent effects (water) have been simulated using the conductor-like screening model (COSMO).\(^62\) as implemented in the ADF program. We have used a solvent-excluding surface with an effective radius for water of 1.93 Å, derived from the macroscopic density, molecular mass, and a relative dielectric constant of 78.39. The empirical parameter in the scaling function in the COSMO equation was chosen equal to 0.0. The radii of the atoms were taken to be MM3 radii,\(^63\) divided by 1.2, giving 1.350 Å for H, 1.700 Å for C, 1.725 Å for Cl, 1.850 Å for Br and 1.792 Å for S. The level of theory is therefore denoted COSMO-OLYP/TZ2P. The transition state for both nucleophilic substitutions was fully optimized at the COSMO-OLYP/TZ2P level of theory and verified through vibrational frequencies calculation. The only imaginary frequency present, associated with the normal mode corresponding to the correct motion, was then followed along a steepest-descent path to arrive at the reactants and products through an IRC calculation.

2.3 Reaction coordinate

The reaction coordinate is here defined as a linear combination of internal, pseudo Z-Matrix, coordinates. A heuristic selection of the important descriptors is here pursued, based on the inspection on how the internal coordinates change along the IRC. A similar approach has been followed in a recent paper in the QM/MM investigation of the aminocacylation reaction mechanism of *Thermus thermophilus* glutamyl-tRNA synthetase (GluRS) and its interactions with its cognate tRNA (tRNA\(_{\text{Glu}}\)).\(^64\) There the authors tested 4 different possible choices of the relevant internal degrees of freedom, and used comparison with the experimental reaction rate to decide the set of internal coordinates that most likely describes the mechanism of the aminocacylation reaction. The choice of the important internal coordinates for the two reactions studied in this work is discussed in detail in the Results Section. The protocol that has been followed was to collect the selected internal degrees of freedom into an array; \( q_i(R) \), where \( R \) are the Cartesian coordinates of all of the atoms. We shall stress that internal coordinates are built considering all of the atoms of the species involved in the reaction. Thus, distances and angles may be defined as functions of the coordinates of atoms belonging to different molecules. Then, following the approach proposed by Parrinello et al.,\(^47\) the reaction coordinate, \( s \), can be built as

\[
s = (q_A - q_B)^T \left( \sigma_A^{-1} + \sigma_B^{-1} \right) q \tag{9}
\]

where the subscripts A and B indicate, respectively, the reactant and the product states. The array \( q_i \) (\( i = A, B \)) collects the average values of the internal coordinates around the state \( i \), while \( \sigma_i \) is the covariance matrix describing the fluctuations (as standard deviations) around \( q_i \), and is defined as

\[
\sigma_i = \langle q_i - \langle q_i \rangle \rangle \otimes \langle q_i - \langle q_i \rangle \rangle \tag{10}
\]

Following Parrinello’s method,\(^47\) \( q_i \) and \( \sigma_i \) can be accessed by MD trajectories which are short with respect to the time scale of the reaction.

2.4 Molecular dynamics simulations

MD simulations targeted at parametrizing Equation 9 have been calculated with NAMD 2.12,\(^65\) using the CHARMM\(^66\) par_all36_prot parameters for the solutes, and TIP3P water. For reaction I, two short MD simulations were carried out in the reactants and products states in order to compute, respectively, \( \sigma_A^{-1} \) and \( \sigma_B^{-1} \). Simulations have been carried out in the canonic (\( NVT \)) ensemble with \( T = 295.15 \) K. A cubic simulation box of side length of 20 Å with periodic boundary conditions was employed. A total of 267 water molecules were added to reproduce water density at 295.15 K, while 1 sodium ion was added to neutralize the total charge.

For reaction II, instead, due to the symmetry of the problem (i.e., the reactants and the products are the same chemical species) it was sufficient to produce only one single trajectory. Then, in Equation 9 it was set \( \sigma_A^{-1} = \sigma_B^{-1} \). The simulation has been carried out in the canonic (\( NVT \)) ensemble with \( T = 298.15 \) K. A cubic simulation box of side length of 20 Å with periodic boundary con-
conditions was employed. A total of 260 water molecules were added to reproduce water density at 298.15 K, while 1 sodium ion was added to neutralize the total charge. Common simulation parameters were: temperature coupling to thermostat the system, pair list distance of 11.5 Å, non-bonded interaction cutoff of 11 Å with smoothing switch at 10.5 Å, and PME electrostatics. Since all bonds with hydrogen atoms were kept rigid, an integration time step of 2 fs was used. The simulation protocol consisted in energy minimization, followed by heating to the target temperature with a ramp increasing temperature by 2 K each 300 MD steps. Then, system equilibration was carried out for 100 ps. Finally, 1 ns of production MD has been computed.

In all of the simulations, the two chemical species were confined to fluctuate around the reactants or products states introducing harmonic constraints. For reaction I, the Cl–C distance in the reactants state was enforced at 4.4 Å with a harmonic force constant of 920.5 kJ mol$^{-1}$ Å$^{-2}$. Analogously, the C–Br$^-$ distance in the products state was imposed to be 4.4 Å by means of a harmonic force constant of 669.4 kJ mol$^{-1}$ Å$^{-2}$. For reaction II, a single harmonic term between the S atom of methylthiolate and the target S atom of dimethyl disulfide was added to the force field to constrain their distance at 4.53 Å, using a force constant of 723.8 kJ mol$^{-1}$ Å$^{-2}$. The force constants were set equal to those of the C-Cl, C-Br, or S-S bonds, while the distances correspond to those in the reactants or products states as in the IRC paths.

2.5 Generalized friction tensor

The evaluation of the dissipative properties was based on a hydrodynamic approach. The system, immersed in a homogeneous isotropic fluid of known viscosity, is described as a set of rigid fragments (made of atoms or groups of atoms) connected via different types of joints allowing for stretching, bending and torsional motions. Internal coordinates can be defined as linear combinations of such Z-Matrix like degrees of freedom, and the friction tensor elements along these generalized coordinates can be evaluated. In our case, the generalized friction tensor $\xi$ is represented by a 7 × 7 matrix that can be conveniently partitioned into translation (TT), rotation (RR), internal (ss), and mixed (TR, Ts, Rs) blocks, with s indicating specifically that in this application, the “internal” motion is the reaction coordinate

$$\xi = \begin{bmatrix}
\xi_{TT} & \xi_{TR} & \xi_{Ts} \\
\xi_{RT} & \xi_{RR} & \xi_{Rs} \\
\xi_{St} & \xi_{Rs} & \xi_{ss}
\end{bmatrix} \quad (11)$$

The DiTe2 software recently developed in our laboratory allows to compute the friction along generalized internal coordinates defined as linear combinations of internal coordinates, $q$, i.e. $s = \sum_j c_j q_j$, where the coefficients of the combination are those provided by Equation 9. In the calculation of the generalized friction tensor, the derivatives $\partial R / \partial s$ are required. Using the map between Cartesian and Z-Matrix coordinates (see ref. 24 for details), it is found that

$$\frac{\partial R}{\partial s} = \sum_j c_j \frac{\partial q_j}{\partial s} \frac{\partial R}{\partial q_j} \quad (12)$$

where the partial derivatives $\partial R / \partial q_j$ are computed analytically in DiTe2, while the partial derivatives $\partial q_j / \partial s$ can be obtained numerically from the $q_j(s)$ plots once the reaction coordinate has been built from the IRC reaction path.

In the Appendix it is shown as a weak hydrodynamic coupling is observed between the rigid-body like motions of the system and $s$. This justifies the employment of the 1D Fokker-Planck operator in Equation 2, where just the internal friction coefficient enters in the expression. Thus, in the following, we shall consider only $\xi = \xi_{ss}$, dropping the subscript to simplify the notation.

3 Results

3.1 Chloride ion to bromomethane substitution

Reaction I has been taken into consideration in this work since, on one hand, experimental data is available. On the second hand, the low dimensionality of the problem allows to easily understand capabilities and flaws of the computational protocol here.
proposed to predict rate constants. As a first step, the reaction coordinate has to be built. In this case, the choice of the set of internal coordinates that constitute the relevant subspace in the substitution reaction is straightforward. In particular, we used the two Cl-C (d_{C1-C}) and C-Br (d_{C-Br}) distances (shown in Figure 1a) along the straight line containing the 3 heavy atoms of the system. Figure 1b shows how the selected internal coordinates change along the IRC. Initially the Cl ion approaches the carbon atom, with d_{C-Br} remaining constant. Around the transition state, a concerted movement of the two alogens in observed. Finally, the d_{C1-C} distance is fixed to its equilibrium value while the Br ion leaves the just formed chloromethane.

Usually, the intuitive difference \( s_I = (d_{C-Br} - d_{C1-C}) \) is used as reaction coordinate. Following the method described by Parrinello,\(^{45}\) we obtained

\[
s = 3575.8 \, \text{Å}^{-1} \times (d_{C1-C} - 0.74 \, d_{C-Br}) \tag{13}
\]

with the distances expressed in Å.

The resulting definition is coherent with the intuitive construction of the reaction coordinate, with a small asymmetry in the factors multiplying the two alogen-carbon distances that takes into account for the different local librations. The factor 3575.8 is merely a scaling constant that is canceled out at the end in the computation of the rate constant, since the same scaling enters also in the friction tensor (or in the reduced mass, if TST evaluation is to be carried out). Figure 1c plots \( s_I \) v.s. \( s \) to compare the intuitive reaction coordinate with the one obtained with Parrinello’s analysis (Equation 13). A nearly linear relation is observed, confirming that the choices done to parametrize the constraints in the MD simulations allow us to obtain a reliable physical picture.

Figure 2a shows the configurations of the system along the IRC in the \((d_{C1-C}, d_{C-Br})\) subspace. The colormap applied to the circles maps between the IRC configuration and the “position” of the system along the reaction coordinate. Circles in yellow are those configurations close to the reactants state, light green around the transition state, while dark green indicates configurations around the products state. The transition state is located at a point where \( d_{C1-C} = 2.357 \, \text{Å} \) and \( d_{C-Br} = 2.495 \, \text{Å} \). The system energy along the reaction coordinate, \( \Delta u(s) = u(s) - u_{0, A} \), is shown in Figure 2b. Transition state is observed at \( s = 1829 \), and as expected, the final energy of the products (\( s = 10482 \)) is lower than that of the reactants (\( s = -5300 \)). The energy profile reported is the one calculated employing the COSMO model for the solvent effects. As previously reported\(^{67}\) the contribution of hydration of the halogen ions is underestimated and the use of the experimental value\(^{68}\) resulted a good approximation. Thus, also in this context, an empirical correction to the free energy of chloride ion employing experimentally determined hydration Gibbs free energy contributions was applied.\(^{68}\) The computed activation energy for reaction I resulted 95.81 kJ/mol. We assume as further approximation that the curvatures are not affected importantly by such a correction. For the evaluation of the rate constant, the friction coefficient has been evaluated at the transition state (\( s = 1829 \)), since in deriving Equation 8, \( \xi \) is introduced with the flux of the system through the energy barrier. Using the hydrodynamic approach briefly described in Section 2.5, using an effective radius of the beads (heavy, non-H, atoms) of 2 Å, temperature 295.15 K, water viscosity 0.953 cP, and sticky boundary conditions. Hydrodynamic interactions among the beads have been computed with the Rotne-Prager model.\(^{69}\) We estimated \( \xi = 5.44 \cdot 10^{-39} \, \text{N m s} \). The friction tensor is here nothing more than a translational friction of the concerted motion of the two halogen atoms. Converting the friction into a translational diffusion coefficient, one obtains \( 5.85 \cdot 10^{-10} \, \text{m}^2/\text{s} \), which is comparable to experimental translational diffusion coefficients of ions in water, which are in the range \( 10^{-10} - 10^{-9} \, \text{m}^2/\text{s} \). From such a good comparison, we considered acceptable the hydrodynamic interpretation of the friction coefficient. Finally, putting all together, the estimated rate constant is \( k/e^{\circ} = 2.7 \cdot 10^{-6} \, \text{s}^{-1} \), with \( e^{\circ} = 1 \, \text{M} \). The computed value compares very well with the experimental value at 295.15 K of \( k_{exp}/e^{\circ} = 3.3 \cdot 10^{-6} \, \text{s}^{-1} \).\(^{71}\)
A comment is to be done here. The activation energy obtained from QM calculations is 7 kJ/mol smaller than the value which is accepted as the reference “experimental” value, which is within the accuracy of DFT methods. With the quotes we want to underline that the real experimental measurement is the rate constant. The activation energy is recovered once an interpretative model for $k$ is employed. The usual value of 102.93 kJ/mol is obtained by considering the pre-exponential factor as temperature independent. In Kramers’ theory, however, it depends on temperature mainly because of the friction coefficient at the denominator. Thus, it is expected that the two interpretations give origin to different partitionings into pre-exponential and exponential terms, with consequently different definitions of the activation energy. Once the computational protocol is consistent with the model, the final comparison to be done is on the value of the rate constant.

3.2 Methylthiolate anion to dimethyl disulfide substitution

In reaction II, four internal degrees of freedom were identified, namely the distances $d_1$ and $d_2$ between, respectively, atoms S'-S1 and S1-S2 (for the labels, see Figure 3a), and the two dihedral angles $\phi_1$ and $\phi_2$ defined, respectively, by atoms C'-S'-S1-C1 and C1-S1-S2-C2. The two S-S distances describe the concerted entrance/exit of a methyl thiolate group, while the two dihedral angles provide the molecular rearrangement necessary to form the final products. Figures 3b,c depict the variation of the selected pseudo-Z-Matrix coordinates of the two reactions along the computed IRC.

As highlighted above, for reaction II the map in Equation 9 is parametrized with the simplification $\sigma_1^{iI} = \sigma_1^{II}$, since reactants and products are the same chemical species. The arrays $q_A$ and $q_B$ are built using the two IRC points that are considered the initial and final states. Figures 4a,b show the projections of the IRC configurations on the $d_1 - d_2$ and $\psi_1 - \psi_2$ subspaces. The color provides a visual map between each IRC configuration and its “position” along $s$. Dots in yellow are configurations close to the reactants state (A), the dark green dots are configurations in the products state (B), while light green dots are those around the transition state (TS), for which $s \sim -1025$. Figure 4a shows a very neat and simple transition in the subspace of the distances, with $d_1$ changing in a concerted way with $d_2$, and the TS located at the center of the path between the two extreme points. The torsion angles, in Figure 4b, instead, show a much more complex behavior. Starting from A, $\psi_2$ (the disulfide reagent torsion angle) increases while approaching the TS. The other torsion angle, instead, changes while the thiolate S' atom gets closer to S1. The complex behavior in the A and B states may be due to the fact that when the reactants (or the products) are further away, the relative orientation of the molecules (which affects the pseudotorsion angle) is not driven by any important potential energy interaction. In fact, the angles fluctuations found in the $\sigma$ variance-covariance matrix are two orders of magnitude larger than those for the distances.

Figure 4c shows the system internal energy along the reaction coordinate, $\Delta u(s) = u(s) - u_A$. As expected, the energy profile is approximately symmetric, with a small asymmetry that may arise from the fact that for simplicity we used $q_A$ and $q_B$ taken directly from the IRC and not as averages from the MD trajectory. The energy profile shows a large activation energy $E_{\text{a}}/k_B T = 16.1$. The high friction limit can be invoked, so that Equation 8 can be safely employed.

The friction tensor has been computed on the transition state configuration, with the following parameters: effective radius of the beads (heavy, non-H, atoms) of 2 Å, temperature 298.15 K, water viscosity 0.894 cP, and stick boundary conditions. Hydrodynamic interactions among the beads have been computed with the Rotne-Prager model. The validity of high friction regime approximation is ensured by checking that $\omega_{\text{TS}}/2 >> \omega_{\text{TS}}$. To such a purpose, the reduced mass has been computed using the approximate expression given in Equation 3 (we recall that coupling with rotational motion is neglected in the formulation of the kinetic energy). Derivatives of $s$ with respect to Cartesian coordinates of the atoms have been computed analytically using an automatic differentiation algorithm. In the computation, methyl groups have been considered as unique mass points. The com-

---

Fig. 3 (a) Balls and sticks representation of the chemical species involved in the reaction (hydrogen atoms are omitted). The relevant reaction internal degrees of freedom are shown. (b) Variation of the two distances $d_1$ (S'-S1, red dashed line) and $d_2$ (S1-S2, black solid line) along the IRC. (c) Variation of the torsion angles $\psi_1$ (C'-S'-S1-C1, red dashed line) and $\psi_2$ (C1-S1-S2-C2, black solid line) along the IRC.
computed reduced mass, which in this case has the units of an inertia tensor since $s$ is adimensional, is practically independent from the value of the reaction coordinate, with changes below 0.1%. The estimated value is $\mu = 1.0975 \cdot 10^{-53}$ kg m$^2$. From a local harmonic approximation of $u(s)$ around the transition state, we find $|K_{TS}| = 1.5166 \cdot 10^{-6}$. Thus, it is possible to calculate the collision frequency $\omega_c = 5.37 \cdot 10^{14}$ s$^{-1}$, and the frequency $\omega_{TS} = \sqrt{|K_{TS}| k_B T / \mu} = 2.38 \cdot 10^{13}$ s$^{-1}$. The inequality $\omega_c/2 >> \omega_{TS}$ can be considered satisfied, allowing to employ Equation 8 to evaluate the reaction rate.

Then, to estimate $k$, we performed a local harmonic approximation of $u(s)$ around A, thus evaluating $K_A = 2.7951 \cdot 10^{-7}$ and $\omega_A = \sqrt{K_A k_B T / \mu} = 1.02 \cdot 10^{13}$ s$^{-1}$. Finally, putting all together, the computed reaction rate is $k/\omega_c = 7.7 \cdot 10^3$ s$^{-1}$. The result obtained for our model reaction is in accord with experimental observations that thiolate to disulfide substitutions in water are fast reactions.\textsuperscript{40,72,73}

If Equation 8 is compared with the classical Eyring TST reaction rate formula, with recrossing correction

$$k_{TST} = \kappa \frac{k_B T}{h} \exp \left( - \Delta G^\circ / k_B T \right)$$

(14)

the factor $k_B T/h = 6.2 \cdot 10^{12}$ s$^{-1}$ compares well with $\omega_A/2\pi = 1.6 \cdot 10^{12}$ s$^{-1}$. Thus in simple TST equation, $\omega_A/2\pi$ is the pre-exponential factor\textsuperscript{8} counting the flux across the energy barrier. Thus, $\kappa = \omega_{TS}/\omega_c = 0.04$ is the estimated transmission coefficient. Such a low $\kappa$ is expected in the high friction regime, where random “collisions” of the reactive system with the environment makes barrier recrossing a relevant event in determining the reaction rate constant.

A second test has been carried out by considering a different set of internal degrees of freedom, in particular we used the two S-S distances as before, and the two bond angles $\theta_1$ from the C’S’-S’ atoms and $\theta_2$ from the C1-S1-S2 atoms. Figure 5 shows that, as in the case of the bond distances, also bond angles show a concerted change along the reaction coordinate. Following the computational protocol with such a second set of internal coordinates, the estimation of the reaction rate was $k/\omega_c = 5.8 \cdot 10^3$ s$^{-1}$. There is no qualitative difference between the two estimations of the rate constant with the two choices of the internal coordinates. This result is expected since the analysis of Parrinello is based on employing reasonable descriptors to describe the geometry and fluctuations around the metastable states. In the simple case study reported here, both the choices of distances+dihedral angles, or distances+bond angles are descriptors good enough to locate the relevant collective variable, i.e. the reaction coordinate.

4 Conclusions

We reported a multiscale computational protocol to describe the activated dynamics along an IRC defined as a linear combination...
of natural Z-matrix internal coordinates within the high friction limit of Kramers theory. The protocol is based on the following tools: i) a QM search of the reaction path is performed, producing the corresponding IRC; ii) based on the path, the internal coordinates that more likely are important to describe the mechanism of the reaction are considered; iii) a reaction coordinate is built following the method proposed by Parrinello,\textsuperscript{47} which makes use of very short MD simulations with respect to the length that would be required to describe in a correct statistical way the mean first passage time; iv) the generalized friction coefficient along the reaction coordinate is computed with DiTe2;\textsuperscript{24} v) the parameters computed in the previous points constitute the input to Kramers formula for the reaction rate, which then can be estimated without the need of any fitting procedures to experimental data.

The $S_\text{n}$ reaction of chloride ion to bromomethane has been employed as reference textbook reaction to test the different steps of the computational protocol and the overall predictivity capability. The most important difficulty found is in the ability of estimating the free energy profile along the IRC in presence of important specific solute-solvent interactions. This is a general problem in QM computations and promising multiscale methods are being developed, using free energy perturbation approaches to compute the hydration energy from gas-phase quantum mechanical calculations.\textsuperscript{74} In addition, in these reactions, the counterion may also play a role influencing the IRC profile.

The protocol has been then applied to the study of the $S_\text{n}$ reaction of methylthiolate with dimethyl disulfide. The estimated reaction rate is in accord with other similar $S_\text{n}$ reactions of alkylthiolates with dialkyl disulfides in water. Two different choices of the internal degrees of freedom have been tested, both leading to the same (qualitatively) result. This stability of the protocol suggests that once a reasonable set of descriptors of the metastable species are employed, the method introduced by Parrinello to locate the reaction coordinate converges very well.

While the Kramers model has been here employed as a well-established method to treat the activated dynamics, any other comparable approach may be employed. As discussed in the Introduction, most of the methods available are based on a stochastic description of the relevant degrees of freedom. Here we rely, within the hydrodynamic framework, on an accurate evaluation of the friction tensor along generalized coordinates, at least given as linear combinations of the Z-matrix coordinates. This is practically useful for two reasons. On one hand, working in internal coordinates allows one to carry out a more effective complexity reduction if compared with working in Cartesian coordinates. If, for example, one would prefer to use the forward flux sampling method for the reaction here studied, the stochastic trajectories could be computed within the 4-dimensional conformation space of $q_i$ instead of considering $3N = 18$ Cartesian coordinates (with methyl groups as single beads). On the other hand, pseudo Z-matrix coordinates are commonly employed by computational chemists to describe molecular geometries. They provide a direct connection between a molecular structure and its changes implied by the reactive event.

Further work is in course along two different routes. On the more practical side, we plan to apply the same computational protocol to a series of analogous reactions involving different chalcogenides as nucleophiles as well as substrates, for which a comprehensive QM study has been carried out by some of the authors. Such an exploration will be used to test whether our protocol is able to reproduce the trend in reactivity that is expected from the nucleophilicity properties of the different chalcogens. After this validation, the same reactions will be studied in the protein environment, where the conditions strongly affect the energetics and might influence the mechanism. For example, in GPx, the regeneration of the initial enzymatic form depends on the selective attack of glutathione to a selenium disulfide, which occurs at sulfur, despite the attack at selenium is thermodynamically favored. This peculiarity is controlled by the features of the catalytic pocket, i.e., the arrangement of the conserved residues.

Methodologically, the objective of computing reaction rates and/or understanding reaction mechanisms in complex biomolecular substrates (e.g., proteins), is an important theoretical development. Ideally, it should be based on a multidimensional Fokker-Planck equation in the subspace of relevant coordinates defined from first principles instead of semi phenomenological arguments. Building on some recent work,\textsuperscript{48,49} we plan to outline and apply a generalized projection approach to average out non relevant coordinates and recover and numerically solve an effective multidimensional equivalent of Equation 2.

**Appendix. Hydrodynamic decoupling of rotational and internal motions**

In formulating Equation 2 we have assumed that the reaction coordinate (that we call the “internal motion”) is decoupled from the rotational motion. In the Hamiltonian, such an approximation has been used without any further proof than specifying that internal coordinates should be expressed on a local frame that satisfies the Eckart conditions.\textsuperscript{50} In this Appendix, it is shown that it is possible to consider approximately decoupled the two kinds of motion also from the hydrodynamic point of view.

The roto-conformational friction tensors, $\xi$, computed in the reactants (A), products (B), and transition (TS) states, expressed in the frame that diagonalizes the rotational part, read

$$\xi_A/\xi_0 = \begin{bmatrix} 0.570 & 0 & 0 & 4.13 \\ 0 & 1.40 & 0 & 5.02 \\ 0 & 0 & 1.50 & 1.22 \\ 4.13 & 5.02 & 1.22 & 96.7 \end{bmatrix},$$

$$\xi_B/\xi_0 = \begin{bmatrix} 0.579 & 0 & 0 & -4.47 \\ 0 & 1.37 & 0 & 4.39 \\ 0 & 0 & 1.47 & 0.280 \\ -4.47 & 4.39 & 0.280 & 97.2 \end{bmatrix},$$

$$\xi_{TS}/\xi_0 = \begin{bmatrix} 0.511 & 0 & 0 & 2.88 \\ 0 & 1.13 & 0 & 6.25 \\ 0 & 0 & 1.17 & 0.90 \\ 2.88 & 6.25 & 0.90 & 99.3 \end{bmatrix},$$

where $\xi_0 = 10^{-30}$ kg m$^2$ s$^{-1}$.

Since $\xi_i << |\xi_{ij} - \xi_{ij}|$, with $i = 1, 2, 3$ (the three principal components of the rotational part), it is possible to consider the
hydrodynamic coupling as a perturbation. Equation 2 can be thus seen as a zero-order approximation to the modeling of the relevant dynamics, where the rotational part is projected out since it is not influencing (approximately) the reaction rate. As briefly commented in the main text, further work is planned to obtain rigorously a Fokker-Planck equation for the roto-conformational motion, translating the concept of “reaction coordinate” into that of “relevant internal coordinates” for the description of the reactive event.
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