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ABSTRACT. This thesis mainly pertains biproduct decompositions of objects

in certain additive categories that exhibit a peculiar regular behaviour. More

precisely, in certain additive categories, a biproduct of objects tXiui r is com-

pletely determined up to isomorphism by a list of invariants prXis�µ
qi r,µ n,

where t�µuµ n are suitable equivalence relations (n-Krull-Schmidt Theorem).

In the first chapter we introduce prerequisite notions that enable us to ex-

tend results regarding certain module categories to suitable preadditive cate-

gories: The Jacobson radical of a preadditive category and ideals associated to

ideals of endomorphism rings (subject of research by Facchini and Přìhoda), the

universal embedding of a preadditive category into an additive category, and

the universal embedding of an additive category into an idempotent-complete

additive category. We give a version of the Chinese Remainder Theorem for

preadditive categories, extrapolated from results of Facchini and Perone, and

generalised, and we provide an improved version of the classical Krull-Schmidt

Theorem which is the starting point of later developments. Semilocal rings and

categories are reviewed in the second chapter, and their relationship with the

notion of dual Goldie dimension is explained. The third chapter also deals with

prerequisites, namely, we thereby try to give a careful review of the theory of

the Auslander-Bridger transpose.

In the fourth chapter we generalise Warfield’s results on finitely presented

modules over semiperfect rings to Auslander-Bridger modules, a more gen-

eral class of modules over arbitrary rings. We show how such modules are

characterised by two invariants and such invariants are interchanged by the

Auslander-Bridger transpose. The fifth chapter culminates in a criterion for

the aforementioned n-Krull-Schmidt Theorem to hold in a given additive cate-

gory, and we give some concrete examples in the case of categories of modules,

such as artinian modules with prescribed heterogeneous socle, and quiver rep-

resentations. The case n � 2 of said theorem has long been known as “Weak

Krull-Schmidt Theorem,” and has been proved over the years for various classes

of modules. One of these, the class of couniformly presented modules, is dealt

with in a more elementary way in the sixth chapter.

SOMMARIO. Questa tesi riguarda principalmente le decomposizioni in bi-

prodotti di oggetti di certe categorie additive che esibiscono un comportamento

regolare peculiare. Più precisamente, in certe categorie additive, un biprodotto

di oggetti tXiui r è completamente caratterizzato a meno di isomorfismo da

una lista di invarianti prXis�µ
qi r,µ n, dove t�µuµ n sono opportune relazioni

di equivalenza (n-teorema di Krull-Schmidt).

Nel primo capitolo introduciamo prerequisiti che ci permettono di estendere

risultati che riguardano certe categorie di moduli a opportune categorie pread-

ditive: il radicale di Jacobson di una categoria preadditiva e suoi ideali associati

ad ideali di anelli di endomorfismi (soggetto di ricerche da parte di Facchini e



Příhoda), l’immersione universale di una categoria preadditiva in una categoria

additiva, e l’immersione universale di una categoria additiva in una categoria

additiva in cui gli idempotenti si spezzano. Diamo una versione del Teorema

Cinese dei Resti per le categorie preadditive, estrapolato da risultati di Facchini

e Perone e generalizzato, e forniamo una versione migliorata del teorema clas-

sico di Krull-Schmidt che è il punto di partenza di sviluppi seguenti. Gli anelli e

le categorie semilocali sono passati in rassegna nel secondo capitolo, in cui viene

anche spiegata la loro relazione con la nozione di dimensione duale di Goldie.

Il terzo capitolo è pure dedicato ai prerequisiti, precisamente, ivi cerchiamo di

passare in attenta rassegna la teoria della trasposta di Auslander-Bridger.

Nel quarto capitolo generalizziamo i risultati di Warfield sui moduli finita-

mente presentati su anelli semiperfetti ai moduli di Auslander-Bridger, che sono

una classe più generale di moduli su anelli arbitrari. Mostriamo come tali mod-

uli sono caratterizzati da due invarianti e come tali invarianti siano scambiati

dalla trasposta di Auslander-Bridger. Il quinto capitolo culmina in un criterio

per stabilire la validità del sopracitato n-teorema di Krull-Schmidt in una data

categoria additiva, a diamo alcuni esempi concreti nel caso di categorie di mod-

uli, come i moduli artiniani con zoccolo eterogeneo prefissato, e nel caso di

categorie di rappresentazioni di quiver. Il caso n � 2 di detto teorema è noto

come “teorema debole di Krull-Schmidt,” ed è stato dimostrato negli anni per

varie classi di moduli. Una di queste, la classe dei moduli couniformemente

presentati, è trattata in un modo più elementare nel sesto capitolo.
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Introduction

As the title says, this thesis is about “regular biproduct decompositions of ob-

jects.” If, for the benefit of those readers not acquainted with the language

of category theory, we were to restrict our attention to the archetypal case of

modules over a ring, we could say that this thesis is about regular finite direct-

sum decompositions of modules. Indeed, the notion of finite direct-sum (for

modules) is the specialisation of the notion of biproduct (for objects of additive

categories) to the category of modules over a ring. Therefore, in this brief in-

troduction, the reader can replace “object” with “module” and “biproduct” with

“finite direct sum,” if needed. Let us go on to explain what we mean by regular

biproduct decompositions.

An object X of an additive category may be represented as a biproduct of

other objects, a fact which is indicated by notation such as

X �
à
i n

Xi. (1)

In other words, X can be expressed, or decomposed, as the biproduct of the

family tXiui n. The question naturally arises whether this decomposition of X

is to some extent regular, whether it must respect some pattern.

The order of the biproduct factors Xi never matters, that is, if equation (1)

holds, it is also true that

X �
à
i n

Xσpiq,

for every permutation σ of the first n natural numbers. In some cases, this is the

only alteration possible to the original decomposition, i.e., if

X �
à
i m

Yi,

then n � m and Xi � Yσpiq, for all i   n, for a suitable permutation σ. This

happens, for instance, when everyXi has a local ring of endomorphisms ((Krull-

Schmidt) Theorem 1.14), but not only (cf. Theorem 5.12(iii) and the remarks

after its proof). Of course, this is the most regular behaviour for a biproduct

decomposition ofX — no other decompositions ofX are possible, except for the

7



8 INTRODUCTION

obvious ones obtained by reordering the biproduct factors. When this happens

we say that the decomposition of X is unique.

In 1975 Warfield proved that every finitely presented module over a se-

rial ring decomposes as a finite direct sum of uniserial modules (= modules

M such that, for every two submodules A and B of M , either A ¤ B or

B ¤ A), and he asked whether such decomposition is unique, despite the

fact that uniserial modules do not necessarily have local endomorphism rings

[War75]. In 1996, besides giving a negative answer to said question, Facchini

also discovered a fascinating regularity, which we now explain. To each unis-

erial module U are attached two invariants, its monogeny class rU sm and its

epigeny class rU se. His brilliant finding is that two finite direct sums
À

i n Ui

and
À

i m Vi of uniserial modules are isomorphic if and only if n � m and

the invariants rU0sm, . . . , rUn�1sm coincide, counting multiplicities, with the

invariants rV0sm, . . . , rVn�1sm, and the invariants rU0se, . . . , rUn�1se coincide,

again counting multiplicities, with the invariants rV0se, . . . , rVn�1se. In other

words, there are two permutations σ and τ such that rUism � rVσpiqsm and

rUise � rVτpiqse, for all i   n [Fac96, Theorem 1.9]. In particular, U � V if and

only if rU sm � rV sm and rU se � rV se.

The author of the present work was deeply impressed by the elegance of

this result, and it had a major influence on his research. Indeed, the main re-

sults in this thesis are generalisations of the mentioned theorem to more general

categories and involving possibly more than two invariants/permutations (The-

orems 5.8 and 5.10). This sort of regularity of biproduct decompositions is the

one alluded to in the title, which we have now hopefully clarified.

Let us now give a summary of the content of the thesis.

After agreeing on some notation and conventions, in Chapter 1, we set about

to discuss some notions concerning preadditive categories and their ideals. In

particular, we introduce the most important ideal of all, the Jacobson radical,

and ideals associated to ideals of endomorphism rings of objects, a key idea from

[FP09b]. We show how every preadditive category C can be naturally embed-

ded in an additive category SumspCq, thus introducing biproducts when they

do not already exist in C. The category SumspCq is unique up to equivalence.

(This is an idea that goes back to [Kel64].) Also, we exhibit how an additive cat-

egory C can be embedded into one in which idempotents split, pC, also known

as an idempotent-complete additive category. Roughly speaking, this means

that in the larger category idempotent endomorphisms correspond to biproduct

factors. The category pC is also unique up to equivalence. (This construction

was explained in [Fac07].) Thus a preadditive category, apparently poor in

structure, actually determines the richer structure of an idempotent-complete

additive category, which is the best setting for the study of biproduct decom-

positions. For instance, idempotent endomorphisms correspond to biproduct
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factors (= direct summands), as in the case of modules (Lemma 1.11). More

importantly, the Krull-Schmidt Theorem holds in these categories. In this chap-

ter we also prove a strong version of the classical Krull-Schmidt theorem due

to the author (Theorem 1.18), which has a key role in the proofs of the main

results of Chapter 5. Also, we prove a Chinese Remainder Theorem for pread-

ditive categories and ideals, which is implicit in many proofs of [FP09b] and

[FP10] and underpins their main results.

After introducing the classical notions of Goldie dimension and dual Goldie

dimension, first for lattices, then their specialised versions for modules and

rings, and after reviewing some standard material about semisimple and semilo-

cal rings, a brief exposition of results from [FP10] concerning semilocal cate-

gories (= categories where every non-zero object has a semilocal ring of endo-

morphisms, and with at least a non-zero object) follows in Chapter 2. Special

attention is given to those semilocal categories in which every non-zero object

has a ring of endomorphisms S such that S{JpSq is a finite direct product of

division rings, which were studied in [FP09b]. Also, the author introduces a

notion of dual Goldie dimension for preadditive categories, and characterises

the preadditive categories of finite dual Goldie dimension as those semilocal

categories with finitely many objects.

In the third chapter we construct the stable category of modules, which is

a quotient of the category of (right) R-modules by a suitable ideal, and discuss

the Auslander-Bridger transpose, which is a duality between the stable category

of finitely presented left R-modules and the stable category of finitely presented

right R-modules.

In Chapter 4 we finally put the machinery previously discussed to good use.

This chapter contains the material from a joint paper with A. Facchini. We in-

troduce Auslander-Bridger modules, which are to general rings what finitely

presented modules are to semiperfect rings. As the name suggests, these mod-

ules behave very nicely under the Auslander-Bridger transpose. The trans-

pose induces a bijection between isomorphism classes of Auslander-Bridger left

modules and isomorphism classes of Auslander-Bridger right modules. (This

generalises results of [War75] on finitely presented modules over semiperfect

rings.) Also, Auslander-Bridger modules are characterised by two invariants,

the lower-isomorphism class and the epi-isomorphism class, which are inter-

changed by the transpose. That is, M and N have the same lower-isomorphism

(epi-isomorphism) class if and only if their transposes Tr0pMq and Tr0pNq have

the same epi-isomorphism (lower-isomorphism) class.

Instrumental in defining Auslander-Bridger modules are finite direct sums

of couniform projective modules. In Chapter 4 we also take a slight detour to

study the analogue of these objects in preadditive categories.

There is a representable contravariant functor Homp�, Eq which induces a
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duality between uniform injective modules and couniform projective modules;

this induces a duality between Auslander-Bridger modules and the dual notion

of dual Auslander-Bridger modules, characterised by the dual invariants, the

mono-isomorphism class and the upper-isomorphism class.

The fifth chapter deals with the author’s results on classes of objects (in

preadditive categories, enlarged if needed to idempotent-complete additive cat-

egories) for which biproduct decompositions are regular, in the sense that (*)

two biproducts
À

i nXi and
À

i m Yi are isomorphic if and only if n � m

and Xi �µ Yσµpiq for i   n, and permutations σµ, where �µ are finitely many

suitable equivalence relations indexed by µ. Several examples, both old — bi-

uniform modules, uniserial modules, couniformly presented modules, kernels

of morphisms between indecomposable injective modules — and new — ar-

tinian modules with heterogeneous socle, noetherian modules with heteroge-

neous top, quiver representations “of type 1 pointwise” — are given. In the last

section of Chapter 5 we show how the question whether the property (*) holds

for a certain class of modules F translates to a combinatorial condition on a

hypergraph HpFq canonically associated to F .

Chapter 6 is devoted to couniformly presented modules, a class of modules

for which a result like (*) holds with two invariants/permutations, and how

these relate to uniserial modules and kernels of morphisms between indecom-

posable injective modules via suitable dualities. This was the subject of a joint

paper with A. Facchini [FG10].

In the mathematical literature there are versions of some of the results in

this thesis for infinite direct sums of certain modules. Among the uniserial mod-

ules, there are the quasi-small uniserial modules, for which the ’96 result by

Facchini, which was quoted above, holds also in the case of an infinite direct

sum (the two permutations of finite sets become bijections of sets) [DF97]. Un-

fortunately, there are also uniserial modules that are not quasi-small, as was

discovered by Puninski [Pun01]. His methods rely heavily on the model theory

of modules. In the final Chapter 7 we explain his example of a non-quasi-small

uniserial module avoiding model theory as much as possible, to make it avail-

able to a larger audience. It recently came to the author’s knowledge, and we

promptly duly point out, that Příhoda developed an alternative algebraic route

to Puninski’s non-quasi-small uniserial module [Pří06].

We close with some annotations in which we justify some constructions in

the thesis, which may appear solid at first glance, but actually turn out to need

some attention when looked at more closely. The discussion of these relatively

small issues make us reflect on what foundations we build all of our theories

on, and we find ourselves forced to confront the puzzling idea that our mathe-

matical foundations may not be solid as we tend to believe.
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Notation and conventions

All the rings we consider are associative rings with identity. For a ring we require

that 1 � 0, with the only exception of the endomorphism rings of zero objects in

preadditive categories. All modules considered are unital. Notation such as MR

denotes a right R-module, while RM denotes a left R-module. When no index

is used, it either means that the ring and side have been specified earlier or that

they are clear from context, or that they are not relevant in the discussion. For

instance, in the phrase “M is semisimple if and only if every submodule of M is

a direct summand of M ,” neither the base ring nor the side need to be specified.

The symbol N stands for the set of non-negative integers, that is, 0 P N.

The role of index sets is covered almost exclusively by ordinal numbers,

denoted by Greek letters α, β, γ, . . . , except for the natural numbers, which are

denoted by roman letters such as n and m. Thus we will encounter notation

such as pMiqi n and
±
i κRi, and when the set N of natural numbers is used

as an index set, we denote it by ω.

The symbol � denotes set inclusion, and �, or � for emphasis, denotes strict

set inclusion. When a set inclusion respects some sort of algebraic structure, we

prefer to use the symbols ¤ and  .

Sometimes we will use calligraphic letters such as A and B to denote sets

or classes, if using the corresponding roman letters might cause confusion with

other entities, such as objects A and B.

Categories and their ideals are denoted by bold letters, such as C and I. The

set of morphisms between two objects X and Y of C is denoted by CpX,Y q.

Similarly, the subset of morphisms in an ideal I that are in CpX,Y q is denoted

IpX,Y q. When X � Y , we shorten CpX,Xq to CpXq and IpX,Xq to IpXq.

To indicate that g is a morphism from X to Y we will write g P CpX,Y q, or

sometimes g : X Ñ Y , if the category is understood or not relevant. If g is

a morphism, then dompgq is its domain and codompgq its codomain, in other

words we could write g : dompgq Ñ codompgq.
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Chapter 1

Preadditive categories

In this chapter we recall the notion of “ideal” in a preadditive category, and most

importantly, the Jacobson radical of a preadditive category and “associated ide-

als,” which are ideals of the category associated to ideals of endomorphism rings

of its objects, a very important idea from [FP09b]. We discuss universal embed-

dings of preadditive categories into additive categories first [Kel64] and into

idempotent-complete additive categories later [Fac07]. We also prove a strong

version of the classical Krull-Schmidt theorem (Theorem 1.18), which is of fun-

damental importance in proving the main results of Chapter 5. Eventually, we

prove a Chinese Remainder Theorem for preadditive categories (= rings with

many objects) and ideals, which is implicitly used in many proofs of [FP09b]

and [FP10].

1.1 Ideals in preadditive categories

A category C is preadditive if for every X,Y P C the set of morphisms CpX,Y q

is an abelian group, and the composition of morphisms in C is bilinear over

the integers, that is, fpg1 � g2q � fg1 � fg2 and pf1 � f2qg � f1g � f2g for all

morphisms f, f1, f2 : Y Ñ Z and g, g1, g2 : X Ñ Y and all objects X, Y and Z

of C.

In a preadditive category two objects have a product if and only if they have

a coproduct, if and only if they have a biproduct [Bor94b, Proposition 1.2.4].

Coproducts are often called “direct sums,” although strictly speaking the direct

sum is the coproduct in the category of modules. If finite products exist in a

preadditive category C, we say that C is an additive category. Finite direct sums

are the biproducts in the category of modules.

An ideal of a preadditive category C is a class of morphisms I of C such

that, for every pair of objects X and Y of C, the set IpX,Y q :� CpX,Y q X I is

a subgroup of CpX,Y q, and such that for every g P IpX,Y q, every f P CpY, Y 1q

13



14 CHAPTER 1. PREADDITIVE CATEGORIES

and every h P CpX 1, Xq, we have fgh P IpX 1, Y 1q. We will abbreviate IpX,Xq

to IpXq.

Ideals of preadditive categories satisfy the same basic properties as ideals

of rings. A preadditive category C always has the zero ideal, consisting of all

the zero morphisms, and the improper ideal, consisting of all morphisms of the

category.

For any subset or subclass S of morphisms of C one may consider the ideal

of C generated by S, that is, the smallest ideal (with respect to inclusion) of C

containing S. Of course, it can be defined as the intersection S of all ideals

containing S, as there is always one such, viz., the improper ideal, and the

intersection of a collection of ideals of C is again an ideal of C. The ideal S can

also be described (as is the case for rings) as the class S of morphisms of the

form
°
i n figihi, where each gi P S.

As we mentioned, arbitrary intersections of ideals are ideals; similarly, the

sum of an arbitrary family tIiui κ of ideals of C can also be defined, letting

p
°
i κ Iiq pX,Y q �

°
i κ IipX,Y q for every X and Y in C.

The union of a chain of ideals of C is again an ideal of C. This entails that

the Zorn Lemma can be applied to the collection of ideals of C not containing

a given set or class S of non-zero morphisms, thus obtaining a maximal ideal

disjoint from S. This does not grant the existence of maximal proper ideals,

though, cf. [FP10, Example 4.1].

If we consider the class LattpCq of all ideals of C partially ordered by inclu-

sion, we see that LattpCq is a large complete lattice with respect to the opera-

tions of intersection and sum, just as is the case for rings.

Ideals are instrumental in defining factor categories. If I is an ideal of a

preadditive category C, we may construct a new category C{I with the same

class of objects as C and morphisms given by the quotient abelian groups

pC{IqpX,Y q � CpX,Y q{IpX,Y q, for every pair of objects X, Y of C. The

composition rule on the factor category C{I is induced by that of C, namely,

pf � IpY,Zqqpg � IpX,Y qq � fg � IpX,Zq. There is a canonical additive full

functor CÑ C{I, to which we may refer as the “reduction modulo I.”

Suppose G : A1 Ñ A2 is an additive functor and I is an ideal of A2. Then

we define the inverse image G�1pIq of I pointwise, that is, as

pG�1IqpM,Nq � tf P A1pM,Nq : Gpfq P IpGpMq, GpNqqu,

for all pairs of objects M,N of A1. In short, f P G�1pIq if and only if Gpfq P I,

for every morphism f in the category A1. Thus we obtain an ideal G�1pIq of

A1.

We define the kernel of G to be the preimage of the zero ideal of A2, and we

denote it as KpGq.

We have the analogue of the fundamental theorem of homomorphisms of

rings, namely, we have that every additive functor F : C Ñ D factors as the
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composition F � F̄P of a full functor P and a faithful functor F̄ . Precisely, P is

the canonical functor P : C Ñ C{KpF q while F̄ : C{KpF q Ñ D is induced by

F in the obvious way.

Following [FP09c], an ideal I of a preadditive category C is called completely

prime if

(C1) I contains no non-zero identity morphisms, i.e., IpXq � CpXq for every

non-zero object X of C, and

(C2) whenever a composition fg is in I, then either f or g is in I.

Notice that condition (C1) is stronger than just requiring I to be a proper ideal.

This definition extends that of a completely prime ideal I of a ring R, which

is a proper ideal I satisfying ab P I if and only if a P I or b P I for all a, b P R.

1.1.1 The Jacobson radical of a preadditive category

In this section we define probably the most important ideal, namely, the Jacob-

son radical of a preadditive category. Cf. [Mit72, page 21].

Lemma-Definition 1.1. Let C be a preadditive category. Given any two objects A

and B of C, the following sets are all equal:

J1pA,Bq � tf P CpA,Bq | 1B � fg is right invertible for all g P CpB,Aqu ,

J2pA,Bq � tf P CpA,Bq | 1B � fg is invertible for all g P CpB,Aqu ,

J3pA,Bq � tf P CpA,Bq | 1A � gf is left invertible for all g P CpB,Aqu ,

J4pA,Bq � tf P CpA,Bq | 1A � gf is invertible for all g P CpB,Aqu ,

J5pA,Bq � tf P CpA,Bq | 1B � fg is left invertible for all g P CpB,Aqu ,

J6pA,Bq � tf P CpA,Bq | 1A � gf is right invertible for all g P CpB,Aqu .

If JpA,Bq denotes the set described above, then J is an ideal of C, which we call

the Jacobson radical of C. It readily follows from the above description that JpAq

is the Jacobson radical of the endomorphism ring CpAq of A in the category C.

The proof relies on the purely syntactical fact that zp1 � xyq � 1 implies

p1� yzxqp1� yxq � 1. Cf. [Mit72, Lemma 4.2].

Proof. It is clear that J2 � J1. Conversely, suppose f P J1. Let g P CpB,Aq be

arbitrary. There exists h P CpBq such that p1B � fgqh � 1B . This implies that

h � 1B � fp�ghq, so that h is also right invertible in CpBq. It follows that h

is a two-sided inverse for 1B � fg and f P J1. This proves that J1 � J2, and

similarly one proves that J3 � J4.

Let f : A Ñ B and g : B Ñ A be morphisms in C. Then 1A � gf is left

invertible in CpAq if and only if 1B�fg is left invertible in CpBq. Indeed, if h is
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a left inverse of 1A � gf , then 1B � fhg is a left inverse for 1B � fg. Therefore

J3 � J5.

Similarly, if h is a right inverse for 1A � gf then 1B � fhg is a right inverse

of 1B � fg. Hence 1A � gf is right invertible in CpAq if and only if 1B � fg is

right invertible in CpBq, so that J1 � J6.

It also follows that 1A � gf is invertible in CpAq if and only if 1B � fg is

invertible in CpBq, so that J2 � J4.

To prove that J is an ideal of C, we are left to show that if g P JpA,Bq,

h P CpX,Aq, and f P CpB, Y q, then fgh P JpX,Y q. Let i P CpY,Xq be

arbitrary. Then 1B � ghif has a left inverse, say ℓ P CpBq. It follows that

1Y � fℓghi is a left inverse for 1Y � fghi, as required.

The Jacobson radical of a preadditive category may also be defined using

maximal right ideals or maximal left ideals as it is done for preadditive cate-

gories with one object, i.e., for rings. This approach is taken in [Mit72, page 21].

We will expand on this in Section 2.3, where we characterise preadditive cate-

gories of finite dual Goldie dimension.

1.1.2 Ideals of a category associated to ideals of endomor-

phism rings of its objects

Consider a preadditive category C and an object X of C. Given an ideal M of

the endomorphism ring CpXq, one may construct the ideal M of C generated

by M , obtaining MpXq � M . There is another way, a more useful way, of

constructing another different ideal of C with this last property. This technique

has been introduced in [FP09a], and subsequently adopted in [FP10, FP09b,

Gir11a, Gir11b]. Suppose M is an ideal of CpXq. (It is actually enough for M

to be an additive subgroup.) Define an ideal AM by declaring that g P AM if

and only if fgh PM for every h P CpX, dompgqq and every f P Cpcodompgq, Xq.

This is easily seen to be an ideal of C. We call AM the ideal of C associated to

M . An ideal I of C of this type will be called an associated ideal. The associated

ideal AM can be characterised as follows:

Lemma 1.2. Suppose M is an ideal of the endomorphism ring CpXq. The ideal

AM of C is the largest among the ideals I of C such that IpXq �M . As a matter

of fact, AM pXq �M .

Proof. For g P CpXq, we have g P AM pXq if and only if CpXqgCpXq � M ,

if and only if g P M . Hence AM pXq � M . Suppose I is an ideal of C such

that IpXq � M . If g P IpY,Zq, then CpZ,XqgCpX,Y q � IpXq � M , so that

g P AM pXq. This proves that I � AM .

Remark 1.3. Notice that AM pA,Bq depends only on the objects A,B,X and on

the morphisms between them. Therefore, if we consider any full subcategory E
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of C, the ideal of E associated to M is a restriction of that of C associated to

M . Thus we may unambiguously say that A is isomorphic to B modulo AM if A

and B are isomorphic as objects of E{AM , where E is any full subcategory of

C containing the objects A,B,X.

The above characterisation of AM recalls one possible description of the

Jacobson radical J of C. Indeed, one may define J to be the largest ideal I of C

such that IpXq � JpCpXqq for every object X of C [Kel64, Theorem 1]. Indeed,

if I has this last property, and g P IpY,Xq, then fg P IpY q for every f P CpX,Y q.

Hence fg P JpCpY qq and it follows that 1Y � fg is invertible. Thus g P JpX,Y q.

The resemblance just remarked is no coincidence: It is possible to describe

the Jacobson radical of a preadditive category as the intersection of a very nat-

ural family of associated ideals. Recall that an ideal I of a ring R is right (resp.

left) primitive if it is the annihilator of a simple right (resp. left) R-module, and

that the Jacobson radical of R is the intersection of all its primitive right (resp.

left) ideals [AF92, Theorem 15.3].

Proposition 1.4. Let C be a preadditive category and let PrimpCq be the collection

of all the ideals of C associated to right primitive ideals of endomorphism rings of

objects of C. Then

J �
£

PrimpCq. (1.5)

Proof. Let P be the intersection on the right hand side of (1.5).

Pick any morphism g : A Ñ B in JpA,Bq. Consider an ideal I P PrimpCq.

Then there is an object X of C and a right primitive ideal P of CpXq such that

I � AP . Because g P JpA,Bq, it follows that CpB,XqgCpX,Aq � JpXq, which

is contained in P because the Jacobson radical of a ring is the intersection of its

primitive ideals. Thus g P AP � I. Since g and I are arbitrary, this shows that J

is contained in P.

Suppose g P CpA,Bq is not in JpA,Bq. Then there exists f P CpB,Aq such

that 1A�fg is not right invertible in CpAq. This implies that 1A�fg is contained

in a maximal right ideal M of CpAq. Let P be the right primitive ideal of CpAq

defined by P � r. annCpAqpCpAq{Mq. Then g R AP pA,Bq. Indeed, if g was an

element of AP pA,Bq, then fg would be in AP pAq � P � M , and this would

lead to 1A PM , a contradiction. Thus g R AP pA,Bq, hence g R PpA,Bq.

1.2 Universal embeddings of preadditive

categories

Recall that a preadditive category has finite products if and only if it has finite

coproducts, if and only if it has biproducts, and that it is called an additive cate-

gory if these equivalent conditions are satisfied [Bor94b, Proposition 1.2.4]. Not
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all preadditive categories are additive, yet every one of them embeds canon-

ically as a full subcategory of an additive category, its additive closure (Sec-

tion 1.2.1).

A preadditive category C is said to be idempotent-complete if every idempo-

tent endomorphism in C has a kernel. Indeed, the condition that an idempotent

endomorphism has a kernel has many equivalents, cf. Lemma 1.10. For every

preadditive category C, there is a universal full and faithful functor Γ: C Ñ pC
of C into an idempotent-complete preadditive category pC, which is called the

idempotent completion of C. In particular, given any pair of objects X and

Y in C, we have that X � Y if and only if ΓpXq � ΓpY q, and, given any

morphism g in C, that g is an isomorphism if and only if so is Γpgq. If C

is additive, then so is its idempotent completion. Idempotent-complete addi-

tive categories provide the best setting for the study of biproduct decomposi-

tions of objects—most notably, the classical Krull-Schmidt Theorem holds in

these categories (Theorem 1.14). The theorem says that from an isomorphism

g : X1 ` � � � ` Xn Ñ Y1 ` � � � ` Yn, where all the Xi and Yi have local endo-

morphism rings, it follows that Xi � Yσpiq for a suitable permutation σ. In

Theorem 1.18, we show that more information can be gleaned from said iso-

morphism g. Indeed, we find that gσpiq,i : Xi Ñ Yσpiq is an isomorphism, for a

suitable permutation σ.

1.2.1 Additive closure

The difference between a preadditive and an additive category is that in the

former finite products (coproducts, biproducts) may not exist, while they do in

the latter. It is nevertheless possible to embed any preadditive category C as a

full subcategory of an additive category SumspCq, as remarked in [Kel64], that

we may call the additive closure of C. The objects of SumspCq are the finite

sequences pAiqi n of objects Ai of C. For morphisms, we define

pSumspCqqppAiqi n, pBiqi mq (1.6)

to be the set of m�n matrices g such that gi,j P CpAj , Biq for i   m and j   n.

The set (1.6) is an additive abelian group with respect to pointwise addition.

Matrix multiplication serves as the composition rule. The biproduct of pAiqi n

and pBiqi m is the concatenation of the two sequences, that is, the sequence

pA0, . . . , An�1, B0, . . . , Bm�1q. The injections

pAiqi n Ñ pA0, . . . , An�1, B0, . . . , Bm�1q

pBiqi m Ñ pA0, . . . , An�1, B0, . . . , Bm�1q
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are the matrices ��� 1A0

. . .
1An�1

0m�n

�Æ
,

��� 0n�m

1B0

. . .
1Bm�1

�Æ
 (1.7)

and the corresponding projections are their transposes. In particular the se-

quence pAiqi n is the biproduct of the family tpAiqui n. In some sense, we may

think of pAiqi n as the “formal biproduct” of the objects A0, . . . , An�1 of C.

We have a full and faithful functor p�q : C Ñ SumspCq which identifies the

objects of C with the sequences of length one.

The embedding p�q is minimal in the following sense:

Proposition 1.8. For every additive functor G : C Ñ D with D additive, there

is an additive functor H : SumspCq Ñ D such that H � p�q � G, and such H

is unique up to natural isomorphism. This property is universal and characterises

SumspCq up to category equivalence.

Proof. The property is manifestly universal. Indeed, suppose Γ0 : C Ñ C0 and

Γ1 : CÑ C1 are full and faithful functors from the preadditive category C into

additive categories, and that both embeddings satisfy the property in the state-

ment. Then there are additive functors H0 and H1 such that Γ0 � H0Γ1 and

Γ1 � H1Γ0, so that Γ0 � H0H1Γ0 and Γ1 � H1H0Γ1. By uniqueness up to natu-

ral isomorphism, we have that H0H1 and H1H0 are naturally isomorphic to the

corresponding identity functors, so that C0 and C1 are equivalent categories.

We have to show that the full and faithful functor p�q satisfies this universal

property. To sketch a proof of that we need to agree on some notation. An

object of SumspCq will be denoted by A � pAiqi nA
. That is, the length of the

sequence A is nA and its entries are A0, . . . , AnA�1. Thus A is the biproduct of

the family tpAiqui nA
, with canonical morphisms given by matrices analogous

to those in (1.7). We denote by ιA,i the injections and by πA,i the projections,

for i   nA.

For each sequence A choose a biproduct HpAq in the category D of the

family tGpAiqui nA
, with canonical injections HpιA,iq and projections HpπA,iq.

The definition of H on morphisms follows by the requirement that H extend G.

Indeed, suppose g : A Ñ B is a morphism in SumspCq. Let gj,i P CpAi, Bjq be

such that pgj,iq � πB,jgιA,i. Then we have

g �
¸
i nA

¸
j nB

ιB,jπB,jgιA,iπA,i,

hence

Hpgq �
¸
i nA

¸
j nB

HpιB,jqGpgj,iqHpπA,iq.

It is easy to check that H respects the identities, the composition, and the sum,

hence H is an additive functor, and by construction H � p�q � G.
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Suppose that H 1 is another additive functor such that H 1 � p�q � G. For a

sequence A, define ηA �
°
i nA

H 1pιA,iqHpπA,iq. It is easy to check that these

maps define a natural isomorphism H Ñ H 1.

From the universal property above, it follows that if C is a full subcategory

of an additive category D, then the category SumspCq is equivalent to the full

subcategory of D whose objects are all the finite biproducts of objects of D.

Let us record the following useful fact for future reference:

Remark 1.9. An additive functor F : C1 Ñ C2 between preadditive categories

canonically extends to an additive functor F̃ : SumspC1q Ñ SumspC2q between

the additive closures. Moreover, if F is full (resp. faithful) (resp. dense), then

so is F̃ . In particular, if F is a category equivalence, then so is F̃ .

Notice that an ideal I0 of C extends canonically to an ideal I of its additive

closure SumspCq: For a morphism g : pXiqi n Ñ pYiqi m, we inevitably have

that g P I if and only if all its entries are in I0.

1.2.2 Idempotent completion

Let C be any category and e an idempotent endomorphism in C of some object

X, i.e., an element of the ring CpXq such that e � e2. For an object Y of C, we

say that e splits through Y if there exist morphisms f P CpX,Y q and g P CpY,Xq

such that e � gf and fg � 1Y . We simply say that e splits if it splits through

some object of C.

Recall that, for ϕ,ψ P CpX,Y q, an equaliser of ϕ and ψ is a morphism f such

that ϕf � ψf , and universal with this property, that is, if ϕh � ψh for some mor-

phism h, then there exists a morphism g such that fg � h, and such morphism

g is unique. This implies that the equaliser f of a given pair of morphisms is a

monomorphism, i.e., left-cancellable, and that it is unique up to isomorphism,

that is, if there is another morphism f 1 with the same universal property, there

exist isomorphisms η and η1 such that f 1 � fη and f � f 1η1. If C is preadditive,

an equaliser of f P CpX,Y q and the zero element of CpX,Y q is the kernel of

f . Dually one defines coequalisers, which are always epimorphisms, i.e., right

cancellable, and cokernels.

The following lemma characterises idempotents that split. Cf. [Bor94a,

Proposition 6.5.4] and [Fac07, Lemma 2.1].

Lemma 1.10. Let C be any category, X an object of C and e an idempotent

endomorphism of X in C. The following are equivalent:

(i) The idempotent e splits, i.e., there exist morphisms f and g in C such that

e � gf with fg � 1.

(ii) The pair pe, 1Xq has an equaliser.
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(iii) The pair pe, 1Xq has a coequaliser.

If C is preadditive, then the above conditions are also equivalent to:

(iv) The (idempotent) endomorphism 1X � e has a kernel.

(v) The (idempotent) endomorphism 1X � e has a cokernel.

In the notation of (i), g (resp. f) is the equaliser (resp. coequaliser) of pe, 1Xq,

equivalently, when C is preadditive, the kernel (resp. cokernel) of 1X � e.

Proof. Suppose e splits as in (i). It follows that g � eg. Moreover, if h � eh then

h � gpfhq, so that h factors through g, and it does so uniquely because g is a

monomorphism. Thus g is the equaliser of the pair pe, 1Xq, and this shows that

(i) implies (ii).

If (ii) holds, let g be the equaliser of the pair pe, 1Xq. Since e � e � 1X � e,

we have that e � gf for a unique morphism f . Since g � eg � gfg and g is a

monomorphism (being an equaliser) it follows that fg � 1. This shows that e

splits, so (i) holds.

If C is preadditive, (ii) and (iv) are easily seen to be equivalent.

The remaining equivalences follow by duality, because e splits in C if and

only if it splits in Cop.

As a consequence, we see that an idempotent-complete preadditive category,

earlier defined as one in which every idempotent endomorphism has a kernel,

is a preadditive category in which every idempotent endomorphism splits.

For objects X and Y of a preadditive category, we say that X is a biproduct

factor of Y if there exists an object X 1 of the category such that Y is a biproduct

of X and X 1. As is the case for modules, we have that:

Lemma 1.11. For objects A and X of an idempotent-complete preadditive cate-

gory, A is a biproduct factor of X if and only if 1A factors through X, equivalently,

if and only if there is an idempotent endomorphism of X that splits through A.

Proof. One implication is trivially true in every preadditive category. Suppose

1A � πAιA with ιA P CpA,Xq and πA P CpX,Aq. Then 1X � ιAπA is an

idempotent endomorphism, hence there exist an object B and morphisms ιB P

CpB,Xq and πB P CpX,Bq such that 1X � ιAπA � ιBπB and πBιB � 1B , and

automatically πBιA � πAιB � 0, so that X � A`B.

Let us turn to the construction of the idempotent completion pC of a pread-

ditive category C. The objects of pC are the pairs pX, eq where X is an object

of C and e is an idempotent endomorphism of X in C. As far as morphisms

are concerned, we define pCppX1, e1q, pX2, e2qq to be the subgroup of CpX1, X2q

consisting of those elements g such that e2ge1 � g. In other words, we letpCppX1, e1q, pX2, e2qq � e2CpX1, X2qe1.
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The composition rule in pC is induced by that of C. It follows that e is the

identity morphism of pX, eq, and that composition in pC is associative and bi-

linear over the integers. Thus pC is a preadditive category. More importantly,

it is idempotent-complete. Indeed, let g be an idempotent endomorphism of

pX, eq in pC. Then g can also be regarded as a morphism g1 : pX, eq Ñ pX, gq or

g2 : pX, gq Ñ pX, eq. Then g � g2g1 and g1g2 � 1pX,gq, hence g splits.

Furthermore, if C is additive then so is pC. To see this, let tpXi, eiqui n be

a finite family of objects of pC and let X be the biproduct of the family tXiui n

in C, with canonical injections ιi : Xi Ñ X and projections πi : X Ñ Xi. The

morphism ε �
°
i n ιieiπi is an idempotent endomorphism of X, and the mor-

phisms

ιiei : pXi, eiq Ñ pX, εq

eiπi : pX, εq Ñ pXi, eiq

make pX, εq the biproduct of the family tpXi, eiqui n in pC.

There is a full and faithful functor Γ: C Ñ pC, defined on objects by X ÞÑ

pX, 1Xq and defined as the identity on morphisms. It is clear that X � Y if and

only if ΓpXq � ΓpY q, and that g P CpX,Y q is an isomorphism if and only if so

is Γpgq.

The construction of the idempotent completion is universal, as the following

proposition shows.

Proposition 1.12. Suppose L is an idempotent-complete preadditive category and

F : CÑ L is an additive functor. Then there exists a functor G : pCÑ L such that

GΓ � F and such G is unique up to natural isomorphism. This property of Γ is

universal and characterises pC up to category equivalence.

Proof. The proof that the property is universal is standard, cf. the beginning of

the proof of Proposition 1.8.

It is left to prove that Γ: CÑ pC satisfies the universal property. Let us prove

the existence of G : pCÑ L such that GΓ � F .

For every idempotent endomorphism e in C that is not an identity morphism

choose a “splitting diagram” in the category L, that is, a commutative diagram

like the following:

Ae
1 //

ιe

''O

O

O

O

O

O

O

O

O

O

O

O

Ae

F pdompeqq

πe

OO

F peq
// F pdompeqq

πe

OO

For identity morphisms, let A1X � F pXq and π1X � ι1X � F p1Xq � 1F pXq.

Next define GpX, eq � Ae on objects, and for a morphism g : pX1, e1q Ñ

pX2, e2q, let Gpgq � πe2F pgqιe1 . Thus

GΓpXq � GpX, 1Xq � A1X � F pXq
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and

GΓpg : X Ñ Y q � π1Y F pgqι1X � F pgq.

It is left to prove that G is indeed a functor and that it is additive. Identity

morphisms are preserved, because

Gp1pX,eqq � πeF peqιe � πeιeπeιe � 1Ae
� 1GpX,eq.

Consider a morphism f : pX2, e2q Ñ pX3, e3q. Then

Gpfgq � πe3F pfgqιe3

� πe3F pfe2gqιe3

� πe3F pfqF pe2qF pgqιe3

� pπe3F pfqιe2qpπe2F pgqιe3q

� GpfqGpgq,

hence G respect the composition rule. Finally, G is clearly additive.

Next we remark that every additive functor G such that F � GΓ arises in

this way. Indeed, for every object pX, eq of pC we have a commutative diagram

pX, eq //

%%K

K

K

K

K

K

K

K

K

pX, eq

pX, 1Xq

OO

// pX, 1Xq

OO

where all arrows are equal to e. Applying G we obtain

Ae :� GpX, eq
1 //

ιe ''N

N

N

N

N

N

N

N

N

N

N

GpX, eq

F pXq

πe

OO

F peq
// F pXq

πe

OO

and this gives rise to a choice of objects Ae and morphisms πe and ιe as above.

Moreover, applying G to the commutative square

pX1, e1q
g //

e1

��

pX2, e2q

pX1, 1X1
q

Γpgq
// pX2, 1X2

q

e2

OO

we see that Gpgq � πe2F pgqιe1 , as in our definition.

To prove uniqueness of G, then, suppose tBe, π̄e, ῑeu, where e ranges over

all idempotent endomorphisms of C, is another suitable choice of objects and

morphisms. Then π̄eιe : Ae Ñ Be is an isomorphism, for every idempotent

endomorphism e in C. In fact,

1Ae
� πeιe � pπeιeq

2 � πeF peqιe � pπeῑeqpπ̄eιeq,
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and similarly 1Be
� pπ̄eιeqpπeῑeq. Moreover, said isomorphism is natural in e,

that is, the square

Ae1

πe2
F pgqιe1

��

π̄e1
ιe1 // Be1

π̄e2
F pgqῑe1

��
Ae2 π̄e2

ιe2

// Be2

is commutative. Indeed,

π̄e2F pgqῑe1 π̄e1ιe1 � π̄e2F pgqF pe1qιe1 � π̄e2F pe2qF pgqιe1 � π̄e2ιe2πe2F pgqιe1 ,

as required.

For a preadditive category C, we can first embed it in its additive closure

SumspCq, and then in the idempotent completion {SumspCq, which is addi-

tive. Hence every preadditive category C is canonically a full subcategory of

an idempotent-complete additive category. (Notice that order matters, that is,

SumsppCq may not be idempotent-complete.)

1.3 The Krull-Schmidt Theorem

Lemma 1.13. (Cf. [Ste75, Ch. V, Lemma 5.3].) Let C be any preadditive category

and X1, X2, Y1, Y2 arbitrary objects of C. Suppose g : pX1, X2q Ñ pY1, Y2q is an

isomorphism in SumspCq and that g11 P CpX1, Y1q is also an isomorphism. Then

X2 � Y2.

Proof. Replacing g by�
1Y1

0

�g21g
�1
11 1Y2

��
g11 g12

g21 g22

�
�

�
� �

0 �

�
,

where the leftmost matrix is an automorphism of pY1, Y2q, we see that we can

assume that g21 � 0. Let f � g�1. Then�
g11 g12

0 g22

��
f11 f12

f21 f22

�
�

�
� �

� g22f22

�
shows that g22f22 � 1Y2

. Moreover,�
f11 f12

f21 f22

��
g11 g12

0 g22

�
�

�
� �

f21g11 f21g12 � f22g22

�
shows that f21g11 � 0, hence f21 � 0 and f22g22 � 1X2

. This shows that g22 is

an isomorphism, hence X2 � Y2.
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The classical version of the Krull-Schmidt Theorem is proved in [Ste75,

Ch. V] for Grothendieck categories, and stated in [Bas68, p. 20] and in [Fac07,

Lemma 2.1] for idempotent-complete additive categories. Our version is similar

to the latter, and we include a proof for the sake of completeness.

Theorem 1.14 (Krull-Schmidt Theorem). Let C be an idempotent-complete addi-

tive category and tXiui n a finite family of objects of C with local endomorphism

ring.

(i) If A`B �
À

i nXi, then there is a partition IA\ IB � t0, . . . , n� 1u such

that A �
À

iPIA Xi and B �
À

iPIB Xi.

(ii) In particular, if
À

i nXi is isomorphic to the biproduct of a family tYiui m
of indecomposable objects of C, then n � m and there is a permutation σ

such that Xi � Yσpiq for every i   n.

Proof. (i) Suppose A ` B �
À

i nXi. Write the second biproduct as X0 ` X

with X �
À

1¤i nXi. Let πA, ιA, πB , ιB and π0, ι0, πX , ιX be the canonical

morphisms.

Since 1X0
� π0ιAπAι0 � π0ιBπBι0 and the endomorphism ring CpX0q is

local, either π0ιAπAι0 or π0ιBπBι0 is an automorphism of X0. Without loss

of generality, assume that π0ιAπAι0 is an automorphism, with inverse, say, g.

Then 1X0
� pgπ0ιAqpπAι0q and pπAι0qpgπ0ιAq is an idempotent endomorphism

of A. It follows that 1A � pπAι0qpgπ0ιAq is also an idempotent endomorphism

of A, hence, by Lemma 1.10, there is an object A1 and morphisms ι1 P CpA1, Aq

and π1 P CpA,A1q such that π1ι1 � 1A1 and 1A � pπAι0qpgπ0ιAq � ι1π1. In

other, words, A is a biproduct of X0 and A1 with canonical injections πAι0 and

ι1, and canonical projections gπ0ιA and π1. It follows that X is a biproduct of

X0, A1 and B with injections ιAπAι0, ιAι
1 and ιB , and projections gπ0ιAπA,

π1πA, and πB . The identity morphism of X can be seen as an isomorphism

X0 ` pA
1 ` Bq Ñ X0 ` pX1 ` � � � `Xn�1q, and its top-left entry is π0pιAπAι0q,

which is an isomorphism. By Lemma 1.13, we have A1 `B � X1 ` � � � `Xn�1,

hence (i) follows by induction.

(ii) Applying (i) to A � Y0 and B � Y1`� � �`Ym�1, we get that IA � ti0u is

a singleton, because Y0 is indecomposable, hence Y1 ` � � � ` Ym�1 � X0 ` � � � `yXi0 ` � � � `Xn�1 and we conclude by induction.

We conclude this section with a version of the Krull-Schmidt Theorem which

is instrumental in the proof of the main results of Chapter 5. First we need to

recall a result from combinatorics:

Theorem 1.15 (Hall’s Theorem). Let tSiuiPI be a finite indexed family of finite

sets, and let S be their union. An injective mapping g : I Ñ S such that gpiq P Si is

called a transversal for the family. Such a transversal exists if and only if for every

I0 � I we have |I0| ¤
���

iPI0 Si
��.
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Proof. Suppose that a transversal g exists. Since g is injective and gpI0q ��
iPI0 Si, we have |I0| ¤

���
iPI0 Si

��, hence the condition is necessary. We prove

that it is sufficient by induction on |I|. The base step |I| � 1 is trivial. Thus

assume |I| � n ¥ 2.

Suppose for every non-empty proper subset I0 of I the inequality in the

statement is strict, that is, that

|I0| � 1 ¤

�����¤
iPI0

Si

����� .
Choose i0 P I and x0 P Si0 arbitrarily. Suppose I0 � Izti0u is non-empty. Then�����¤

iPI0

Siztx0u

����� ¥ �����¤
iPI0

Si

������ 1 ¥ |I0|.

By induction, the family tSiztx0uuiPIzti0u has a transversal g. Prolonging g by

gpi0q � x0 gives a transversal for the family tSiuiPI .

Thus we may assume that there is a non-empty proper subset I0 of I such

that

|I0| �

�����¤
iPI0

Si

����� .
By induction tSiuiPI0 has a transversal, say g. Let I1 � IzI0. If we prove that

tSizgpI0quiPI1 has a transversal f , then g Y f is a transversal for tSiuiPI . If

I2 � I1, we have that�����¤
iPI2

SizgpI0q

����� ¥ �����¤
iPI2

Siz
¤
iPI0

Si

����� � ����� ¤
iPI2YI0

Si

������ �����¤
iPI0

Si

����� ¥ |I2 Y I0| � |I0| � |I2|,

and we conclude by induction that the required transversal f exists.

Lemma 1.16. Let C be a preadditive category and J its Jacobson radical, as in

Lemma-Definition 1.1.

(i) Let A,B P C be such that B � 0 and CpAq has only the trivial idempotents.

Then a morphism f P CpA,Bq is an isomorphism if and only if it has a right

inverse.

(ii) Let f � f1 � � � fn be a composition of morphisms in C between non-zero

objects whose endomorphism rings have only the trivial idempotents. Then

f is an isomorphism if and only if f1, . . . , fn are all isomorphisms.

(iii) If X,Y are objects of C such that CpXq is a local ring and CpY q has only

the trivial idempotents, then JpX,Y q is the set of non-isomorphisms.

Proof. (i) Suppose f : A Ñ B has a right inverse, say g : B Ñ A, so that fg �

1B . Then gf is an idempotent endomorphism of A. Since gf � 0A implies
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1B � fg � pfgqpfgq � 0B , which is false because B � 0, we must have

gf � 0A. Then A � 0 and, as CpAq has only the trivial idempotents, gf � 1A,

so that g and f are mutually inverse isomorphisms in C. In particular, f is an

isomorphism. The converse implication is clear.

(ii) A composition of isomorphisms is an isomorphism, so that if all f1, . . . , fn

are isomorphisms, then f1 � � � fn is an isomorphism. Conversely, suppose that

f1 � � � fn is an isomorphism. To prove that f1, . . . , fn are all isomorphisms, it

suffices to prove the case n � 2 and use induction. From 1 � f1f2pf1f2q
�1 we

obtain that f1 has a right inverse, hence is an isomorphism by (i). It follows that

f2 � f�1
1 pf1f2q is also an isomorphism.

(iii) If f : X Ñ Y is an isomorphism, then 1X � f�1f � 0X is not invertible

in CpXq because X � 0, thus f R JpX,Y q. Conversely, if f : X Ñ Y is not in the

Jacobson radical, there exists g : Y Ñ X be such that 1X � gf is not invertible.

Since CpXq is a local ring, gf is an automorphism of X. In particular, g has a

right inverse. As X � 0 and CpY q has only trivial idempotents, (i) applies to

show that g is an isomorphism. Then f � g�1pgfq is also an isomorphism.

Notice that, if C is an idempotent-complete additive category, the condition

in Lemma 1.16 that the endomorphism ring of a non-zero object X of C has

only the trivial idempotents amounts to the condition that X be an indecom-

posable object (Lemma 1.11). In general, for a non-zero object X of C, we only

have the implication that if CpXq has only the trivial idempotents then X is

indecomposable.

Notation 1.17. If g is a morphism between two biproducts in some additive

category, say

g : X � X1 ` � � � `Xn Ñ Y1 ` � � � ` Ym � Y ,

we denote by gji : Xi Ñ Yj the morphism πjgιi, where ιi : Xi Ñ X is the

i-th canonical injection of the domain and πj : Y Ñ Yj is the j-th canonical

projection of the codomain of g. This way we do not have to explicitly allocate

symbols for the canonical morphisms of the various biproducts in question.

Theorem 1.18 (Krull-Schmidt Theorem, revisited). [Gir11a, Theorem 2.2] Let

X1, . . . , Xn and Y1, . . . , Ym be objects with local endomorphism ring of an addi-

tive category A. Suppose that g : X1 ` � � � ` Xn Ñ Y1 ` � � � ` Ym is an isomor-

phism. Then n � m and there exists a permutation σ of t1, . . . , nu such that each

gσpiq,i : Xi Ñ Yσpiq is an isomorphism.

Proof. Let J be the Jacobson radical of A and Q : A Ñ A{J be the canonical

functor. Let Γ: A{J ÑzA{J be the canonical additive full and faithful functor

into the idempotent completionzA{J of A{J. For all morphisms α in A between

objects with local endomorphism ring, α is an isomorphism if and only ifQpαq �

0 by Lemma 1.16(iii), if and only if ΓQpαq � 0.
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By the classical Krull-Schmidt Theorem 1.14 for idempotent-complete addi-

tive categories, and because ΓQpgq is an isomorphism, we deduce in particular

that n � m.

View g as an n� n matrix, where gji : Xi Ñ Yj . For each j � 1, . . . , n let Sj

be the set of indices i � 1, . . . , n such that gij is an isomorphism. Consider the

collection of sets tSiui�1,...,n. We need to pick an element σpjq from Sj for each

j � 1, . . . , n in such a way that σpjq � σpkq if j � k. By Hall’s Theorem 1.15,

this can be done if and only if |I| ¤ |
�
iPI Si| for all I � t1, . . . , nu. Assume by

contradiction that for some Ī we have |Ī| ¡ |
�
iPĪ Si|. Without loss of generality

we may assume that Ī � t1, . . . , ru and that t1, . . . , nuzpS1 Y � � � Y Srq � ts �

1, . . . , nu with 0 ¤ s   r ¤ n. Thus we can write g in block matrix form as

g �

�
α �

α1 �

�
where α : X1`� � �`Xr Ñ Y1`� � �`Ys and α1 : X1`� � �`Xr Ñ Ys�1`� � �`Yn

is such that ΓQpα1q � 0, and similarly we write

g�1 �

�
β β1

� �

�
where β : Y1`� � �`Ys Ñ X1`� � �`Xr and β1 : Ys�1`� � �`Yn Ñ X1`� � �`Xr.

Computing the top left entry of g�1g we have 1 � βα � β1α1, from which 1 �

ΓQpβαq. Hence ΓQpβαq is an automorphism of ΓQpX1q ` � � � ` ΓQpXrq which

factors through ΓQpY1q ` � � � ` ΓQpYsq. Since idempotents split in zA{J, we

conclude by Lemma 1.11 that ΓQpX1q ` � � � ` ΓQpXrq is a biproduct factor of

ΓQpY1q ` � � � ` ΓQpYsq. By the classical Krull-Schmidt Theorem 1.14, it follows

that r ¤ s, contradiction.

1.4 The Chinese Remainder Theorem

In this section we develop a generalisation of the Chinese Remainder Theorem

to rings with many objects, i.e., to preadditive categories. This result is implicitly

used in the proof of the main theorems of [FP10, FP09b].

For the sake of completeness, we include, and begin with, a version of

the Chinese Remainder Theorem for non-commutative rings. (The only non-

commutative version known to the author is the one sketched in [Hun80, The-

orem 2.25], for rüngs, i.e., rings that are not required to have an identity ele-

ment.)

Recall that two ideals A andB of a ringR are called comaximal if A�B � R.

Theorem 1.19 (C.R.T. I). Let R be a ring and tIiui n a finite collection of ideals

of R. Consider the canonical injective ring morphism

p : R{
£
i n

Ii Ñ
¹
i n

R{Ii,
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which maps r P R to the n-tuple pr � Iiqi n. The following are equivalent:

(i) The ideals I0, . . . , In�1 are pairwise comaximal.

(ii) The map p is an isomorphism.

Proof. If (ii) holds and i   j   n, there is an element r P R such that r � Ii �

1� Ii and r � Ij � 0� Ij , that is, r P Ij and 1� r P Ii. Thus 1 P Ii � Ij , and (i)

holds.

Let us prove that (i) implies (ii) by induction on n. The case n � 1 is trivial

and the case n � 2 follows from the definition of comaximality. To give a proof

by induction it then suffices to show that I1 and I2 X � � � X In are comaximal,

and use the canonical commutative diagram

R{pI1 X � � � X Inq
p //

��

R{I1 � � � � �R{In

R{I1 �R{pI2 X � � � X Inq // R{I1 � � � � �R{In

Thus we turn to showing by induction on i � 2, . . . , n that

I1 � pI2 X � � � X Iiq � R

The case i � 2 is trivial. If i ¡ 2, then

R � R2

� pI1 � pI2 X � � � X Ii�1qqpI1 � Iiq

� I1 � pI2 X � � � X Iiq

� R

from which the conclusion follows.

Definition 1.20. If A and B are ideals of a preadditive category C, we say that

they are comaximal if A � B is the improper ideal of C, equivalently, if ApXq

and BpXq are comaximal ideals of the ring CpXq, for every object X of C.

Definition 1.21. Recall that, in any preadditive category, when we have an

equality 1A � gf where f : A Ñ B and g : B Ñ A, we say that A is a retract of

B, g is a retraction of f , and f is a section of g [Bor94a].

A functor F : C Ñ D is called isomorphism-reflecting , or we say that F

reflects isomorphisms, if, for every pair of objects X and Y of C, we have that

X � Y if F pXq � F pY q [Fac07]. Similar notions were introduced already in

[Kel64].

The functor F is said to be retract-reflecting if, for every pair of objectsX and

Y of C, we have that X is a retract of Y whenever F pXq is a retract of F pY q.

In other words, for every pair of objects X and Y of C, the identity morphism
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of X factors through Y if the identity morphism of F pXq factors through F pY q.

When this happens we may also say that F reflects retracts. This notion is

weaker than the notion of a “functor which reflects direct summands,” given in

[Fac07] for additive categories. Indeed, consider the additive category C of all

vector spaces over a field and let C1 be the full subcategory of C consisting of

all the vector spaces of dimension � 1, so that C1 is also additive. Then the

inclusion of C1 in C reflects retracts but not direct summands. For instance K2

and K3 are objects of C1, and obviously K2 is a direct summand of K3 in C,

but not in C1.

Theorem 1.22 (C.R.T. II). Let C be a preadditive category and tIiui n a finite

collection of ideals of C. Then we have a canonical faithful additive functor

F : C{
£
i n

Ii Ñ
¹
i n

C{Ii.

The following are equivalent:

(i) The ideals I0, . . . , In�1 are pairwise comaximal.

(ii) The functor F is also full.

If these equivalent conditions hold, then F reflects isomorphisms and retracts.

Let us note that the above theorem does not grant, in general, a category

equivalence, because the canonical functor F may not be dense. To see an

example, please consult Section 7.2.

Proof. If (ii) holds, for each object X of C we have that the canonical ring

morphism

CpXq{
£
i n

IipXq Ñ
¹
i n

CpXq{IipXq (1.23)

is an isomorphism, and by Theorem 1.19 this implies that the ideals tIipXqui n

of CpXq are pairwise comaximal. Since X is arbitrary, this gives (i).

Suppose now that (i) holds. Let X and Y be fixed objects of C. To prove

(ii), we need to show that

F : CpX,Y q Ñ
¹
i n

CpX,Y q{IipX,Y q

is surjective. By Theorem 1.19, we have that the ring morphism (1.23) is an

isomorphism. Hence, for each i   n, there is an endomorphism hi of X such

that PiF phiq � 1X � IipXq and PjF phiq � 0 for j � i. Hence for a given tuple

pgi � IipX,Y qqi n we have that

PiF

�
j̧ n

gjhj

�
�

j̧ n

PiF pgjqPiF phjq � PiF pgiq � gi � IipX,Y q,
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as required.

Assume that the two equivalent conditions hold and that F pXq � F pY q.

Then there is an isomorphism η : F pXq Ñ F pY q. Since F is full, we may choose

f : X Ñ Y and g : Y Ñ X such that F pfq � η and F pgq � η�1. Then F pfgq � 1

and F pgfq � 1, so that fg � 1 and gf � 1, because F is faithful, hence X � Y .

Suppose 1F pXq � βα with α : F pXq Ñ F pY q and β : F pY q Ñ F pXq. Since

F is full, α � F pgq and β � F pfq for suitable morphisms g : X Ñ Y and

f : Y Ñ X. Therefore F p1X�fgq � 0, hence 1X � fg, because F is faithful.

Conditions (i) and (ii) of Theorem 1.22 are not equivalent to “F is a cate-

gory equivalence.” Indeed, even if F is faithful and full, it is not necessarily a

category equivalence, because it may not be dense. We will give an example

later on (page 135) when the necessary notions will have been introduced.

We conclude with an easy generalisation of the Chinese Remainder Theorem

for preadditive categories:

Theorem 1.24 (C.R.T. III). Let C be a preadditive category and tIiui κ a family

of pairwise comaximal ideals of C, and suppose that for every object X of C the

set supppXq � ti   κ : IipXq is proper u is finite. Then the canonical faithful

additive functor

F : C{
£
i κ

Ii Ñ
¹
i κ

C{Ii

is also full. As a consequence, F reflects isomorphisms and retracts.

Proof. This is a straightforward generalisation of the previous version, Theo-

rem 1.22. Indeed, for any two objectsX and Y of C, let S � supppXqXsupppY q.

We have the following canonical commutative diagram

CpX,Y q{
�
iPS IipX,Y q

//
±
iPS CpX,Y q{IipX,Y q

��
CpX,Y q{

�
i κ IipX,Y q

//
±
i κCpX,Y q{IipX,Y q

where the top arrow is an abelian group isomorphism by Theorem 1.22. If i   κ

is not in S, then either 1X P IipXq or 1Y P IipY q, and in both cases IipX,Y q

is improper; this justifies the leftmost vertical identification and shows that the

rightmost vertical arrow is an isomorphism. It now follows that the bottom

arrow is an isomorphism as well. That F reflects isomorphisms and retracts

follows as in the proof of Theorem 1.22.
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Chapter 2

Semilocal categories

In this chapter we first recall some notions from ring theory and module theory.

More precisely, we define the concepts of Goldie dimension of a module and

of dual Goldie dimension of modules and rings, and explain their arithmetical

properties. We define semisimple modules and rings, and semilocal rings, and

we collect several characterisations from the literature.

The salient point of this chapter is a result of [FP10], which pertains cate-

gories C that have at least a non-zero object, and such that for every non-zero

object X of C the endomorphism ring CpXq is semilocal. There exists an addi-

tive functor F : C{J Ñ
±

IPPrimpCqC{I with the property that if F pXq � F pY q

then X � Y (the functor F reflects isomorphisms), and if 1F pXq factors through

F pY q, then 1X factors through Y (the functor F reflects retracts). Thus objects

of C have a full class of invariants, their isomorphism classes modulo the ideals

I. This is a result that we will use in the study of Auslander-Bridger modules

(Chapter 4).

In the last part of the chapter we concentrate on the objects of finite type

of a preadditive category A, that is, objects whose endomorphism rings E have

the property that E{JpEq is isomorphic to a finite product of division rings.

Thus the full subcategory C of A whose objects are of finite type is semilo-

cal (provided it has a non-zero object), hence a canonical isomorphism- and

retracts-reflecting functor F as above exists. Some more can be said about iso-

morphism of indecomposable objects of C in this special case (Corollary 2.25).

These results are a straightforward generalisation of those in [FP09b] for cate-

gories of modules, and they will be used in the study of biproducts of objects of

finite type in Chapter 5.

33
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2.1 Goldie dimensions and semilocal rings

In this section we introduce the arithmetical properties of the Goldie dimension

and the dual Goldie dimension of modular lattices and the facts about semilocal

rings that are most relevant for this thesis.

The notion of Goldie dimension for modules and rings was introduced in

[Gol58, Gol60] and generalised to arbitrary modular lattices in [GP84]. The

notion of dual Goldie dimension was introduced in [Var79]. The most important

properties of semilocal rings and results about them are originally found in

[CD93], [Bas64] and [Eva73]. All this information is collected in [Fac98, 2.6–

8] and [Fac98, Ch. 4].

2.1.1 Goldie dimension of a modular lattice

Both the notions of Goldie dimension and dual Goldie dimension of a module

are specialisations of the notion of Goldie dimension of a complete modular

lattice L, that is, a lattice satisfying the modular identity, which is the property

c ¤ a ùñ a^ pb_ cq � pa^ bq _ c,

and with a greatest element 1 and a smallest element 0. (These can always be

added.) For elements a and b of L such that a ¤ b, we denote by ra, bs the

interval from a to b, that is, the set of elements x of L such that a ¤ x ¤ b.

The central notion here is that of a join-independent subset of non-zero el-

ements of L. For a finite subset A � taiui n of non-zero elements of L, we

say that A is join-independent if ai ^ p
�
i�j n ajq � 0 for every i   n. For an

arbitrary family A of non-zero elements of L, we say that A is join-independent

if all its finite subsets are. Thus, the notion of join-independence is finitary by

its very definition. An element a of L is said to be essential if it satisfies the

property

a^ x � 0 ùñ x � 0,

while a is called uniform if it is non-zero and satisfies

0 � x, y ¤ a ùñ x^ y � 0.

In other words, the interval r0, as, seen as a complete modular lattice in its own

right, has the property that every non-zero element is essential. Here is the

main theorem of this section:

Theorem 2.1. [GP84] For a complete modular lattice L the following are equiv-

alent:

(i) There are no join-independent subsets of L of infinite cardinality.
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(ii) The cardinality of an arbitrary join-independent subset of L is bounded by

some m   ω.

(iii) There is a finite join-independent subset taiui n of L such that
�
i n ai is

an essential element and all the elements ai are uniform.

When the equivalent conditions of Theorem 2.1 are satisfied, we say that L

has Goldie dimension n (the integer from condition (iii)), and denote this fact

by dimpLq � n. In all other cases we agree that dimpLq � 8, so that dim is a

function taking values in N Y t8u, with the usual conventions that n ¤ 8 and

n�8 � 8�8 � 8 for all n   ω.

2.1.2 Goldie dimension of a module

The Goldie dimension of a module M is defined as the Goldie dimension of

its lattice of submodules. Uniform elements translate to non-zero uniform sub-

modules. More explicitly, a module U is uniform if it is non-zero and the inter-

section of non-zero submodules of U is non-zero, equivalently, if all non-zero

submodules of U are essential submodules. An essential element translates to

an essential submodule. A subset tMiui κ of non-zero submodules of M is a

join-independent subset of the lattice of submodules of M if and only if the

sum
°
i κMi is in fact direct. Therefore, for a module M , if there exists a non-

negative integer n such that M contains an essential submodule of the formÀ
i n Ui where each Ui is uniform, then we say that M has Goldie dimension

n and denote this fact by dimpMq � n. Such non-negative integer n may not

exist, and (*) this is the case precisely when M contains as submodules direct

sums of arbitrarily many submodules, as it follows by specialising Theorem 2.1.

When this is the case, we say that M has infinite Goldie dimension and write

dimpMq � 8. Thus the dimension dimpMq is defined for every module M and

is an element of the linearly ordered set N Y t8u, with the usual convention

that n   8 for every n   ω, and that anything added to 8 yields 8. From the

definition and property (*) one obtains easily that

Proposition 2.2. The Goldie dimension enjoys the following properties:

(i) dimpMq � 0 if and only if M � 0.

(ii) dimpMq � 1 if and only if M is uniform.

(iii) If M ¤e N , then dimpMq � dimpNq.

(iv) dimpMq � dimpEpMqq.

(v) An injective module has finite Goldie dimension n if and only if it is a direct

sum of n uniform submodules.
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(vi) A module M has finite Goldie dimension n if and only if EpMq �
À

i nEi

where each Ei ¤ E is uniform.

(vii) If M � A`B, then dimpMq � dimpAq � dimpBq.

(viii) If M ¤ N , then dimpMq ¤ dimpNq.

Proof. The definition proves (i) and (ii) (a module with a uniform essential

submodule is uniform). For (iii), if dimpMq is finite then dimpMq � dimpNq

follows by the definition, while if dimpMq is infinite, it follows from (*). Since

M ¤e EpMq, (iv) is a special case of (iii).

Let us prove property (v). If E is injective and dimpEq � n   ω, then there

is a direct sum
À

i n Ui with each Ui uniform which is essential in E. This

implies that E �
À

i nEpUiq. An injective module is uniform if and only if it is

the injective envelope of a uniform module [Fac98, Lemma 2.24], hence each

EpUiq is uniform. The converse implication holds by the definition.

Property (vi) follows at once from (iv) and (v).

If A or B have infinite dimension, then (vii) follows from (*). If they have

finite dimensions a and b respectively, we have that EpMq � EpAq ` EpBq is

the direct sum of a� b uniform modules by (iii) and (v), hence dimpMq � a� b

by (iii).

To prove (viii), notice that if dimpMq � 8 then dimpNq � 8 by (*), and if

dimpNq � 8 then the inequality holds trivially. Hence we can assume that M ¤

N and both M and N have finite dimension m and n respectively. Since EpMq

is a direct summand of EpNq, we have that m � dimpEpMqq ¤ dimpEpNqq � n

by (iii) and (vii).

As an example of how the Goldie dimension could be used, suppose E is an

injective module of finite Goldie dimension, M is any module with dimpMq �

dimpEq, and ϕ : E Ñ M is a morphism. Then if ϕ is injective, it is an isomor-

phism. Indeed, since E is injective, ϕ splits, that is, there is ψ : M Ñ E such that

ψϕ � 1. ThereforeM � ϕpEq`kerpψq. Hence dimpMq � dimpEq�dimpkerpψqq,

from which kerpψq � 0. In particular:

Lemma 2.3. An endomorphism of an injective module of finite Goldie dimension

is an automorphism if and only if it is injective.

2.1.3 Dual Goldie dimension of a modular lattice

To any lattice L one may associate its dual lattice Lop, obtained by reversing the

partial order, exchanging supremum with infimum. If L is a complete modular

lattice, its dual is still complete and modular, where maximum and minimum

are swapped, that is, 1Lop � 0L and 0Lop � 1L. The dual Goldie dimension of
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a lattice L is defined as the Goldie dimension of the dual lattice Lop. Let us be

more explicit.

A finite subset taiui n of Lzt1u is meet-independent if ai _
��

i�j n aj

	
� 1

for every i   n. An arbitrary subset A � Lzt1u is meet-independent if every

finite subset of A is. Thus meet-independence is a finitary notion, dual to that

of join-independence. An element a of L is superfluous if we have

a� x � 1 ùñ x � 1

for every x P L. A lattice L1 is couniform if

x, y � 1 ùñ x� y � 1,

for every x, y P L1. Thus “superfluous” is the dual of “essential” and “ra, 1s is

couniform” dualises “r0, as is uniform.” We have the dual of Theorem 2.1:

Theorem 2.4. For a complete modular lattice L, the following are equivalent:

(i) All meet-independent subsets of L are finite.

(ii) There exists m   ω such that, for every meet-independent subset A of L, we

have that |A| ¤ m.

(iii) There is a finite meet-independent subset taiui n of L such that
�
i n ai is

superfluous and each rai, 1s is couniform.

When the equivalent conditions of Theorem 2.4 are satisfied, we say that L

has dual Goldie dimension n (the integer from condition (iii)), and denote this

fact by codimpLq � n. Otherwise we set codimpLq � 8 and agree on the usual

arithmetic rules as for the dimension.

2.1.4 Dual Goldie dimension of a module

The first specialisation of the general notion of dual Goldie dimension is to

lattices of submodules. The dual Goldie dimension of a module M is defined

as the dual Goldie dimension of its lattice of submodules. Elements a such that

ra, 1s is a couniform lattice translate to submodules A of M such that M{A

is couniform (= non-zero and the sum of two proper submodules is a proper

submodule). A superfluous element a of the lattice L translates to a superfluous

submodule A of M . A subset tMiui κ of non-zero submodules of M is a meet-

independent subset of the lattice of submodules ofM if and only if the canonical

morphism M Ñ
À

i κM{Mi is onto. In the context of modules, we prefer the

term coindependent subset rather than meet-independent subset. Therefore, for

a module M , if there exists a non-negative integer n such that M contains

a superfluous submodule K such that M{K is a direct sum of n couniform

submodules, then we say that M has dual Goldie dimension n and denote this



38 CHAPTER 2. SEMILOCAL CATEGORIES

fact by codimpMq � n. Such non-negative integer n may not exist, and (**) this

is the case precisely when M contains arbitrarily large coindependent subsets of

submodules, as it follows by specialising Theorem 2.4. When this is the case, we

say that M has infinite dual Goldie dimension and write codimpMq � 8. The

codimension function assigns to a module M an element of the linearly ordered

set N Y t8u with the usual arithmetic conventions, as for the dimension. We

have the analogue of Proposition 2.2, though both the statement and its proof

are slightly different due to the potential lack of projective covers.

Proposition 2.5. The dual Goldie dimension enjoys the following properties:

(i) codimpMq � 0 if and only if M � 0.

(ii) codimpMq � 1 if and only if M is couniform.

(iii) If X ¤s M , then codimpM{Xq � codimpMq.

(iv) If M has a projective cover P , then codimpMq � codimpP q.

(v) If M � A`B, then codimpMq � codimpAq � codimpBq.

(vi) If X ¤M , then codimpM{Xq ¤ codimpMq.

Proof. Properties (i) and (ii) follow from the definition (a module M with a

superfluous submodule A such that M{A is couniform is couniform).

If tNi{Xui n is a coindependent family of n submodules of M{X, then

tNiui n is a coindependent family of n submodules ofM . Therefore (vi) follows

from (**).

Suppose that X ¤s M . If codimpM{Xq is infinite, then codimpMq is infinite

as well, by (vi). Then suppose codimpM{Xq � n   ω. There is a superfluous

submodule K{X of M{X such that pM{Xq{pK{Xq � M{K is isomorphic to

a direct sum of n couniform modules. From X ¤s M and K{X ¤s M{X we

deduce K ¤s M , hence also codimpMq � n. This proves (iii).

Inasmuch as it is a particular case of (iii), property (iv) holds.

Let us prove (v). If A or B has infinite codimension, then so has M , by (vi).

Then assume A and B have finite codimensions a and b respectively. There are

KA ¤s A and KB ¤s B such that A{KA and B{KB are the direct sum of a and

b couniform submodules respectively. Then M{pKA ` KBq � A{KA ` B{KB

is the direct sum of a � b couniform submodules and KA ` KB ¤s M . Thus

codimpMq � a� b.

Let g : M Ñ P be a morphism of M into a projective module P , and sup-

pose codimpMq � codimpP q   ω. If g is surjective, then g is an isomorphism.

Indeed, if g is surjective, it splits, that is, there is f : P ÑM such that gf � 1P .

Thus M � fpP q ` kerpgq. Since f is injective, we have P � fpP q, hence

codimpfpP qq � codimpMq and codimpkerpgqq � 0, so that g is also injective. In

particular:
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Lemma 2.6. An endomorphism of a projective module of finite dual Goldie dimen-

sion is an automorphism if and only if it is surjective.

2.1.5 Semilocal rings

Recall that a module M is simple if its lattice of submodules is trivial, that is,

its only submodules are 0 and M . The module M is called semisimple if every

submodule of M is a direct summand of M . It is well-known that a module M

is semisimple if and only if it is a sum of simple submodules, if and only if it is

a direct sum of simple submodules. The direct-sum decomposition into simple

submodules of a semisimple module is unique, i.e., if tMiuiPI and tM 1
iuiPI1

are sets of simple modules, then the direct sums
À

iPIMi and
À

iPI1M
1
i are

isomorphic if and only if there is a bijection σ : I Ñ I 1 such that Mi � Mσpiq

for all i P I. Submodules and quotients of semisimple modules are semisimple.

Cf. [AF92, §9].

If a ring R is such that RR is a semisimple module, then R is said to be a

semisimple ring.(I) There are many characterisations of semisimple rings: R is

semisimple if and only if every right R-module is semisimple, if and only if every

right R-module is projective, if and only if every right R-module is injective, if

and only if every short exact sequence of right R-modules splits, if and only if

R is right artinian and JpRq � 0. The most important characterisation is due

to Wedderburn-Artin: A ring R is semisimple if and only if it is isomorphic to

a finite product of matrix rings over division rings, that is, R �
±
i nMni

pDiq,

where each Di is a division ring, and n, ni   ω. This last condition is left-right

symmetric, hence all the left versions of the conditions above also characterise

semisimple rings. For details about semisimple rings, see [AF92, §13].

A ring R is a semilocal ring if R{JpRq is a semisimple ring. The connection

between semilocal rings and the theory of dimensions is that a ring R is semilo-

cal if and only if codimpRRq is finite, if and only if codimpRRq is finite. If R is

semilocal, codimpRRq � codimpRRq � codimpRR{JpRqq � codimpRR{JpRqq.

Cf. [Fac98, Proposition 2.43]. This common codimension is denoted codimpRq.

Lemma 2.7. The codimension for rings is additive, in the sense that codimpR1 �

R2q � codimpR1q � codimpR2q. Moreover, if I is an ideal of an arbitrary ring

R, then codimpR{Iq ¤ codimpRq, with equality if I ¤ JpRq. Thus the class of

semilocal rings is closed by finite products and by quotients.

Proof. Suppose R � R1 � R2. Consider the central orthogonal idempotents

e1 and e2 such that 1 � e1 � e2, and Ri � eiRei � eiR. Then codimpRq �

codimpRRq � codimpe1RRq � codimpe2RRq. Notice that an additive subgroup

(I)We note that some authors call these rings “semisimple artinian rings.”
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of eiR is an R-submodule if and only if it is an eiR-submodule, hence it follows

that codimpeiRRq � codimpeiReiRq � codimpeiRq.

If I is an ideal of an arbitrary ringR, then codimpR{Iq � codimppR{IqR{Iq by

definition. Since the lattice of R{I-submodules of R{I coincides with the lattice

of R-submodules, codimpR{Iq � codimppR{IqRq ¤ codimpRRq � codimpRq, by

Proposition 2.5(vi), where the inequality is an equality if I ¤ JpRq ¤s RR, by

Proposition 2.5(iii).

The last assertion of the statement stems from the fact that a ringR is semilo-

cal if and only if codimpRq is finite, as recalled above from [Fac98, Proposi-

tion 2.43].

For instance, a matrix ring R �MnpDq over a division ring D has codimen-

sion n. If ei denotes the square matrix of order n whose only non-zero entry

is the i-i entry, one sees that RR � e1R ` � � � ` enR, and each eiR is a simple

(hence couniform) right ideal. Thus codimpMnpDqq � n.

Lemma 2.8. A semilocal ring R has at most codimpRq maximal two-sided ideals,

and their intersection is JpRq.

Proof. Suppose M is a maximal two-sided ideal of R. Then M � NR for some

maximal right ideal NR. Thus M � r. annRpRR{NRq, and equality holds by the

maximality of M . Since RR{NR is simple and JpRq is the intersection of all

annihilators of simple right R-modules, JpRq � M . This proves that JpRq is

contained in the intersection of all the maximal two-sided ideals of R. Factoring

out the Jacobson radical, it now remains to prove that the lemma is true for

semisimple rings. Now a semisimple ring S is isomorphic to a finite product of

matrix rings over division rings Md1pK1q � � � � �MdnpKnq say. Each MdipKiq is

a simple and artinian ring of dual Goldie dimension di, as we calculated above.

Thus S has dimension d1 � � � � � dn (Lemma 2.7), has exactly 2n two-sided

ideals, n of which are maximal, and the intersection of the maximal two-sided

ideals is zero. This allows us to conclude.

A ring morphism g : R Ñ S is said to be local if, for every r P R, we have

r P UpRq if gprq P UpSq. Here is a very important result about semilocal rings:

Theorem 2.9 (Camps and Dicks). SupposeRÑ S is a local ring morphism. Then

codimpRq ¤ codimpSq. Thus if S is semilocal, so is R. (Cf. [CD93, Theorem 1].)

If C is any additive category, then the class of objects X of C such that CpXq

is a semilocal ring is closed under the formation of biproducts. To prove it, we

need the following:

Lemma 2.10. [SV79, Theorems 2.3 and 2.5] Let R be a ring and P a finitely

generated projective right R-module. Then codimpP q � codimpEndRpP qq. In

other words, the dual Goldie dimension (as a module) of P equals the dual Goldie

dimension (as a ring) of its endomorphism ring.
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Proof. Suppose first that JpRq � 0. Assume that P has finite dual Goldie di-

mension n. Then there is a surjective R-morphism g : P Ñ
À

i n Ci with each

Ci couniform and kerpgq ¤s P . Since JpRq � 0, we have RadpP q � PJpRq � 0,

from which kerpgq � 0, hence g is an isomorphism. Since Ci is couniform,

it has at most one maximal submodule. Because Ci is projective, RadpCiq �

CiJpRq � 0. Since the radical of a module is the intersection of its maximal

submodules, we conclude that 0 is the maximal submodule of Ci, hence Ci is

simple. Thus P is a semisimple module of length n, and rearranging the fac-

tors in the direct-sum decomposition of P , we obtain P �
À

µ m S
nµ
µ with°

µ m nµ � n and the modules Sµ pairwise non-isomorphic simple modules.

Thus EndRpP q �
±
µ mMnµ

pEndRpSµqq is a semisimple ring, whose codimen-

sion is n by Lemma 2.7 and the remark before Lemma 2.8.

Conversely, let us assume that S � EndRpP q has finite dual Goldie di-

mension n. Recall that ϕ P JpSq if and only if ϕpP q ¤s P [AF92, Proposi-

tion 18.20], that is, if and only if ϕpP q ¤ PJpRq � 0. Thus JpSq � 0. Since

codimpSq � codimpSSq, we have by the same argument as above that SS is a

semisimple module of length n. Suppose S �
À

i n eiS is a decomposition into

simples, where teiui n is a suitable complete orthogonal set of idempotents of

S. Correspondingly we have P �
À

i n eiP , and the endomorphism ring of

eiP is isomorphic to eiSei, a division ring. This means that eiP is couniform by

Lemma 4.2, hence codimpP q � n.

Now let JpRq be arbitrary. Let R̄ � R{JpRq and P̄ � P {PJpRq. Since

P is finitely generated, PJpRq ¤s P , hence codimpPRq � codimpP̄Rq. Since

P̄ is a finitely generated projective right R̄-module and JpR̄q � 0, by the al-

ready proved part we have codimpP̄R̄q � codimpEndR̄pP̄ qq. An additive sub-

group of P̄ is an R-submodule if and only if it is an R̄-submodule, and an

additive group endomorphism of P̄ is an R-endomorphism if and only if it

is an R̄-endomorphism. Hence codimpPRq � codimpP̄Rq � codimpP̄R̄q, and

codimpEndR̄pP̄ qq � codimpEndRpP̄ qq. Because P is a finitely generated pro-

jective R-module, we have EndRpP̄ q � EndRpP q{JpEndRpP qq [AF92, Corol-

lary 17.12], hence codimpEndRpP̄ qq � codimpEndRpP q{JpEndRpP qqq, which

equals codimpEndRpP qq by Lemma 2.7.

The next observation was remarked in passing in [FH04]:

Corollary 2.11. Let C be an additive category and M1 and M2 objects of C. The

endomorphism rings of M1 and M2 are semilocal if and only if so is the endomor-

phism ring of M �M1 `M2. More precisely, codimpCpMqq � codimpCpM1qq �

codimpCpM2qq.

Proof. Let S � CpMq and ei � ιiπi P S. Thus SS � e1S ` e2S, hence

codimpSq � codimpSSq � codimpe1Sq ` codimpe2Sq, and by Lemma 2.10,
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codimpeiSq � codimpeiSeiq. Because eiSei � CpMiq, the conclusion follows.

The importance of semilocal rings for the study of direct-sum decomposi-

tions is that if a module M has semilocal endomorphism ring, then it can-

cels from direct sums, that is, M ` X � M ` Y implies X � Y (Theo-

rem 2.13 (Evans)). This cancellation theorem actually holds in every pread-

ditive category, where the direct sums become (possibly “formal”) biproducts

(Section 1.2.1). In other words, it is a theorem about matrices of morphisms;

no module theory is actually involved. The proof of the cancellation theorem

relies on the fact that a semilocal ring has stable range 1:

Theorem 2.12. [Bas64] A semilocal ring R has stable range 1, that is, if Ra �

Rb � R, then a� tb P UpRq for some t P R.

Proof. Suppose first that R is semisimple and that Ra � Rb � R. Because the

ring is semisimple, Rb is a semisimple module, and RaXRb is a direct summand

of Rb, i.e., pRa X Rbq ` I � Rb for some left ideal I of R. It follows that

Ra ` I � RR. Consider the surjective morphism µ : R Ñ Ra given by r ÞÑ ra.

We have that kerpµq ` C � RR for some left ideal C of R, and µ|C : C Ñ Ra

is an isomorphism. Then RR � kerpµq ` Ra � Ra ` I hence kerpµq � I,

because R is semisimple (cf. remarks at the beginning of the section on the

uniqueness of the direct-sum decomposition of a semisimple module into simple

modules). Fix an isomorphism f : kerpµq Ñ I. Thus we have an automorphism

η : RR � C ` kerpµq Ñ RR � Ra ` I given by c � k ÞÑ µpcq � fpkq. On the

other hand, η must be right multiplication by some element u P R, necessarily

invertible. Write 1 � c � k with c P C and k P kerpµq, so that ka � 0. Thus

a � ca, and u � ηp1q � ηpc � kq � µpcq � fpkq � ca � fpkq � a � fpkq. Recall

that f takes values in I ¤ Rb, hence fpkq � tb for some t P R. This proves that

u � a� tb P UpRq.

Suppose now that R is semilocal, and again that Ra � Rb � R. The ring

R̄ � R{JpRq is semisimple, and R̄ā � R̄b̄ � R̄. Then there is t̄ P R̄ such that

ā � t̄b̄ P UpR̄q, which implies a � tb P UpRq. (The canonical ring morphism

RÑ R̄ is local.)

The following result is known as the cancellation property of modules with

semilocal endomorphism rings.

Theorem 2.13. (Cf. [Eva73, Theorem 2].) Let A be an object of a preadditive

category whose endomorphism ring has stable range 1. Suppose that there are

objects B and C of the category in question such that the biproducts A ` B and

A`C are isomorphic (possibly in the additive closure of the category in question).

Then B � C.
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Proof. Consider an isomorphism

F �

�
fA,A fA,B

fC,A fC,B

�
: A`B Ñ A` C,

whose inverse is �
gA,A gA,C

gB,A gB,C

�
: A` C Ñ A`B.

It follows that�
1A 0

0 1B

�
�

�
gA,AfA,A � gA,CfC,A gA,AfA,B � gA,CfC,B

gB,AfA,A � gB,CfC,A gB,AfA,B � gB,CfC,B

�
.

By hypothesis, there is an endomorphism t of A such that

u � fA,A � tgA,CfC,A

is an automorphism of A. Consider the mapping

G �

�
1A tgA,C

gB,A gB,C

�
: A` C Ñ A`B.

One has that

GF �

�
u �

0 1B

�
: A`B Ñ A`B,

which is clearly an automorphism of A ` B, regardless of the top right entry

that we did not calculate. Then G is an isomorphism, and its top left entry is

1A. Then we conclude that B � C by applying Lemma 1.13.

2.2 A full class of invariants for objects of semilo-

cal categories

It is natural to try to use the Chinese Remainder Theorem 1.24 together with

Proposition 1.4 to find a canonical functor C Ñ
±

IPPrimpCqC{I that reflects

isomorphisms, thus obtaining a full set (or class) of invariants for the objects of

C. In trying to do so, one is hindered by the fact that the ideals in PrimpCq may

not be pairwise comaximal. Another problem is that, for a given object X of C,

there may be infinitely many ideals I P PrimpCq such that IpXq � CpXq.

In this section, we will see that a setting in which these obstructions van-

ish is that of a semilocal category C. In [FP10], Facchini and Perone define

a semilocal category to be a preadditive category C with at least one non-zero

object, and such that CpXq is a semilocal ring for every non-zero object X of C.

From Lemma 2.7 we immediately deduce that a factor of a semilocal category

by a proper ideal is semilocal, and that the product of finitely many semilocal
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categories is semilocal, while from Theorem 2.9 we deduce that if C Ñ D is

an almost local functor (Lemma-Definition 5.1) and D is semilocal, then so is

C. Also, the additive closure and the idempotent completion of a semilocal

category are semilocal, because finite direct sums and direct summands of ob-

jects which have semilocal endomorphism rings are again semilocal (by Corol-

lary 2.11).

Recall that for a ring R, a prime ideal I is an ideal of R such that, for every

pair of ideals A and B of R such that AB � I, it is the case that A � I or

B � I. Equivalently, for every pair of elements a, b P R such that aRb � I, we

have a P I or b P I [Lam01, p. 165]. We begin this section with a neat result

generalising [FP10, Lemma 2.1].

Theorem 2.14. Let X and Y be non-zero objects of a preadditive category C, and

let I be a prime ideal of CpXq. Then:

(i) If I 1 � AIpY q is a proper ideal of CpY q, then AI1 � AI and I 1 is a prime

ideal of CpY q.

(ii) If I is a maximal ideal, I 1 is proper, and CpY q is a semilocal ring, then I 1 is

a maximal ideal of CpY q.

Proof. (i) Since AIpY q � I 1, the inclusion AI � AI1 follows by Lemma 1.2. Let

us prove that if the inclusion is proper, then I 1 � CpY q, so that the first part of

(i) follows. Then suppose that there exist objects A and B of C and a morphism

g P CpA,Bq such that g P AI1pA,Bq but g R AIpA,Bq.

Without loss of generality, we assume that A � B � X. Indeed, there exist

morphisms α P CpX,Aq and β P pB,Xq such that βgα R I � AIpXq, while

βgα P AI1pXq.

Let ϕ P CpX,Y q and ψ P CpY,Xq be arbitrary morphisms. Then ϕxgyψ �

AI1pY q � I 1 � AIpY q, hence xψϕyxgyxψϕy � AIpXq � I. (Here xey indicates

the ideal of CpXq generated by e, where e is any endomorphism of X.) Since

I is prime and xgy �� I, it follows that ψϕ P I. Because ϕ and ψ are arbitrary,

1Y P AIpY q � I 1 and I 1 is not proper, as required.

To prove that I 1 is a prime ideal of CpY q, suppose f, g P CpY q are such that

fCpY qg � I 1 and g R I 1 � AIpY q. There exist morphisms α0 : X Ñ Y and

β0 : Y Ñ X such that β0gα0 R I. Let α : X Ñ Y and β : Y Ñ X be arbitrary

morphisms. Then βfαCpXqβ0gα0 � βfCpY qgα0 � AIpXq � I, from which

βfα P I. Thus f P AIpY q � I 1, as required.

(ii) Since I is maximal, JpXq � I, thus J � AI by Lemma 1.2. In particular,

JpY q � AIpY q � I 1. Thus CpY q{I 1 is isomorphic to a quotient of CpY q{JpY q,

hence it is a semisimple ring. By the Artin-Wedderburn Theorem cited earlier,

CpY q{I 1 �
±
i nMdipDiq where each di is a positive integer and each Di is a

division ring. Suppose e� I 1 is a central idempotent of CpY q{I 1. Then eCY p1�

eq � I 1, so that e P I 1 or 1 � e P I 1, because I 1 is a prime ideal by (i). Thus in



2.2. INVARIANTS FOR OBJECTS OF SEMILOCAL CATEGORIES 45

the decomposition above n � 1 and CpY q{I 1 �Md0pD0q is a simple ring, hence

I 1 is a maximal ideal of CpY q.

While preadditive categories need not have maximal ideals [FP10, Exam-

ple 4.1], the situation is much nicer for semilocal categories, as we show next.

Theorem 2.15. [FP10, Proposition 4.3 and Theorem 4.8] Let C be a semilocal

category.

(i) Every proper ideal of C is contained in a maximal ideal. In particular, max-

imal ideals exist in C.

(ii) The maximal ideals of C are exactly the ideals of C associated to maximal

ideals of endomorphism rings of its objects, that is, the ideals in PrimpCq.

(iii) The intersection of the maximal ideals of C is the Jacobson radical J of C.

(iv) Distinct maximal ideals of C are pairwise comaximal.

(v) For every object X of C, there are only finitely many maximal ideals I of C

such that IpXq is a proper ideal of CpXq.

Proof. Notice that for a semilocal ring S, as it follows from the Wedderburn-

Artin decomposition of S{JpSq into matrix rings, an ideal is primitive if and

only if it is maximal, and there are finitely many maximal ideals. Thus the

family of ideals PrimpCq consists of those ideals of C that are associated to

maximal ideals of endomorphism rings of its objects.

Let us first prove that every I P PrimpCq is a maximal ideal. Let X be

a non-zero object of C and M a maximal ideal of CpXq such that I � AM .

Since AM pXq � M , the ideal AM is proper. Suppose I1 is a proper ideal of

C containing AM . There exists an object Y such that I1pY q is a proper ideal

of CpY q. Since AM pY q � I1pY q is proper, we have that AM pY q is actually

maximal by Theorem 2.14, hence AM pY q � I1pY q. Theorem 2.14 also tells us

that AM � AI1pY q, so by Lemma 1.2, we have I1 � AM . Hence I1 � AM � I.

Since C has a non-zero object, the above also proves that C has a maximal

ideal. More generally, suppose I is a proper ideal of C. Then there exists an

object X of C such that IpXq � CpXq. Then IpXq � M for some maximal

ideal of C, and, by Lemma 1.2, we have I � AM . Thus every proper ideal is

contained in a maximal ideal, and (i) is proved.

The above reasoning can be applied in particular to a maximal ideal I, ob-

taining I � AM . This completes the proof of (ii).

Part (iii) is Proposition 1.4.

Let I1 and I2 be distinct ideals in PrimpCq and X an object of C. If both

M1 � I1pXq and M2 � I2pXq are proper ideals of CpXq, then M1 and M2

are maximal ideals and Ii � AMi
by Theorem 2.14. Since I1 � I2, it follows
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that M1 and M2 are distinct maximal ideals of CpXq, hence I1pXq � I2pXq �

CpXq. If either one of IipXq is not proper, the same conclusion follows. Since

X is arbitrary, this proves (iv), i.e., that the ideals in PrimpCq are pairwise

comaximal.

Let X be an object of C and I P PrimpCq. If IpXq is proper, then I � AIpXq

and IpXq is a maximal ideal of CpXq by Theorem 2.14. Since there are finitely

many, it follows that IpXq is proper for only finitely many I P PrimpCq. Since

X is arbitrary, (v) holds.

The previous result provides a class of invariants for a semilocal category, as

an application of the Chinese Remainder Theorem 1.24.

Notation 2.16. For a semilocal category C, we denote by V pCq the class of

maximal ideals of C. Thus V pCq � PrimpCq (Theorem 2.15(ii)). If M is a

non-zero object of C, we let V pC,Mq be the subset of V pCq consisting of those

maximal ideals of C associated to maximal ideals of the endomorphism ring

CpMq, that is, those I such that IpMq � CpMq. The set V pC,Mq is finite,

because CpMq has finitely many maximal ideals (Lemma 2.8). We will write

V pMq for V pC,Mq if the category is understood. Thus V pCq �
�
V pC,Mq,

where the union is taken over all non-zero objects M of C.

Theorem 2.17. Let C be a semilocal category. The canonical additive functor

CÑ
¹

IPV pCq

C{I.

is full, and it reflects isomorphisms and retracts.

Proof. The previous result implies, together with Theorem 1.24, that the canon-

ical functor

C{JÑ
¹

IPV pCq

C{I

is faithful, full, isomorphism- and retracts-reflecting. We claim that the canon-

ical functor F : C Ñ C{J is isomorphism- and retracts-reflecting as well. The

statement then follows by composing the two functors.

To prove the claim, suppose α : F pXq Ñ F pY q is an isomorphism. Since

F is full, α � F pgq and α�1 � F pfq for some g : X Ñ Y and f : Y Ñ X.

Thus F p1X � fgq � 0 and F p1Y � gfq � 0, that is, 1X � fg and 1Y � gf

are in the Jacobson radical, so that fg and gf are automorphisms, and both f

and g are isomorphisms. Finally, assume that 1F pXq factors through F pY q, that

is, 1F pXq � βα, for some α : F pXq Ñ F pY q and β : F pY q Ñ F pXq. Again,

α � F pgq and β � F pfq. Thus F p1X � fgq � 0 and fg is an automorphism of

X. Hence 1X factors through Y , as required.

Notice the following elementary fact:
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Lemma 2.18. Suppose X, Y , and X ` Y are objects of a semilocal category C.

Then V pX ` Y q � V pXq Y V pY q.

A stronger version of the above lemma is Proposition 2.21, and it essentially

comes from [FP09b, Corollary 3.5].

Proof. If I P V pXq, then IpX ` Y q is proper. For instance, ιXπX R I, otherwise

1X P IpXq, which is false, because IpXq is a maximal ideal of CpXq. Thus

I � AIpX`Y q by Theorem 2.14, hence I P V pX ` Y q.

Suppose I P V pX ` Y q. Then either IpXq or IpY q is proper, for otherwise

1X`Y � ιXπX � ιY πY P I, which is false. Say IpXq is proper. Then I � AIpXq

by Theorem 2.14, hence I P V pXq.

The lemma above shows that when writing V pCq as the union V pCq ��
V pXq, such union can be taken over just the indecomposable objects of C.

If C is semilocal, also the additive closure SumspCq of C is semilocal (Corol-

lary 2.11), and the lemma implies that V pSumspCqq �
�
XPC V pXq. Let us

state a very simple consequence of these considerations and Theorem 2.17 for

later reference:

Lemma 2.19. Let C be a semilocal category. Let M and N be biproducts of

objects of C, i.e., M and N are supposed to be objects of SumspCq. The following

are equivalent:

(i) M and N are isomorphic.

(ii) M and N are isomorphic in SumspCq{P for each P P V pSumspCqq.

(iii) M and N are isomorphic in SumspCq{P for each P P V pSumspCq, Xq for

every object X of C.

2.2.1 Rings and objects of finite type

In this section, we explain some results from [FP09b] that will be used in Chap-

ter 5. They pertain a special type of semilocal categories.

Recall that a ring morphism f : R Ñ S is said to be local if fprq P UpSq

implies r P UpRq, for every r P R.

Lemma-Definition 2.20. [FP09b, Proposition 2.1] Let n be a positive integer

and R a ring. The following are equivalent:

(i) R{JpRq is a product of n division rings.

(ii) R admits a local ring morphism into a product of m division rings, and n is

the smallest such positive integer m.

(iii) R has n maximal right ideals, and they are all two-sided.
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(iv) R has n maximal left ideals, and they are all two-sided.

(v) R has n primitive ideals I0, . . . , In�1, and R{Ii is a division ring for every

i   n.

If these equivalent conditions hold, we say that R is a ring of type n. We also

declare that R is a ring of type 0 if |R| � 1. For an object X of a preadditive

category C, we say that X is of type n if its endomorphism ring CpXq is of type n.

For instance, an object of type 0 is a zero object and an object of type 1 is an object

with local endomorphism ring.

Proof. (i) ñ (ii). Suppose (i) holds. Then R{JpRq is isomorphic to a product of

n division rings. Since the canonical ring morphism RÑ R{JpRq is local, it fol-

lows that R has a local morphism into a product of n division rings. Also notice

that codimpRq � codimpR{JpRqq � n, by Lemma 2.7. Suppose there is another

local morphism of ringsRÑ
±
i mDi, where eachDi is a division ring. By The-

orem 2.9 and Lemma 2.7, we have that n � codimpRq ¤ codimp
±
i mDiq � m.

Thus (ii) holds.

(ii) ñ (iii). Suppose (ii) holds. Let g : R Ñ
±
i nDi be a local ring mor-

phism and Di be a division ring for every i   n. Let Pi � kerppigq where

pi :
±
i nDi Ñ Di is the canonical projection. Since R{Pi is a subring of the

division ring Di, each Pi is a completely prime ideal of R. In addition, because

the morphism g is local,
�
i n Pi is the set of non-units of R. Thus if M is a

maximal right ideal of R, then M ¤ Pi for some i   n (Lemma 5.4), hence

M � Pi and M is two-sided. Hence the set of maximal right ideals is a sub-

set of tPiui n, say tPiµuµ m, with m ¤ n. Then there is a canonical injective

ring morphism R{JpRq Ñ
±
µ mR{Piµ , which is also surjective by the Chinese

Remainder Theorem 1.19, and each R{Piµ is a division ring, because it has no

non-trivial right ideals. By minimality of n, we have m � n, hence (iii) holds.

(iii) ñ (i). Let tMiui n be the set of n maximal right ideals of R, and

assume each Mi is actually two-sided. Then we have a canonical injective ring

morphism p : R{JpRq Ñ
±
i nR{Mi. Since R{Mi has no non-trivial right ideal,

it is a division ring. By the Chinese Remainder Theorem 1.19, p is also surjective,

hence an isomorphism.

Condition (iv) is also equivalent to (i), (ii), and (iii), because (i) is left-right

symmetric.

Here is the only bit of the proof not contained in [FP09b]. This last condition

(v) will be useful later.

(i) ñ (v). If (i) holds and I is a primitive ideal of R, then JpRq � I, and R{I

is a simple quotient of R{JpRq � D0 � � � � �Dn�1, where each Di is a division

ring, hence R{I is also a division ring, and there are n choices for I. Hence (v)

holds.
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(v) ñ (i). Conversely, suppose I0, . . . , In�1 are the finitely many primitive

ideals of R, and that R{Ii is a division ring for every i   n. The Chinese Remain-

der Theorem 1.19 implies that the canonical ring morphism R Ñ
±
i nR{Ii is

surjective, and its kernel is
�
i m Ii � JpRq. Thus (v) implies (i).

What follows was proved in [FP09b, Corollary 3.5] for categories of mod-

ules. Here we give a different and somewhat simpler proof, in the case of addi-

tive categories.

Proposition 2.21. Let C be an additive category and X,Y objects of C of finite

type m and n respectively.

(i) If V pXq and V pY q have non-empty intersection, then X `Y is not an object

of finite type.

(ii) If V pXq and V pY q are disjoint, then X ` Y is of finite type m � n, and

V pX ` Y q is the disjoint union of V pXq and V pY q.

Proof. (i) Suppose that I is an ideal in the intersection V pXq X V pY q. We claim

that

M :�

�
CpXq CpY,Xq

IpX,Y q IpY q

�
is a maximal right ideal of CpX ` Y q, containing IpX ` Y q, but not two-sided;

as a consequence, CpX ` Y q is not a ring of finite type.

To show that M is a maximal right ideal, suppose that M 1 is a right ideal

of CpX ` Y q and that M   M 1. There is an element g P M 1zM . Then either

g2,2 R IpY q or g2,1 R IpX,Y q.

In the first case, since CpY q{IpY q is a division ring, there is f P CpY q such

that 1Y � g2,2f P IpY q. Then

g

�
0 0

0 f

�
�

�
0 �g1,2f

0 1Y � g2,2f

�
�

�
0 0

0 1Y

�
is in M 1, and it easily follows that M 1 is improper.

In the second case, suppose by contradiction that g2,1CpY,Xq � IpY q. Then

CpY qg2,1CpY,Xq � IpY q and g2,1 P IpX,Y q, because I � AIpY q. That is false,

hence there exists f P CpY,Xq such that g2,1f R IpY q.Thus g
�
0 f
0 0

�
P M 1, and

its bottom-right entry is not in IpY q, hence we conclude by the first case.

Let us finally show that M is not two-sided. Notice that IpX,Y q is a proper

subgroup of CpX,Y q. If not, we would have 1X P AIpY qpXq � IpXq, which is

false. Hence we can pick a morphism f P CpX,Y qzIpX,Y q. Thus, to show that

M is not two-sided, just notice that M is not closed by left multiplication by�
0 0
f 0

�
.

(ii) Assume that V pXq and V pY q are disjoint. Let I be a primitive ideal

of CpX ` Y q. Then AI is a proper ideal of C, so either AIpXq or AIpY q is
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proper. Without loss of generality, suppose M � AIpXq is proper. Then M

is a maximal ideal of CpXq and AI � AM by Theorem 2.14. It follows that

AIpY q � AM pY q is improper, otherwise AM would be common to V pXq and

V pY q, again by Theorem 2.14. Therefore,

I � AIpX ` Y q �

�
M CpY,Xq

CpX,Y q CpY q

�
,

which implies that CpX ` Y q{I � CpXq{M is a division ring. The proof also

shows that I ÞÑ AI defines an injective mapping from the set of primitive ideals

of CpX ` Y q into V pXq \ V pY q, hence there are finitely many primitive ideals.

Thus Lemma 2.20(v) shows that CpX ` Y q is of finite type.

We already know that V pX ` Y q � V pXq \ V pY q, by Lemma 2.18. To

conclude that the type of X ` Y is m� n, just notice that the type of an object

of finite type Z of C is simply the cardinality of V pC, Zq.

Lemma 2.22. The class of objects of finite type (in any preadditive category) is

closed by biproduct factors and the type is additive, i.e., if X � A1`A2 is of finite

type, then both A1 and A2 are of finite type, and the type of X is the sum of the

type of A1 and that of A2.

Proof. From the decomposition X � A1 ` A2 we obtain a local ring morphism

EndpAiq Ñ EndpXq by sending g to ιigπi, and by composing it with the canoni-

cal projection EndpXq Ñ EndpXq{JpEndpXqq, we obtain a local ring morphism

of EndpAiq into a finite product of division rings. Therefore A1 and A2 are

objects of finite type. Since X is of finite type, the rest follows from Proposi-

tion 2.21.

Corollary 2.23. Every non-zero object X of finite type (in any preadditive cate-

gory) has a decomposition as a biproduct of indecomposable objects of finite type.

Proof. By induction on the type of X and Lemma 2.22.

Lemma 2.24. Let B be a preadditive category whose objects have finite type. Let

X P B and P P V pB, Xq, and let F : B Ñ B{P be the canonical functor. Then

B{P has only one non-zero object up to isomorphism, and for any object N of B,

the following are equivalent:

(i) P P V pB, Nq.

(ii) PpNq is maximal.

(iii) PpNq is proper.

(iv) F pXq � F pNq.
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Proof. The implications (i) ñ (ii) ñ (iii) are trivial. Suppose (iii) is true,

that is, F pNq � 0. Then 1N R P, so there are morphisms f : X Ñ N and

g : N Ñ X such that gf R PpXq. Thus gf � P is an automorphism in B{P,

because BpXq{PpXq is a division ring. It also follows that pgfq2 R PpXq, that

is, gpfgqf R PpXq, so that fg R PpNq. Since P pNq is proper, it is maximal

by Theorem 2.14, and BpNq{PpNq is a division ring. Therefore fg � P is also

an automorphism in B{P . Hence f � P and g � P are isomorphisms, and

F pXq � F pNq. This shows that (iii) implies (iv), and also that B{P has only

one non-zero object up to isomorphism. Cf. [FP09b, Lemma 4.5]. If (iv) holds,

then BpXq{PpXq � BpNq{PpNq, so that PpNq is maximal. By Theorem 2.14,

P is associated to PpNq, hence (i) holds.

The following result was proved in [FP09b, Corollary 3.5] for modules of

finite type; here is a version for objects of finite type of preadditive categories.

Corollary 2.25. Let A be a preadditive category and X and Y objects of finite

type of A. Then X � Y if and only if V pC, Xq � V pC, Y q, where C is any full

semilocal subcategory of A containing X and Y . Moreover, X is a retract of Y if

and only if V pC, Xq � V pC, Y q.

Proof. In both statements one implication is trivially true. Thus suppose that

V pC, Xq � V pC, Y q. Let B be the full subcategory of C whose only objects

are X and Y . By Remark 1.3, V pB, Xq � V pB, Y q. Then V pBq � V pB, Xq �

V pB, Y q. Therefore, if P is any maximal ideal of B, then X and Y are non-zero

objects of B{P, hence isomorphic. By Theorem 2.17, X � Y in B, hence in C.

If V pXq � V pY q, for P P V pXq we have that X and Y are isomorphic

modulo P, in particular the identity of X factors through Y in C{P. If P is

not in V pXq, then X is zero modulo P, hence trivially the identity of X factors

through Y in C{P. By Theorem 2.17, the identity of X factors through Y in

C.

Notice that Corollary 2.25 does not hold for objects of a semilocal category.

There is a trivial example. Let D be a division ring and C the category of

finite-dimensional right D-vector spaces. Since EndDpD
nq �MnpDq is a simple

artinian ring, we have that C is a semilocal category. Of course, Dn and Dm

are not isomorphic if n and m are distinct. Nevertheless, V pDnq and V pDmq

coincide. Their only element is zero, and it is the Jacobson radical of C. This

example also shows that Lemma 2.24 does not hold if we replace B with an

arbitrary semilocal category.
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2.3 Categories of finite dual Goldie dimension

Besides ideals, a preadditive category C also has one-sided ideals. For instance,

a right ideal of C is a collection I of morphisms of C such that IpX,Y q :�

I XCpX,Y q is a subgroup of CpX,Y q, for every X and Y in C, and such that

for every f P IpY,Zq and g P CpX,Y q we have fg P IpX,Zq. The right ideals

of C form a (large) complete lattice, whose dual Goldie dimension we define to

be to be the codimension codimpCq of the preadditive category C. The prompt

objection that the reader will raise at this point is that this ought to be qualified

as a “right” codimension. We presently state that this notion of codimension is

left-right symmetric, as is the case for rings, and we will see this quite clearly at

the end of the section (Remark 2.35).

The main aim of this section is to prove that codimpCq is finite if and only

if C is a semilocal category with finitely many non-zero objects. This is not too

surprising as soon as one understands how right ideals can be partitioned, as

we next show, and what the maximal subfunctors of representable functors are.

The maximal subfunctors of Cp�, Xq are associated to maximal right ideals of

the endomorphism ring CpXq, in a way that strongly resembles the situation

for the maximal ideals of semilocal categories.

Recall that a subfunctor of the representable functor Cp�, Xq can be seen as

a class of morphisms M of C into the objectX, such that MpAq :�MXCpA,Xq

is a subgroup of CpA,Xq, and such that if g P MpAq and f P CpB,Aq, then

gf PMpBq, for every A and B in C. It is straightforward to see that:

Lemma 2.26. A class I of morphisms of C is a right ideal if and only if it is a

union I �
�
XPC IX of subfunctors IX of Cp�, Xq.

If I is a right ideal and X is an object of C, then IX will denote the class of

morphisms in I whose codomain is X.

Corollary 2.27. A right ideal I is maximal if and only if there exists an object X

such that IX is a maximal subfunctor of Cp�, Xq and IY � Cp�, Y q for every

other object Y .

Corollary 2.28. Every proper subfunctor of Cp�, Xq is contained in a maximal

subfunctor, and every proper right ideal of C is contained in a maximal right ideal.

Proof. Standard application of the Zorn Lemma, plus Lemma 2.26.

It is interesting to notice that the maximal subfunctors of the representable

functor Cp�, Xq are associated to the maximal right ideals of the endomor-

phism ring CpXq, in much the same way that the maximal ideals of a semilocal

category are associated to the maximal ideals of the endomorphism rings of its

objects:
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Proposition 2.29. Let G be a maximal subfunctor of Cp�, Xq. Then I :� GpXq

is a maximal right ideal of the endomorphism ring CpXq, and for every object A

and every morphism g : AÑ X, we have that

g P GpAq ðñ gCpX,Aq � I. (2.30)

Moreover, given a maximal right ideal I of CpXq, equation (2.30) defines a maxi-

mal subfunctor of Cp�, Xq.

Proof. Suppose I   I0 ¤ CpXq for some right ideal I0. Then G� I0Cp�, Xq �

Cp�, Xq, in particular, I0 � I � I0 � CpXq. This shows that I is a maximal

right ideal of CpXq.

Let us now prove equation (2.30). Suppose that g R GpAq. Then G �

gCp�, Aq � Cp�, Xq. In particular, GpXq � gCpX,Aq � CpXq. Since G is a

proper subfunctor of Cp�, Xq, we have that GpXq � CpXq, thus gCpX,Aq is

not contained in GpXq. The other implication is trivial.

Now suppose that I is a maximal right ideal of CpXq and define G by means

of (2.30). It is clear that G is then a subfunctor of Cp�, Xq. Suppose G ¤ G0 ¤

Cp�, Xq, for some subfunctor G0. Then I ¤ G0pXq ¤ CpXq, hence either

G0pXq � I or G0pXq � CpXq. In the first case, G0 � G by the already proved

part of the proposition, in the second case, G0 � Cp�, Xq. This proves that G

is in fact a maximal subfunctor.

Lemma 2.31. A right ideal I of C is superfluous if and only if it is contained in

the Jacobson radical J.

Proof. First notice that I is a superfluous right ideal of C if and only if IX is a

superfluous subfunctor of Cp�, Xq for every object X of C, because for right

ideals I and K we have pI�KqX � IX �KX , and because of Lemma 2.26.

Thus we are left to prove that a subfunctor G of Cp�, Xq is superfluous if

and only if G � Jp�, Xq.

First suppose G is superfluous and consider g P GpAq � CpA,Xq for an

arbitrarily fixed object A of C. Let f P CpX,Aq also be arbitrary. We have

that 1X � gf is not in GpXq, otherwise 1X P GpXq and G is not proper. If H

is the subfunctor of Cp�, Xq generated by p1X � gfq, that is, HpBq � p1X �

gfqCpB,Xq for every B in C, we have that G � H � Cp�, Xq. Thus H �

Cp�, Xq, in particular, 1X P HpXq, so that 1X � gf is right invertible. Since

f is arbitrary, we conclude that g P JpA,Xq, and because A is also arbitrary,

G � Jp�, Xq.

To prove the converse, let us show that Jp�, Xq is a superfluous subfunctor

of Cp�, Xq. Consider a subfunctor G of Cp�, Xq such that G � Jp�, Xq �

Cp�, Xq. In particular, 1X � g� j for some g P GpXq and some j P JpXq. Thus

g � 1X � j is an automorphism of X, hence GpXq � CpXq, and it follows that

G � Cp�, Xq.
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Lemma 2.32. The Jacobson radical J of C is the intersection of all maximal right

ideals of C. (See also [Mit72, page 21].)

Proof. If g : AÑ B is not in MpA,Bq for some maximal right ideal M of C, then

MB � gCp�, Aq � Cp�, Bq. In particular 1B � m � gf for some f : B Ñ A.

Thus 1B � gf P MB . If this were invertible, M would contain g, which it does

not. Hence 1B � gf is not invertible, and this shows that g is not in J. Thus J is

contained in every maximal right ideal.

Conversely, suppose that g : A Ñ B is contained in every maximal right

ideal, and let f : B Ñ A be arbitrary. It follows that gf : B Ñ B is contained in

every maximal right ideal of C.

This includes ideals M thus formed: Let I be a maximal right ideal of CpBq,

and let MB be a maximal subfunctor of Cp�, Bq containing the subfunctor

ICp�, Bq (Corollary 2.28). Let MY � Cp�, Y q for every Y � B. Thus M is

a maximal right ideal of C (Corollary 2.27). Notice that MBpBq � I (Proposi-

tion 2.29). Therefore g P M implies gf PM, hence gf P I. Since I is arbitrary,

gf P JpBq, hence 1B � gf is an automorphism of B. Because f is arbitrary,

g P JpA,Bq. The reverse inclusion is thus proved.

Proposition 2.33. The preadditive category C has finite codimension if and only

if its Jacobson radical J is the intersection of finitely many maximal right ideals.

Proof. If C has finite codimension then there is a bound n on the cardinality of a

family of coindependent right ideals of C. Let tMiui n be a coindependent fam-

ily of maximal right ideals of C of greatest cardinality. Since J is the intersection

of all maximal right ideals, J ¤
�
i nMi. Suppose the inclusion is proper. Then

there is a maximal right ideal M such that
�
i nMi is not contained in M. Then

(*) tMiui nYtMu is a coindependent set of maximal right ideals of cardinality

n� 1, a contradiction, hence J is the intersection of n maximal right ideals. To

see (*), use the dual of the proof of [Fac98, Proposition 2.31]. Indeed, we have

Mi �

�
MX

£
i�j n

Mj

�
�Mi �

�£
j n

Mj �

�
MX

£
i�j n

Mj

��
�

�Mi �

��£
j n

Mj �M

�
X
£

i�j n

Mj

�
�Mi �

£
i�j n

Mj � C

Conversely, suppose J �
�
i nMi is the finite intersection of the set of

maximal right ideals tMiui n. We can assume that n is minimal, so that the

family is coindependent. (Indeed, if Mi �
�
i�j nMj were proper, we would

have that the intersection of n�1 maximal right ideals
�
i�j nMj is contained

in Mi, hence it would equal J, against minimality of n.) Moreover, the interval

rMi,Cs is obviously couniform, and the intersection of the family is J, which

is a superfluous right ideal (Lemma 2.31). Therefore the codimension of C is

finite and equal to n.
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Proposition 2.34. Let C be a preadditive category with at least a non-zero object.

Then C has finite codimension if and only if C is a semilocal category with finitely

many non-zero objects.

Proof. Suppose C is a preadditive category with a non-zero object and finite

codimension, and write J �
�
i nMi with each Mi a maximal right ideal.

Then for each non-zero object X we have JpXq �
�
i nMipXq. Each MipXq

is either equal to CpXq or a maximal right ideal of CpXq, by Corollary 2.27

and Proposition 2.29. Thus the Jacobson radical of the endomorphism ring

CpXq is the intersection of finitely many (at most n) maximal right ideals. The

injective morphism CpXq{JpXq Ñ
À

CpXq{MipXq shows that CpXq{JpXq

is a semisimple CpXq{JpXq-module, that is, CpXq{JpXq is a semisimple ring,

hence that CpXq is semilocal. Thus C is a semilocal category.

Also, to each maximal right ideal Mi we associate the unique object Xi

such that the subfunctor pMiqXi
of Cp�, Xiq is proper (Corollary 2.27). If X

is a non-zero object, we have JpXq � CpXq, hence MipXq � CpXq for some

i   n. Thus the mapping Mi ÞÑ Xi is surjective and we have at most n non-zero

objects in C.

Conversely, suppose C is a semilocal category with finitely many objects, say

tXiui n. For each i   n there is a finite set tIpi,jquj ni
of maximal right ideals

of the endomorphism ring CpXiq whose intersection is JpXiq, because CpXiq is

a semilocal ring.

For every i   n and every j   ni, using Lemma 2.26, Corollary 2.27, and

Proposition 2.29, let Mpi,jq be the maximal right ideal of C defined by

M
pi,jq
Xi

pXiq � Ipi,jq, and M
pi,jq
Xk

� Cp�, Xkq if k � i.

It suffices to prove that the intersection of the maximal right ideals Mpi,jq is the

Jacobson radical J (Proposition 2.33). For every non-zero object Xk of C we

have £
i n

£
j ni

Mpi,jqpXkq �
£
i n

£
j ni

M
pi,jq
Xk

pXkq

�
£
j nk

M
pk,jq
Xk

pXkq

�
£
j nk

Ipk,jq

� JpXkq,

thus said intersection and J agree on pairs pXk, Xkq. Next notice that g P

JpXh, Xkq if and only if gCpXk, Xhq � JpXkq, so that we conclude by Proposi-

tion 2.29.

Remark 2.35 (Symmetry). The above proof actually shows more, it shows that

the notion of codimension for preadditive categories is left-right symmetric, that
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is, codimpCq is the same if we use the lattice of left ideals rather than that of

right ideals.

To show this, we note that the positive integer ni can be taken to be the

codimension codimpCpXiqq of the semilocal ring CpXiq. Moreover, the N :�°
i n ni maximal right ideals Mpi,jq of C form a coindependent set whose inter-

section is superfluous (Lemma 2.31), and every interval rMpi,jq,Cs is trivially

couniform. Therefore, we have proved that the codimension codimpCq � N of

C is the sum of the codimensions of the endomorphism rings of its non-zero

objects. Since for a ring R we have codimpRq � codimpRRq � codimpRRq, the

conclusion follows.



Chapter 3

The Auslander-Bridger

transpose

3.1 The stable category

If C is a preadditive category and F is a class of objects of C, there is a canon-

ical factor category C{F where all objects in F become zero objects. This is

the factor category C{IF where IF is the ideal of C generated by the class of

identity morphisms t1X : X P Fu.

If C is an additive category and F is a class of objects of C closed un-

der biproducts, IF can be described as the class of morphisms of C that fac-

tor through an object in F . Indeed, if g P IF pX,Y q, then g �
°
i n aibi for

suitable morphisms ai : Fi Ñ Y and bi : X Ñ Fi, with each Fi in F . Then

g �
�°

i n aiπi
��°

j n ιjbj
�

factors through
À

i n Fi, which is in the family F .

The converse is trivial.

If, in addition, C is idempotent-complete and the class F is also closed under

biproduct factors, then no objects other than those in F become zero in the

quotient C{F , as we will prove shortly.

Remark 3.1. Suppose C is additive and g P CpX,Y q decomposes as a sum

g �
°
i n gi of morphisms gi P CpX,Y q such that each gi factors through some

object Ai of C. Then g factors through the biproduct A �
À

i nAi. To see this,

let ιi : Ai Ñ A denote the canonical injections and πi : A Ñ Ai the canonical

projections of said biproduct. Write gi as gi � ϕiψi with ψi : X Ñ Ai and

57
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ϕi : Ai Ñ Y . Then we have

g �
i̧ n

gi �
i̧ n

ϕiψi �
i̧ n

ϕiπiιiψi �

�
i̧ n j̧ n

ϕiπiιjψj �

�
i̧ n

ϕiπi

��
j̧ n

ιjψj

�
,

hence g factors through A. In particular, if g is a morphism between two biprod-

ucts, we can write g as

g �
i̧,j

ι1iπ
1
igιjπj �

i̧,j

ι1igi,jπj ,

so that if each entry gi,j of g factors through some Ai,j , then g factors throughÀ
i,j Ai,j .

Lemma 3.2. Suppose that C is an idempotent-complete additive category and that

F is a class of objects of C closed under biproducts and biproduct factors. If M and

N are objects of C, the following are equivalent:

(i) M and N are isomorphic in C{F .

(ii) There exist objects X and Y in F such that M`X and N`Y are isomorphic

in C.

In particular, F is the class of objects that become zero objects in C{F .

Proof. That (ii) implies (i) follows from the fact that the canonical functor CÑ

C{F is additive and sends the objects in F to zero objects. Thus assume (i)

that M and N are isomorphic in C{F . This means that there exist morphisms

f : M Ñ N and g : N ÑM in C such that 1M � gf and 1N � fg factor through

objects in F . Write 1M � gf � g1f 1 for some f 1 P CpM,Y q and g1 P CpY,Mq,

and Y P F . Then we have

1M �
�
g g1

	�f
f 1

�
, e �

�
f

f 1

��
g g1

	
, (3.3)

where e is an idempotent endomorphism of N ` Y . Since idempotents split in

C, we have that

1X � uv, 1� e � vu (3.4)

for some object X of C and morphisms u P CpN ` Y,Xq and v P CpX,N ` Y q.

Equations 3.3 and 3.4 show that N `Y is the biproduct of M and X in C. Thus

it is only left to show that X is in fact in F . Notice that 1� e factors through an

object in F . Indeed, in matrix form,

1� e �

�
1N � fg �fg1

�f 1g 1Y � f 1g1

�
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and all entries factor through objects in F , hence by Remark 3.1 and the fact

that F is closed under biproducts, 1�e factors through an object in F . Therefore

we may write 1 � e � u1v1 with X 1 � dompu1q � codompv1q in the family F .

Then

1X � uv � upvuqv � puu1qpv1vq

shows that 1X factors through an object X 1 in F , hence X is a biproduct factor

of X 1 (Lemma 1.11), thus X lies in F .

To verify the last assertion, if M becomes a zero object in C{F , by what has

already been proved, M `X � Y for some X and Y in F . Since the class F is

closed by biproduct factors, it follows that M P F .

Let us specialise the above construction to the category of right R-modules

and the class F of all projective rightR-modules, which is closed under arbitrary

direct sums and under direct summands. The category pMod-Rq{F is called the

stable category and is usually denoted by Mod-R. When two modules M and

N are isomorphic in the stable category, we also say that M and N are stably

isomorphic, and it follows from Lemma 3.2 that M and N are stably isomorphic

if and only if M ` P � N `Q for suitable projective modules P and Q.

The full subcategory of the stable category whose objects are the finitely

presented right R-modules is denoted mod-R. The analogous constructions for

left R-modules are denoted by R-Mod and R-mod.

3.2 The Auslander-Bridger transpose

The duality after which this subsection is named is a categorical duality from the

stable category of finitely presented right R-modules to the stable category of

finitely presented left R-modules. Before giving the definition, we recall some

general results, that will be useful also later on, and then study the category of

morphisms between projective modules.

Recall that if U is an S-R-bimodule, we can consider the U -dual, that is, the

pair of contravariant additive functors

S HomRp�, Uq : Mod-RÑ S-Mod,

HomSp�, UqR : S-ModÑ Mod-R.

When the bimodule U is clear from the context, we will use p�q� to denote

either of these functors. Recall that M� is called the U -dual of M and M�� the

U -double dual, and similarly for morphisms. For each right R-module or left

S-module M , we let

σM pmqpγq � γpmq,

for m P M and γ P M�. This defines the evaluation map σM : M Ñ M��,

which is a module morphism natural in M . A module M is called U -reflexive
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if σM is an isomorphism. The class of U -reflexive modules is closed by direct

summands and finite direct sums [AF92, Proposition 20.13]. Moreover, if M

is U -reflexive, then M� is also U -reflexive [AF92, Proposition 20.14(3)]. Of

particular importance is the following:

Proposition 3.5. [AF92, Proposition 23.1] The U -dual induces additive categor-

ical dualities between the full subcategory of U -reflexive right R-modules and the

full subcategory of U -reflexive left S-modules, indeed, p�q�� � 1 via the evaluation

natural isomorphism σ.

For the details we refer to [AF92, §20 and §23].

In this section, we will focus on the case U � RRR, i.e., the R-dual. The

module RR is readily checked to be reflexive, hence all finitely generated free

modules RR
n (n   ω) are reflexive, therefore finitely generated projective mod-

ules (= direct summands of Rn for various n   ω) are reflexive modules. More-

over, if P is a finitely generated projective module, then so is its dual P�. In-

deed, since P `Q � RR
n for some n   ω, we have P� `Q� � RnR. Therefore

the categorical duality of Proposition 3.5 restricts to a duality from the category

of finitely generated projective rightR-modules to that of finitely generated pro-

jective left R-modules, and p�q�� is naturally isomorphic to the identity functor

(via the evaluation map σ).

Let PR be the class of finitely generated projective right R-modules, and

MorphpPRq the morphism category of this class of modules. The objects of this

category are the R-module morphisms between objects in the class PR. We will

denote by P the object µP : P0 Ñ P1. A morphism u : P Ñ Q in the morphism

category is a pair of R-module morphisms pu0, u1q such that u1µP � µQu0.

P

u

��

P0

µP //

u0

��

P1

u1

��
Q Q0 µQ

// Q1

A morphism pu0, u1q in the morphism category is an isomorphism if and only if

both u0 and u1 are isomorphisms (of R-modules).

From the considerations in the previous paragraphs, it follows that the ad-

ditive contravariant functor p�q� � Homp�, Rq induces an additive duality

MorphpPRq Ñ MorphpRPq, (3.6)

and p�q�� is naturally isomorphic to the identity functor. Precisely, for any

object P of the morphism category, we have that σP : P Ñ P�� is the pair

σP � pσP0
, σP1

q.

The duality (3.6) is used to define the Auslander-Bridger transpose, a duality

between the stable module categories mod-R and R-mod. The reason is that
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these stable categories are equivalent to factors of the morphism categories of

PR and RP respectively. There exists a canonical additive full and dense functor

C: MorphpPRq Ñ mod-R

which sends an object P to the right R-module cokerpµP q � P1{µP pP0q. For

a morphism u : P Ñ Q, we let Cpuq be the equivalence class in mod-R of the

morphism mapping x� µP pP0q to u1pxq � µQpQ0q.

P0

µP //

u0

��

P1

u1

��

// P1{µP pP0q //

Cpuq
��

0

Q0 µQ

// Q1
// Q1{µQpQ0q // 0

Every finitely presented module is (by definition) isomorphic to the cokernel of

a morphism between finitely generated projective modules, thus C is dense. By

the lifting property of projective modules, C is full.

Lemma 3.7. The kernel KR of the functor C consists of those morphisms u : P Ñ

Q such that there is a morphism f : P1 Ñ Q0 such that u1µP � µQfµP .

Proof. If Cpuq factors through a projective module, then it also factors through

the epimorphism πQ, say Cpuq � πQg.

P0

µP //

u0

��

P1

f~~
u1

��

πP // CpP q

g
||

//

Cpuq
��

0

Q0 µQ

// Q1 πQ

// CpQq // 0

Then the image of u1 � gπP sits inside the kernel of πQ, hence u1 � gπP factors

through µQ, say u1 � gπP � µQf . Then u1µP � µQfµP .

Conversely, suppose there exists an f : P1 Ñ Q0 such that u1µP � µQfµP .

Define g : CpP q Ñ Q1 by gpx�µP pP0qq � pu1�µQfqpxq. Then g is well-defined

and πQg � Cpuq. Since Q1 is projective, Cpuq � 0.

The property that allows one to define the Auslander-Bridger transpose is

the following:

Lemma 3.8. For every morphism u : P Ñ Q in the morphism category we have

that u P KR if and only if u� P RK.

Proof. One verifies directly that if u is in KR then u� is in RK. In the same way,

if u� is in RK, then u�� is in KR. Using the “evaluation” natural isomorphism

σ one sees that this is equivalent to u being in KR.
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Therefore we can define the Auslander-Bridger transpose to be a functor Tr

completing the following commutative square:

MorphpPRq{KR

C

��

p�q� // MorphpRPq{RK

C

��
mod-R

Tr
// R-mod

(3.9)

The duality Tr is not canonically defined, as it depends on the choice of a quasi-

inverse of the leftmost additive equivalence C. Also notice that Tr2 is naturally

isomorphic to the identity functor, because p�q�� is.

In practice, suppose that M is a finitely presented left R-module. Then we

have an exact sequence

RR
m ��A //

RR
n // M // 0, (3.10)

where A is a suitable m � n matrix. Taking the dual yields the following exact

sequence of right R-modules:

0 // M� // pRnq�

��

p��Aq�// pRmq�

��
Rn

A�� // Rm // Tr0pMq // 0

The vertical arrows are canonical isomorphism, and Tr0pMq is defined to be

the cokernel of A � �, and is also often called the Auslander-Bridger transpose

of M . Then one lets TrpMq � Tr0pMq, except for the fact that Tr0pMq is a

module while TrpMq is an object of mod-R. Notice that different choices of

the presentation (3.10) may yield non-isomorphic possible choices for Tr0pMq,

although (3.9) assures that all possible choices for TrpMq are isomorphic, i.e.,

the possible choices for Tr0pMq are all stably isomorphic.

In some cases though, we have canonical representatives (up to isomor-

phism) for the stable-isomorphism classes of M and Tr0pMq, for instance, when

the ring R is semiperfect.

Recall that a ring R is semiperfect if every finitely generated right R-module

has a projective cover, if and only if every simple rightR-module has a projective

cover, if and only if there is a decomposition R �
À

i n eiR where each ei is a

local idempotent, i.e., e2i � ei and eiRei is a local ring [Bas60, Theorem 2.1].

If the base ring is semiperfect, a finitely presented module M decomposes as

a direct sumM �M0`P with P projective andM0 without non-zero projective

summands, and if M � M1 ` Q is another such decomposition, then P � Q

and M0 � M1 [War75, Theorem 1.4]. It follows that M0 is the canonical rep-

resentative (up to isomorphism) of the stable-isomorphism class of M [War75,
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Corollary 1.5]. Moreover, M0 admits a minimal projective presentation, that is,

M0 is the cokernel of a morphism µP : P0 Ñ P1 such that both kerpµP q ¤s P0

and µP pP0q ¤s P1, and the dual morphism P� has the same properties, that is,

both its kernel and its image are superfluous submodules, and cokerpµ�P q has no

non-zero projective summands, and is thus the canonical representative for the

stable-isomorphism class of Tr0pMq [War75, Lemma 2.3].

All these results involving the Auslander-Bridger duality also hold for a more

general class of modules [FG11] that will be treated in Chapter 4.
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Chapter 4

Auslander-Bridger modules

The Auslander-Bridger duality finds its best applications in the study of finitely

presented modules over semiperfect rings, as we have seen at the end of Sec-

tion 3.2. We will prove that all those nice results about finitely presented

modules over a semiperfect ring also hold for the modules M that are coker-

nels of morphisms between projective modules whose endomorphism rings are

semiperfect, equivalently, between two finite direct sums of couniform projec-

tive modules (Proposition 4.7). In other words, we will drop all hypotheses on

the ring but require a bit more from the presentations, and the same results will

hold. Among the cokernels M mentioned above, we consider those that have

no non-zero projective summands. We call these modules Auslander-Bridger

modules. Besides extending the well-known theory of finitely presented mod-

ules over semiperfect rings, we will see that an Auslander-Bridger module M is

characterised up to isomorphism by two invariants, namely, its epi-isomorphism

class rM s�e
and its lower-isomorphism class rM s�ℓ

. In addition, the Auslander-

Bridger transpose preserves Auslander-Bridger modules and exchanges the in-

variants, that is, rM s�e
� rN s�e

if and only if rTr0pMqs�ℓ
� rTr0pNqs�ℓ

and

rM s�ℓ
� rN s�ℓ

if and only if rTr0pMqs�e
� rTr0pNqs�e

. Via a suitable duality,

we also study the class of modules M that have no non-zero injective sum-

mands, have finite Goldie dimension, and such that EpMq{M also has finite

Goldie dimension. These will be called dual Auslander-Bridger modules.

Notation 4.1. conceptdual Auslander-Bridger modules

4.1 Couniform projective modules

In this section we set about to investigate the peculiar class of projective mod-

ules that are finite direct sums of couniform submodules.

Recall that a module M is called local if it has a largest proper submodule,
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that is, if M is a cyclic module with a unique maximal submodule. An idempo-

tent e of a ring R is called local if eRe is a local ring.

Couniform projective modules are characterised by many equivalent condi-

tions, cf. [AAF08, Lemma 8.7] and [FG10, Lemma 2.2].

Lemma 4.2. Let R be an arbitrary ring. For a projective right R-module P the

following are equivalent:

(i) P is couniform.

(ii) P is the projective cover of a simple module.

(iii) P is the projective cover of a couniform module.

(iv) P is local.

(v) EndRpP q is a local ring.

(vi) There exists a local idempotent e of R such that P � eR.

Moreover, if these equivalent conditions hold, then HompP,RRq � Re is a couni-

form projective left R-module.

Proof. ((i) ñ (ii)) Suppose P is couniform. Since P is a non-zero projective

module, it has a maximal submodule M . Thus P {M is simple, and the canon-

ical epimorphism P Ñ P {M is a projective cover, for M ¤s P because P is

couniform.

Since a simple module is trivially couniform, (ii) implies (iii).

((iii) ñ (i)) Let g : P Ñ C be a projective cover with C couniform. Let K be

the kernel of g. Suppose A1 and A2 are submodules of P such that A1�A2 � P .

Then pA1�Kq{K�pA2�Kq{K � P {K, thus either pAi�Kq{K � P {K because

P {K � C is couniform. Then Ai �K � P and Ai � P because K ¤s P . This

proves that P is couniform.

((i) � (iv)) Suppose P is couniform. Since all proper submodules are su-

perfluous, they are all contained in RadpP q. The latter is a proper submodule

because P is a non-zero projective module. Thus RadpP q is the largest proper

submodule of P . For the converse, notice that any local module is couniform.

((i) ñ (v)) Since P is couniform, P is indecomposable. Because P is inde-

composable and projective, an endomorphism of P is an automorphism if and

only if it is surjective. Since P is couniform, the set of non-surjective endomor-

phisms of P is an ideal of EndRpP q. (Cf. page 105.) This proves that EndRpP q

is local.

((v)ñ (i)) Suppose A�B � P . Define a surjective morphism σ : A`B Ñ P

by pa, bq ÞÑ a � b. Since P is projective, there exists τ : P Ñ A ` B such that

1P � στ � σιAπAτ � σιBπBτ . Because EndRpP q is a local ring, either term
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is an automorphism of P , say σιAπAτ . Thus σιA : A Ñ P , which is the set

inclusion of A in P , is surjective, i.e., A � P . This proves that P is couniform.

((vi)ñ (v)) If P � eR and e is a local idempotent ofR, then eRe � EndRpP q

is local.

((ii) ñ (vi)) Suppose P is the projective cover of a simple module S. Recall

that S is also a homomorphic image of R, hence P is isomorphic to a direct

summand of R, by the fundamental lemma of projective covers. Thus P � eR

for some idempotent e of R, and eRe � EndRpP q is local by the already proved

equivalence of (ii) and (v). Thus e is a local idempotent.

Of course the conditions (i–v) plus the dual of (vi) are all equivalent for a

projective left R-module P . The last assertion of the statement then follows

from the fact that HomRpeR,Rq � Re for every idempotent e of R, by the

isomorphism g ÞÑ gpeq.

Trivially, a projective module P satisfying the equivalent conditions of the

previous lemma has the property that every quotient of P has a projective cover.

We will see that the projective modules with this property are precisely the

projective lifting modules.

Lemma-Definition 4.3. A module M is a lifting module if, for every submodule

U of M , there exists a direct summand K of M contained in U such that U{K ¤s

M{K. This last condition is equivalent to U XH ¤s H for some (and for every)

complement H of K in M .

Proof. Suppose K is a direct summand of M below U . Let H be any com-

plement of K in M . In the following commutative square, all morphisms are

canonical.

U{K // M{K

U XH

OO

// H

OO

The vertical canonical epimorphisms are both isomorphisms, because M � H`

K, and, by the modular law, U � pU X Hq ` K. Therefore, U{K ¤s M{K is

equivalent to U XH ¤s H.

Remark 4.4. Notice that for a submodule U of a lifting module M , we have

U ¤s M if and only if U contains no non-zero summands of M .

Suppose U ¤s M and that M �M 1`M2 with M 1 ¤ U . Since U�M2 �M ,

we have M2 � M and M 1 � 0. Thus U contains no non-zero summands of M .

Conversely, suppose the latter holds. SinceM is lifting, we can writeM � K`H

withK ¤ U and UXH ¤s H. By hypothesisK � 0, henceH �M and U ¤s M .

Lemma 4.5. A projective module P is a lifting module if and only if every quotient

of P has a projective cover.
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Proof. Suppose that every quotient of P has a projective cover. Let U be any

submodule of P . Then there is a projective cover g : Q Ñ P {U , and of course

we have the canonical epimorphism π : P Ñ P {U . By the fundamental lemma

of projective covers [AF92, Lemma 17.17], P has a direct-sum decomposition

P � H ` K with H � Q, K ¤ kerpπq � U , and such that the restriction

π|H : H Ñ P {U of π is a projective cover for P {U . In particular, kerpπ|Hq �

U XH ¤s H. Thus P is lifting.

Conversely, suppose P is a projective lifting module. Let M be a quotient

of P , which means that M � P {U for some submodule U of P . Decompose P

as P � H ` K with K ¤ U and U X H ¤s H. Then the canonical morphism

H Ñ P {U is a projective cover.

A subclass of projective lifting modules is the class of projective modules that

are direct sums of finitely many couniform submodules. Before characterising

said class of projectives, let us include here a result from [Rou76], for the sake

of completeness.(I) We give a simpler proof using the dual Goldie dimension.

Lemma 4.6. [Rou76, Corollaire 1.2] Suppose P is a projective module that is the

direct sum of n couniform submodules, say P �
À

i n Pi, and suppose that L is a

couniform submodule of P not contained in RadpP q. Then L is a direct summand

of P .

Proof. For some i   n, the restriction πi|L : LÑ Pi is surjective. If not, πipLq ¤

RadpPiq for all i   n, hence πipLq ¤ RadpP q for all i   n, from which L ¤

RadpP q, which is false. It follows that P � L �
°
j n,j�i Pj , hence that there

is a canonical epimorphism g : L ` P0 ` � � � ` pPi ` � � � ` Pn�1 Ñ P . Since the

domain and the codomain of g have the same dual Goldie dimension and P is

projective, g is in fact an isomorphism (cf. discussion before Lemma 2.6). This

means that the sum L �
°
j n,j�i Pj is direct, therefore L is a direct summand

of P .

Proposition 4.7. The following conditions are equivalent for a projective right

module P � 0 over an arbitrary ring R:

(i) P is a direct sum of finitely many couniform submodules.

(ii) P is a finitely generated lifting module and P {PJpRq is semisimple.

(iii) P is the projective cover of a semisimple module T of finite length and every

direct summand of T has a projective cover.

(iv) EndRpP q is a semiperfect ring.

(I)Also, it seems to the author that that paper is scarcely available.
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Proof. ((i) ñ (ii)) Suppose P is a finite direct sum P �
À

i n Pi of couniform

submodules. Since each Pi is a couniform projective module, each Pi is local

by Lemma 4.2((i) � (iv)), hence cyclic, therefore P is finitely generated. Since

P {PJpRq �
À

i n Pi{PiJpRq and each Pi{PiJpRq is simple (because PiJpRq �

RadpPiq is the unique maximal submodule of Pi), we have that P {PJpRq is a

semisimple module. It is left to prove that P is a lifting module, equivalently

(Lemma 4.5) that every quotient of P has a projective cover. We do this by

induction on n ¥ 1. The case n � 1 holds by Lemma 4.2, as it was remarked

before Definition 4.3. Assume n ¡ 1 and fix a submodule M of P . Recall

that PJpRq is superfluous in P because P is finitely generated, by Nakayama’s

Lemma. Therefore, if M ¤ PJpRq, then M is superfluous in P , so that the

canonical epimorphism P Ñ P {M is a projective cover. Hence we can assume

that M �¤ PJpRq. It follows that pM � PJpRqq{PJpRq � M{pM X PJpRqq

is a non-zero submodule of the semisimple module P {PJpRq. Thus M{pM X

PJpRqq contains a simple submodule isomorphic to Pi{PiJpRq, for some i   n.

Hence there is a non-zero morphism Pi ÑM{pMXPJpRqq, which lifts to a non-

zero morphism g : Pi ÑM , because Pi is projective. Since Pi is local and g � 0,

the image of g is a local submodule L of M , and L is not contained in PJpRq.

By Lemma 4.6, L is a direct summand of P . Thus P � L`Q for some Q ¤ P ,

and M � L ` pM X Qq. Since Q is a direct sum of n � 1 couniform projective

modules by the Krull-Schmidt Theorem 1.14, the inductive hypothesis implies

that P {M � Q{pM XQq has a projective cover, as required.

((ii) ñ (iii)) If (ii) holds, simply let T � P {PJpRq. Then T is semisimple

and the canonical epimorphism P Ñ T is a projective cover, because PJpRq is

superfluous in P by Nakayama’s Lemma. Moreover, a direct summand of T is

isomorphic to a quotient of P , hence every direct summand of T has a projective

cover.

((iii) ñ (i)) Decompose T as T �
À

i n Si with each Si simple. By (iii),

each Si has a projective cover Pi, therefore
À

i n Pi is a projective cover of

T , hence we must have P �
À

i n Pi by the fundamental lemma of projective

covers. To conclude, notice that each Pi is couniform by Lemma 4.2((i)� (iii)).

((i) � (iv)) Let S � EndRpP q. P is a finite direct sum of couniform projec-

tive modules if and only if, Lemma 4.2((i) � (ii)), P is a finite direct sum of

modules with local endomorphism ring, if and only if S has complete orthogo-

nal set of local idempotents (recall that EndRpeP q � eSe for e P S idempotent),

that is S is a semiperfect ring (cf. page 62).

Recall the duality between the category of finitely generated projective right

R-modules and the category of finitely generated projective left R-modules in-

duced by p�q� � HomRp�, Rq in Section 3.2. Said duality restricts to one

between finite direct sums of couniform projective right R-modules and finite

direct sums of couniform projective left R-modules, as it follows from the iso-
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morphism peRq� � Re and by additivity of p�q�. Here are some useful features

of this duality:

Lemma 4.8. Let g : QÑ P be a morphism between finite direct sums of couniform

projective modules. Then:

(i) gpQq is superfluous in P if and only if g�pP�q is superfluous in Q�.

(ii) kerpg�q is superfluous in P� if and only if gpQq is not contained in a proper

direct summand of P .

Proof. If gpQq is not superfluous in P , there exists a non-zero direct summand

A of P such that A ¤ gpQq (Remark 4.4). Let π : P Ñ A be an epimorphism

that is the identity on A. Now A is projective and πg : Q Ñ A is onto, so that

there exists α : A Ñ Q with πgα � 1A. Then 1A� � α�g�π�, so that g�π�pA�q

is a non-zero direct summand of Q� contained in g�pP�q. Therefore g�pP�q is

not superfluous in Q�.

Now suppose g�pP�q not superfluous in Q�. (The modules P� and Q� are

also finite direct sums of couniform submodules, as remarked above.) By what

has just been shown, g��pQ��q is not superfluous in P��. By applying the

“evaluation” natural isomorphism σ (Section 3.2), we see that this means that

gpQq is not superfluous in P .

Assume that gpQq is contained in a proper direct summand of P . Thus there

is a decomposition P � A ` B with B � 0 and gpQq ¤ A. Then πBg � 0,

from which g�π�B � 0. Thus kerpg�q contains a non-zero direct summand of P�,

isomorphic to B�. Therefore, kerpg�q is not superfluous in P�.

Conversely, suppose that kerpg�q not superfluous in P�. Thus there is a de-

composition P� � A ` B with A � 0 and g�ιA � 0. It follows that g�� �

π�Bι
�
Bg

��, hence that the image of g�� is contained in the direct summand

π�BpB
�q � B� of P��, and such direct summand is proper because A� � 0.

Hence g��pQ��q is contained in a proper direct summand of P��. Applying the

“evaluation” natural isomorphism σ, we see that gpQq is contained in a proper

direct summand of P .

4.1.1 Couniform projective objects

In this section we will show how several facts about couniform projective mod-

ules and their finite direct sums extend, curiously, to the context of preadditive

categories.

Throughout this section we will work inside a preadditive category. We will

occasionally expand our environment to the additive closure in order to consider

(formal) biproducts, as notation such as pX,Y q will suggest.
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Definition 4.9. We say that a morphism f : A Ñ X has superfluous image if,

whenever pf, gq : pA,Bq Ñ X is an epimorphism, then g : B Ñ X is an epimor-

phism.

It is easy to see that if we assume that the objects are modules and the

morphisms are module morphisms, then this notion coincides with the usual

one.

Here is the analogue of [AF92, Proposition 17.11] for projective objects of

preadditive categories.

Proposition 4.10. Let P be a projective object and S its endomorphism ring. For

an endomorphism f of P , the following are equivalent:

(i) For every g : X Ñ P , if pf, gq : pP,Xq Ñ P is an epimorphism, then g is an

epimorphism; that is, f has superfluous image.

(ii) The endomorphism f is in the Jacobson radical of S.

Proof. Suppose (i) holds and suppose that fS � I � SS . Then fs � g � 1P

for some s P S and some g P I. Then pf, gq : pP, P q Ñ P is an epimorphism.

Indeed, hpf, gq � 0 if and only if hf � 0 and hg � 0, which implies h �

hpfs � gq � 0. Therefore g : P Ñ P is an epimorphism. Since P is projective,

there is g1 P S such that gg1 � 1P , hence I � SS . This shows that fS is a

superfluous submodule of SS , hence contained in JpSq.

Assume that (ii) holds and let pf, gq : pP,Xq Ñ P be an epimorphism. Let

pf 1, g1qT : P Ñ pP,Xq be such that pf, gqpf 1, g1qT � 1P , that is, gg1 � 1P � ff 1.

Since f P JpSq, it follows that gg1 is an invertible element of S, hence g is an

epimorphism.

Definition 4.11. A non-zero object C is called couniform if, whenever a mor-

phism of the form pf, gq : pX,Y q Ñ C is an epimorphism, either f : X Ñ C or

g : Y Ñ C is an epimorphism. In other words, all morphisms into C that are

not epimorphisms have superfluous image.

The definition is coherent with the usual notion of a couniform right R-

module, that is, a couniform right R-module is precisely a couniform object of

the category of right R-modules.

As in the case of modules (Lemma 4.2), we have that:

Proposition 4.12. For a projective object P , the following are equivalent:

(i) P is couniform.

(ii) P has local endomorphism ring.
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Proof. Suppose P has local endomorphism ring and pϕA, ϕBq : pA,Bq Ñ P is an

epimorphism. Since P is projective, there exists pψA, ψBq
T : P Ñ pA,Bq such

that 1P � ϕAψA � ϕBψB . Since the endomorphism ring of P is local, either of

the two terms is an automorphism of P , say ϕAψA, and from this it follows that

ϕA is an epimorphism. This shows that P is couniform.

Conversely, suppose P is couniform. Let f and g be endomorphisms of

P such that f � g is an automorphism of P . We show that either f or g is

an automorphism of P , hence the sum of two non-automorphisms is a non-

automorphism and the endomorphism ring of P is local.

Since f � g is an automorphism of P , we have that pf, gq : pP, P q Ñ P is an

epimorphism, so that either f or g is an epimorphism. Without loss of generality,

assume that f is an epimorphism. Then there is an endomorphism f 1 of P such

that ff 1 � 1P , because P is projective. If, by contradiction, f 1 is not an epimor-

phism, then f 1f is also not an epimorphism. Since pf 1f, 1P � f 1fq : pP, P q Ñ P

is an epimorphism and P is couniform, necessarily 1P � f
1f is an epimorphism.

Then fp1P � f 1fq � 0 implies f � 0 and 1P � ff 1 � 0, a contradiction. There-

fore f 1 is necessarily an epimorphism. Thus ff 1 � 1P implies pf 1f � 1P qf
1 � 0

which implies also f 1f � 1P , hence f is an automorphism of P , as required.

The characterisation of superfluous submodules of a finite direct sum of

couniform projective modules (Proposition 4.7 and Remark 4.4) carries over

to biproducts of couniform projective objects.

Proposition 4.13. Suppose P � pPiqi n is a biproduct of couniform projective

objects. Then a morphism α : A Ñ P has superfluous image if and only if no

non-zero splitting monomorphisms β : B Ñ P factor through α, that is, whenever

there is a commutative triangle

A
α // P

B

β

OO

ϕ

__@
@

@

@

@

@

@

(4.14)

with β a splitting monomorphism, we have β � 0.

Proof. Suppose the morphism α has superfluous image. Since β � αϕ is a

splitting monomorphism, there is β1 : P Ñ B such that β1β � 1B . It is easy to

see that pα, 1P � ββ1q : pA,P q Ñ P is an epimorphism. Then 1P � ββ1 is an

epimorphism, because α has superfluous image. Now β1p1P � ββ1q � 0, hence

β1 � 0, and then β � βpβ1βq � 0.

Next assume that α does not have superfluous image, so that there exists

β : B Ñ P such that pα, βq : pA,Bq Ñ P is an epimorphism but β is not. Then

π0pα, βq : pA,Bq Ñ P0 is also an epimorphism, and since P0 is projective, there

is pψA, ψBq
T : P0 Ñ pA,Bq such that 1P0

� π0αψA � π0βψB . Since P0 has local
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endomorphism ring (Proposition 4.12), either term is an automorphism of P0.

Without loss of generality we assume that π0αψA is an automorphism of P0,

with inverse, say, ϑ. Then we have the commutative triangle

A
α // P

P0

αψAϑ

OO

ψAϑ

``@
@

@

@

@

@

@

where αψAϑ is a non-zero splitting monomorphism factoring through α.

4.2 Auslander-Bridger modules

We are ready to give the most important definitions of this chapter.

Definition 4.15. Over any ring R, let Pc denote the class of projective right R-

modules that satisfy the equivalent conditions of Proposition 4.7. (The symbol

P has already been used earlier for finitely generated projective modules.) A

right R-module M is said to be Pc-finitely presented if there exists a short exact

sequence

P1

g // P0

f // M // 0 , (4.16)

with P0, P1 P Pc, which we call a presentation of M . Such presentation is said

to be minimal if both kerpgq ¤s P1 and gpP1q ¤s P0. An Auslander-Bridger

module is a P-finitely presented module with no non-zero projective direct sum-

mands. The full subcategory of Mod-R whose objects are the Auslander-Bridger

modules is denoted AB.

Of course we have analogous notions for left R-modules. We will use a left

or right index R to make the side clear when needed.

Let us first point out that we can assume that (4.16) is a minimal presenta-

tion:

Lemma 4.17. Every Pc-finitely presented module has a minimal presentation.

Proof. Start with a presentation (4.16). Since M is isomorphic to a quotient of

P0 and P0 is a projective lifting module (Proposition 4.7), M has a projective

cover. By the fundamental lemma of projective covers, there is a decomposition

P0 � Q0 ` C such that f |Q0
: Q0 Ñ M is a projective cover and C ¤ kerpfq.

Notice that Q0 is in Pc, because Pc is closed by direct summands. Also, we

have that gpP1q � kerpfq � C ` pQ0 X gpP1qq � C ` kerpf |Q0
q by the modular

law, hence kerpf |Q0
q is isomorphic to a quotient of P1. As above, we see that

kerpf |Q0
q has a projective cover Q1 Ñ kerpf |Q0

q and that Q1 is a direct sum-

mand of P1, hence in Pc. The composite Q1 Ñ kerpf |Q0
q ¤ Q0 ÑM Ñ 0 is the

minimal presentation required.
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Lemma 4.18. Let X be a homomorphic image of a projective module in Pc. Then

X decomposes as X � N ` P where P is in Pc and N has no non-zero projective

summands. Moreover, if X � N 1 ` P 1 is another such decomposition of X, then

N � N 1 and P � P 1.

Proof. Notice that the dual Goldie dimension codimpXq is finite. Indeed, since

X is isomorphic to a quotient of a projective Q in Pc, it has a projective cover

Q1, isomorphic to a direct summand of Q, hence in Pc. Thus codimpXq �

codimpQ1q, which exists and is finite (Proposition 2.5).

Then we can prove the existence of the decomposition by induction on

codimpXq. If X has no non-zero projective summands, then we just let N � X

and P � 0. (This includes the base step of the induction.) Otherwise,X � P`Y

with P a non-zero projective. Notice that P is isomorphic to a direct summand

of Q1, hence P lies in Pc. Moreover, Y is a homomorphic image of Q1 and

codimpY q   codimpXq, so by the inductive hypothesis the required decomposi-

tion exists for Y , hence for X.

Again by induction on codimpXq, we prove the essential uniqueness of the

above decomposition. Suppose X � N ` P � N 1 ` P 1. If P � 0, then also

P 1 � 0, because N has no non-zero projective summands, hence N � N 1. (This

includes the base step of the induction.) If P � 0, it has a couniform direct

summand C, hence P � C ` Q for some complement Q ¤ P . Since C has

local endomorphism ring, it is isomorphic to a direct summand of either N 1

or P 1, hence necessarily of P 1. Therefore P 1 � C ` Q1, and cancelling out C

(Theorem 2.13) yieldsN`Q � N 1`Q1. The conclusion follows by the inductive

hypothesis.

Lemma 4.19. Both the class of Pc-finitely presented modules and the class of

Auslander-Bridger modules are closed by finite direct sums and direct summands.

Proof. It is clear that finite direct sums of Pc-finitely presented modules are

Pc-finitely presented. Suppose M is Pc-finitely presented with a minimal pre-

sentation (4.16), and suppose that M decomposes as M � A`B. Since A and

B are isomorphic to quotients of P0 and P0 is a projective lifting module, both

A and B have a projective cover, say fA : PA Ñ A and fB : PB Ñ B respec-

tively. By the fundamental lemma of projective covers, we have a commutative

diagram

P1

g // P0

f //

ψ

��

M // 0

PA ` PB
fA`fB

// A`B

,

where ψ is an isomorphism. It follows that PA and PB are in Pc. Now ψgpP1q �

kerpfA`fBq � kerpfAq`kerpfBq, so that kerpfAq and kerpfBq are isomorphic to
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quotients of P1, hence each of kerpfAq and kerpfBq has a projective cover, and

it lies in Pc. Thus A and B are Pc-finitely presented.

Now, if M is an Auslander-Bridger module and N is a direct summand of M ,

then N is Pc-finitely presented. Since M has no non-zero projective summands,

neither has N , thus N is an Auslander-Bridger module.

Finally, if M and N are Auslander-Bridger modules, then the direct sum

M`N is P-finitely presented. It is left to prove that it has no non-zero projective

summand. Suppose P is a non-zero projective direct summand of M `N . Then

P is isomorphic to a direct summand of PM ` PN , where PM is a projective

cover of M and PN is a projective cover of N . It follows that P is in Pc. Then

P , hence M ` N , has a direct summand C that is couniform, and as such C

has local endomorphism ring. The identity of C factors through M ` N , say

1C � fg for some g : C Ñ M ` N and a suitable f : M ` N Ñ C. Then

1C � fιMπMg�fιNπNg, and since the endomorphism ring of C is local, one of

the two terms is an automorphism of C. It follows that the identity of C factors

through either M or through N , hence that C is isomorphic to a couniform

projective direct summand of either M or N , which is not possible.

Lemma 4.20. Let M and N be Auslander-Bridger modules. Then M and N are

stably isomorphic if and only if they are isomorphic.

Proof. If M and N are stably isomorphic, then M ` P � N ` Q for suitable

projective modules P and Q, cf. Section 3.1. If we prove that we can assume

that P and Q are in Pc, we conclude by Lemma 4.18.

It is easy to see that a morphism M Ñ N between Auslander-Bridger mod-

ules factors through a projective if and only if it factors through a projective in

Pc, namely, through the projective cover of N . Thus M and N are isomorphic

in the stable category if and only of they are isomorphic in pMod-Rq{Pc. Thus

by Lemma 3.2 we can assume that P and Q above are in fact in Pc.

Let M be a Pc-finitely presented module. By Lemma 4.18 M � N ` P with

P in Pc and N with no non-zero projective summands. Since N is Pc-finitely

presented by Lemma 4.19, it is an Auslander-Bridger module. HenceM is stably

isomorphic toN , that is, the stable isomorphism class ofM is represented by the

Auslander-Bridger module N . Lemma 4.20 tells us that such N is unique up to

isomorphism. Hence Auslander-Bridger modules are canonical representatives

of stable isomorphism classes of P-finitely presented modules.

For every Auslander-Bridger module M fix a minimal presentation

QM
ϑM // PM

πM // M // 0 . (4.21)

Applying Homp�, Rq to ϑM and taking the cokernel we get the exact sequence

P�
M

ϑ�
M // Q�

M
// Q�

M{ϑ
�
M pP

�
M q

// 0 . (4.22)
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Lemma 4.8 tells us that Q�
M{ϑ

�
M pP

�
M q is an Auslander-Bridger module and

(4.22) is a minimal presentation. (This generalises [War75, Lemma 2.3].) As

we have seen at the end of Section 3.2, the module Tr0pMq :� Q�
M{ϑ

�
M pP

�
M q

is an eligible choice for the Auslander-Bridger transpose of M , and is actually

the best possible choice, since Tr0pMq is the canonical representative (up to iso-

morphism) of its stable isomorphism class, i.e., of the isomorphism class of the

object TrpMq of the stable category. Cf. Section 3.2. (Here by Tr0pMq we mean

the module Q�
M{ϑ

�
M pP

�q, the Auslander-Bridger transpose of M , while TrpMq

stands for the same module but seen as an object of the stable category, again

called the Auslander-Bridger transpose of M .)

We now have the following extension of [War75, Theorem 2.4].

Theorem 4.23. Let M and N be Auslander-Bridger right modules. Then:

(i) M � N if and only if Tr0pMq � Tr0pNq.

(ii) Tr0pTr0pMqq �M .

(iii) Tr0pM `Nq � Tr0pMq ` Tr0pNq.

Proof. (i) If M and N are Auslander-Bridger right modules, we have that M �

N if and only if M and N are stably isomorphic (Lemma 4.20). This happens

if and only if TrpMq � TrpNq, that is, if and only if Tr0pMq and Tr0pNq are

stably isomorphic, because Tr is a duality. As we have remarked above, both

Tr0pMq and Tr0pNq are Auslander-Bridger modules, hence Tr0pMq and Tr0pNq

are stably isomorphic if and only if Tr0pMq � Tr0pNq (again by Lemma 4.20).

(ii) Since Tr2 is naturally isomorphic to the identity functor, we know that

Tr0pTr0pMqq is stably isomorphic to M for every finitely presented module M .

If M is an Auslander-Bridger module, then so is Tr0pTr0pMqq, from which it

follows that Tr0pTr0pMqq �M .

(iii) Since Tr is an additive functor, TrpM ` Nq � TrpMq ` TrpNq, that is,

Tr0pM ` Nq and Tr0pMq ` Tr0pNq are stably isomorphic. Both of them are

Auslander-Bridger modules, so that Tr0pM `Nq � Tr0pMq ` Tr0pNq.

The study of biproduct decompositions in an additive category is connected

with the study of factorisations in commutative monoids. Let us explain briefly

what this means. To every additive category C we can associate a commutative

monoid (possibly large) MonpCq.(II) The underlying class of MonpCq is a full

class of representatives of objects of C up to isomorphism. For every object X,

we denote by xXy its representative in MonpCq. The operation on the monoid

is induced by the construction of biproducts in C, viz., xXy � xY y � xX ` Y y.

This addition is clearly well-defined, commutative, and there is the identity

(II)In the literature, this monoid is usually denoted V pCq, but this clashes with the notation we

use (and is also typically adopted) for a certain set of ideals of the category C, cf. Section 2.2.
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element x0y. Moreover, MonpCq is reduced, that is, no element is invertible,

for xXy � xY y � x0y means that X ` Y � 0, from which necessarily X �

Y � 0, i.e., xXy � xY y � x0y. Biproduct decompositions of objects of C

translate into decompositions of elements into sums in MonpCq, or, if we use the

multiplicative notation on MonpCq, into factorisations of elements. For instance,

X is a biproduct factor of Y if and only if xXy ¤ xY y, that is, there exists

xZy such that xXy � xZy � xY y. Thinking of the operation as multiplication,

we would say that xXy divides xY y. Indecomposable objects correspond to

atoms, i.e., non-zero elements that cannot be written as a sum of two non-zero

elements. Hence a biproduct decomposition into indecomposables corresponds

to a factorisation into atoms.

For more information about the connection between commutative monoids

and direct-sum decompositions we refer to the survey paper [WW09].

In terms of commutative monoids, Theorem 4.23 can be rephrased as fol-

lows:

Corollary 4.24. The mapping η : MonpABRq Ñ MonpRABq defined by the po-

sition η : xXy ÞÑ xTr0pXqy is a monoid isomorphism, and η2 � id.

To be precise, when we write η2 we mean the composition of the mapping

η : MonpABRq Ñ MonpRABq with the mapping MonpRABq Ñ MonpABRq

defined analogously.

Proof. From the statement of Theorem 4.23 we glean that η is well-defined and

injective (property (i)), and that η2 � id (property (ii)). In particular, η is

surjective. Finally, η respects the operation by property (iii).

4.3 Epi-isomorphism and lower-isomorphism

Let us turn our attention to the morphism category of Pc for a moment. Re-

call that here Pc denotes the class of finite direct sums of couniform projec-

tive modules, i.e., the projective modules of Proposition 4.7. The zero module,

that is, the direct sum of the empty family, is a member of Pc. Our interest

in MorphpPcq is justified by the fact that among its objects we find the mini-

mal presentations of Auslander-Bridger modules. We will tacitly assume that

Pc contains some non-zero module, otherwise there is little to talk about, that

is, no non-zero Auslander-Bridger modules. Because of this assumption, the

category of morphisms in question has a non-zero object.

Lemma 4.25. The morphism category MorphpPcq is semilocal.

Proof. By assumption, it has a non-zero object. Consider any non-zero object

P of MorphpPcq. By construction, its endomorphism ring E is a subring of the
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product ring S :� EndRpP1q � EndRpP0q. It consists of those pairs pg1, g0q such

that (*) g0µP � µP g1. Now pg1, g0q is invertible in S if and only if g1 and g0 are

both invertible. When this is the case, we obtain from (*) that µP g
�1
1 � g�1

0 µP ,

hence pg�1
1 , g�1

0 q belongs toE. This shows that the inclusion of rings ι : E Ñ S is

a local ring morphism. Since both EndRpPiq are semilocal rings, so is S. Because

ι is a local ring morphism, E is also semilocal (Theorem 2.9), as required.

Since MorphpPcq is a semilocal category, all the machinery of Section 2.2 is

available to its study.

In the category of right R-modules, the class of morphisms with superfluous

image is an ideal, say K, because the sum of two superfluous submodules is

superfluous and superfluous submodules are preserved by module morphisms.

It is then clear that the class K0 (resp. K1) of morphisms u : P Ñ Q in the

category MorphpPcq such that u0 : P0 Ñ Q0 is in K (resp. u1 : P1 Ñ Q1 is in K)

is an ideal. (Cf. page 14, preimages of ideals.)

Lemma 4.26. Every maximal ideal of the semilocal category MorphpPcq contains

either K0 or K1.

Proof. Let AI be a maximal ideal of MorphpPcq, where I is a maximal ideal of

the endomorphism ring E of a non-zero object X of MorphpPcq.

We claim that K0pXqXK1pXq ¤ JpEq. Suppose that f1 is in the intersection,

and that f2 is an arbitrary endomorphism of X. Let g � f1f2 and let us show

that 1� g is invertible. For each i   2 we have

Xi � p1XqipXiq � pp1� gq � gqipXiq �

� pp1� gqi � giqpXiq ¤ p1� gqipXiq � gipXiq ¤ Xi, (4.27)

hence p1 � gqipXiq � gipXiq � Xi. Since gipXiq ¤s Xi, it follows that p1 � gqi

is surjective. Since Pi is a projective module of finite dual Goldie dimension,

p1 � gqi is actually an automorphism (Lemma 2.6). Therefore p1 � gq0 and

p1� gq1 are automorphisms, hence so is 1� g. This proves our claim.

Recall that JpEq is the intersection of all maximal ideals of E, because E is

a semilocal ring (Lemma 2.8). Then JpEq ¤ I. By the claim,

K0pXqK1pXq ¤ K0pXq XK1pXq ¤ JpEq ¤ I.

Since a maximal ideal is prime, we have that KipXq ¤ I for some i   2. Then

Ki ¤ AI by Lemma 1.2, and this completes the proof.

Theorem 4.28. The canonical functor

MorphpPcq Ñ MorphpPcq{K0 �MorphpPcq{K1

reflects isomorphisms.
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Proof. Suppose P and Q are objects of the morphism category in question such

that P and Q are isomorphic modulo both K0 and K1. Recall that, since

MorphpPcq is a semilocal category, Theorem 2.17 grants us a canonical iso-

morphism reflecting functor

MorphpPcq Ñ
¹

IPV pMorphpPcqq

MorphpPcq{I.

By Lemma 4.26, the objects P and Q are isomorphic modulo every maximal

ideal I of MorphpPcq, hence P and Q are isomorphic in the morphism category.

Although we do not need such generality, we note that Lemma 4.26 and

Theorem 4.28 hold when Pc is replaced by the more inclusive class of projective

modules of finite dual Goldie dimension, with exactly the same proofs.

To an Auslander-Bridger module M we associate its fixed minimal presen-

tation (4.21), viewed as an object ϑM of MorphpPcq. A morphism f : M Ñ N

between Auslander-Bridger modules lifts to a morphism between their presen-

tations, pf1, f0q : ϑM Ñ ϑN , thanks to the lifting property of projective modules.

QM
ϑM //

f1

��

PM
πM //

f0

��

M //

f

��

0

QN
ϑN

// PN πN

// N // 0

(4.29)

Conversely, a morphism pf1, f0q : ϑM Ñ ϑN induces a morphism f : M Ñ

N . The rule M ÞÑ ϑM and f ÞÑ pf1, f0q does not define a functor AB Ñ

MorphpPcq, because multiple choices are possible for the liftings f1 and f0.

Nevertheless, pf1, f0q induce the zero morphism M Ñ N if and only if there is

a morphism g : PM Ñ QN such that f0 � ϑNg, that is, if and only if f0 factors

through ϑN . The collection of such morphisms is an ideal H of MorphpPcq,

and we obtain a well-defined additive functor AB Ñ MorphpPcq{H. The ideal

H is related to, but not quite the same as, the ideal of null-homotopic chain

mappings. Indeed, the presentation of M (resp. N) embeds in a projective

resolution of M (resp. N).

The important feature of diagram (4.29) is that

Lemma 4.30. The morphism f : M Ñ N is an isomorphism if and only if both

f0 : PM Ñ PN and f1 : QM Ñ QN are isomorphisms. As a consequence, M and

N are isomorphic if and only if ϑM and ϑN are.

Proof. The lemma holds because the exact rows in (4.29) are the beginning

of minimal projective resolutions of M and N respectively. Let us prove it

for completeness. If pf0, f1q is an isomorphism, i.e., both f0 and f1 are iso-

morphisms, then fπM � πNf0 is surjective, hence f is surjective. A bit of
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diagram-chasing shows that f is also injective. (Alternatively, one can use the

Snake Lemma.) Conversely, if f is an isomorphism, then πNf0 � fπM is sur-

jective. Because πN has superfluous kernel, f0 is surjective as well. Thus f0

is a splitting epimorphism, so that kerpf0q is a direct summand of PM . Since

kerpf0q ¤ kerpπM q is also superfluous in PM , it follows that kerpf0q � 0, so

that f0 is an isomorphism. It also follows that f0 restricts to an isomorphism

kerpπM q � ϑM pQM q Ñ kerpπN q � ϑN pQN q, hence we conclude that f1 is an

isomorphism by repeating the same argument.

If M and N are Auslander-Bridger right R-modules, we say that M and

N are epi-isomorphic, or that they have the same epi-isomorphism class, and

write M �e N , if ϑM and ϑN are isomorphic objects in MorphpPcq{K0. We

also say that M and N are lower-isomorphic, or that they have the same lower-

isomorphism class, and write M �ℓ N , if ϑM and ϑN are isomorphic objects of

the category MorphpPcq{K1. Notice that these definitions do not depend on the

choice of the minimal presentations ϑM and ϑN because they are unique up to

isomorphism.

The notions of epi-isomorphism and lower-isomorphism just given are equiv-

alent to those introduced in [FG11], as is easily seen. For instance, M �e N

if and only if, by definition, ϑM and ϑN are isomorphic in MorphpPcq{K0, i.e.,

if and only if there are morphisms pf1, f0q : ϑM Ñ ϑN and pg1, g0q : ϑN Ñ ϑM

such that p1QM
�g1f1, 1PM

�g0f0q P K0 and p1QN
�f1g1, 1PN

�f0g0q P K0, that

is, both 1PM
�g0f0 and 1PN

�f0g0 have superfluous image. Thus M �e N if and

only if there are morphisms f : M Ñ N and g : N Ñ M such that 1PM
� g0f0

and 1PN
� f0g0 have superfluous image, which is the definition of M and N

being epi-isomorphic according to [FG11]. Similarly for the notion of lower-

isomorphism.

Epi-isomorphism class and lower-isomorphism class characterise Auslander-

Bridger modules up to isomorphism:

Proposition 4.31. If M and N are Auslander-Bridger modules, then M � N if

and only if M and N are both epi-isomorphic and lower-isomorphic.

Proof. By Lemma 4.30, M and N are isomorphic if and only if ϑM and ϑN are

isomorphic, and Theorem 4.28 tells us that this happens if and only if they are

isomorphic both modulo K0 and modulo K1, which means that M and N are

both epi-isomorphic and lower-isomorphic.

Although the positions M ÞÑ ϑM and f ÞÑ pf1, f0q do not define a functor,

we have that:

Proposition 4.32. There is an additive local and isomorphism-reflecting functor

G : ABÑ MorphpPcq{K0 �MorphpPcq{K1 (4.33)
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defined by M ÞÑ pϑM , ϑM q and f ÞÑ ppf1, f0q �K0, pf1, f0q �K1q, that is, the

reductions of pf1, f0q modulo K0 and K1 are well-defined. In particular, AB is a

semilocal category.

Proof. Suppose for the moment that the functor is well-defined. If GpMq �

GpNq, then ϑM and ϑN are isomorphic in MorphpPcq by Theorem 4.28. If

pg1, g0q : ϑM Ñ ϑN is an isomorphism, then the morphism M Ñ N it induces

is an isomorphism (Lemma 4.30). To see that G is local, suppose g : M Ñ

N is such that Gpgq is an isomorphism. Hence there are morphisms pf1, f0q

and ph1, h0q such that 1 � pg1, g0qph1, h0q P K1, 1 � ph1, h0qpg1, g0q P K1,

1 � pf1, f0qpg1, g0q P K0, and 1 � pg1, g0qpf1, f0q P K0. These four conditions

imply that g1, h1, f0, and g0 are all surjective. (Otherwise, one can argue as

in (4.27) and reach a contradiction.) These surjective morphisms imply that

codimpPM q � codimpPN q and codimpQM q � codimpQN q, and that the epimor-

phisms g1 and g0 are in fact isomorphisms. By the remarks before this proposi-

tion, g is an isomorphism.

The only thing that remains to prove is that if f � 0, necessarily pf1, f0q

is in both K0 and K1, that is, the images of both f1 and f0 are superfluous

submodules. The minimal projective presentation (4.21) of M yields the short

exact sequence

0 // QM{ kerpϑM q
ϑ̄M // PM

πM // M // 0.

Applying the functor �b R̄ � �bR R{JpRq, we get an exact sequence

0 // TorR1 pM, R̄q
δM // QM

kerpϑM q b R̄
ϑ̄MbR̄ //

ϑ̄MbR̄ // PM b R̄
πMbR̄ // M b R̄ // 0.

The arrow ϑ̄M b R̄ is the zero morphism, because the image of ϑ̄M , which is

equal to the image of ϑM , is superfluous in PM , hence contained in PMJpRq.

Thus the natural (connecting) morphisms δM and πM b R̄ are isomorphisms.

The naturality of these two isomorphisms implies that the morphism f : M Ñ N

yields two commutative squares

TorR1 pM, R̄q
δM //

TorR
1
pf,R̄q

��

QM

kerpϑM q b R̄

f̄1bR̄
��

TorR1 pN, R̄q δN

// QN

kerpϑN q b R̄
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and

PM b R̄
πMbR̄ //

f0bR̄
��

M b R̄

fbR̄
��

PN b R̄
πNbR̄

// N b R̄

Therefore, if f � 0, then f0 b R̄ and f̄1 b R̄ are both zero. Recall that � bR

R{JpRq is naturally isomorphic to �{ � JpRq, hence f0pPM q ¤ PMJpRq and

f1pQM{ kerpϑM qq ¤ pQM{ kerpϑM qqJpRq, which implies f1pQM q ¤ QMJpRq.

By Nakayama’s Lemma, pf1, f0q is in both K0 and K1.

The fact that AB is a semilocal category follows from the fact that the class

of semilocal rings is closed by quotients, finite products, and that the domain of

a local ring morphism into a semilocal ring is again semilocal (Section 2.1.5).

Recall that the functor p�q� induces an additive duality MorphpPcRq Ñ

MorphpRP
cq. Lemma 4.8(i) tells us that, for a morphism g : Q Ñ P in the

morphism category of PcR, we have that g P K0 if and only if g� P K1 and that

g P K1 if and only if g� P K0. Therefore p�q� canonically induces additive

dualities
MorphpPcRq{K0 Ñ MorphpPcRq{K1,

MorphpPcRq{K1 Ñ MorphpPcRq{K0.

Also recall how we defined the transpose Tr0pMq for an Auslander-Bridger mod-

ule M : We applied p�q� � HomRp�, Rq to the minimal presentation ϑM of M

and let Tr0pMq � cokerpϑ�M q. In this way, Tr0pMq is an Auslander-Bridger left

R-module and ϑ�M is a minimal presentation of Tr0pMq (also by Lemma 4.8).

It is then natural to stipulate that the fixed minimal presentation of Tr0pMq is

ϑTr0pMq � ϑ�M . From all these considerations it is pretty straightforward to see

that the Auslander-Bridger transpose between right and left Auslander-Bridger

modules swaps the invariants, i.e., that:

Proposition 4.34. For Auslander-Bridger modules M and N ,

(i) M �e N if and only if Tr0pMq �ℓ Tr0pNq, and

(ii) M �ℓ N if and only if Tr0pMq �e Tr0pNq.

Proof. We have that M �e N if and only if ϑM and ϑN are isomorphic modulo

K0, and this happens if and only if ϑ�M and ϑ�N are isomorphic modulo K1, that

is, if and only if Tr0pMq �ℓ Tr0pNq. Similarly for the other equivalence.

Theorem 4.35. [FG11, Theorem 5.6] Let M be a non-zero Auslander-Bridger

module and E � EndRpMq. Let

l � tf P E : TorR1 pf, R̄q � 0u,

e � tf P E : f b R̄ � 0u.
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Then l and e are proper two-sided ideals of E, the canonical morphism E Ñ

E{l�E{e is a local morphism, lX e ¤ JpEq, and every maximal right ideal, every

maximal left ideal, every maximal two-sided ideal of E, contains either l or e.

Proof. Everything follows from Proposition 4.32. The local functor G induces a

local ring morphism

η : EndRpMq Ñ MorphpPcqpϑM q{K0pϑM q �MorphpPcqpϑM q{K1pϑM q

In the course of the proof of Proposition 4.32 we have seen that TorR1 pf, R̄q � 0

if and only if f1pQM q � QMJpRq, i.e., if and only if pf1, f0q P K1, and that

f b R̄ � 0 if and only if f0pPM q � PMJpRq, i.e., if and only if pf1, f0q P K0.

Hence l and e are the kernels of the ring morphisms π0η and π1η, thus they are

proper two-sided ideals.

Also, η factors as η1π where π : E Ñ E{l � E{e is the canonical mapping.

Then if πpgq is invertible, so is ηpgq, hence so is g, because η is a local mor-

phism. This proves that π is also a local morphism. From this it also follows

that kerpπq � l X e has to be contained in JpEq. (If πpgq � 0, for every f P E,

we have πp1� fgq � 1, so that 1� fg has to be invertible.)

Recall that E is semilocal (Proposition 4.32), hence JpEq is the intersection

of all its maximal ideals M . Thus le ¤ l X e ¤ JpEq ¤ M implies that l ¤ M

or e ¤ M , because M is prime. If M is a maximal right (resp. left) ideal of

E, notice that M contains the maximal two-sided ideal r. annEpE{Mq (resp.

l. annEpE{Mq).

It follows that we have exactly one of the following two conditions:

(i) The ideals l and e are comparable. Suppose for instance l � e. In this case,

every maximal right, left or two-sided ideal of E contains l, and JpEq is

the ideal of E containing l such that JpEq{l � JpE{lq. Similarly when

l � e.

(ii) The ideals l and e are not comparable. In this case, if Jl � l and Je � e

are the ideals of E such that Jl{l � JpE{lq and Je{e � JpE{eq, then

JpEq � Jl X Je. By Lemma 2.8, Jl is the intersection of the maximal two-

sided ideals of E that contain l and Je is the intersection of the maximal

two-sided ideals of E that contain e.

We can then rephrase the notions of epi- and lower-isomorphism class as

follows. For M and N Auslander-Bridger modules, we have M �e N if and

only if there are morphisms f : M Ñ N and g : N ÑM such that 1M � gf P eM

and 1N � fg P eN . Similarly, we have that M �ℓ N if and only if there are

morphisms f : M Ñ N and g : N ÑM such that 1M�gf P lM and 1N�fg P lN .



84 CHAPTER 4. AUSLANDER-BRIDGER MODULES

As the terminology suggests, there is a connection with the concepts of

epigeny class and lower part for couniformly presented modules, that we will

study thoroughly in Chapter 6.

Recall that two modules M and N are said to have the same epigeny class

if there exist two surjective morphisms M Ñ N and N Ñ M [Fac96]. Also, if

both M and N have a projective cover, then we have the notion of lower part.

Suppose pM : PM Ñ M and pN : PN Ñ N are projective covers. Then we say

that M and N have the same lower part if there are morphisms f : M Ñ N

and g : N Ñ M such that any two liftings f0 : PM Ñ PN and g0 : PN Ñ PM

satisfy f0pkerppM qq � kerppN q and g0pkerppN qq � kerppM q. It is easy to see

that the notion is well-defined, that is, that it does not depend on the choice

of the liftings f0 and g0, or on the choice of projective covers. Indeed, this

stems from the fact that if h0 is a morphism PM Ñ PN such that πNh0 � 0,

then h0pPM q ¤ kerppN q ¤s PN . (The notion of lower part was introduced

for cyclically presented modules over a local ring [AAF08] and for couniformly

presented modules [FG10].)

If M and N are Auslander-Bridger modules, we see that M and N have

the same lower part if and only if there exist two morphisms f : M Ñ N and

g : N ÑM such that f1 : QM Ñ QN and g1 : QN Ñ QM are surjective.

If M and N are Auslander-Bridger modules, then M �e N implies that M

and N have the same epigeny class. Indeed, suppose that f : M Ñ N and

g : N ÑM are such that 1M �gf P eM and 1N �fg P eN . The image of 1M �gf

is equal to that of p1M � gfqπM � πM p1PM
� g0f0q which is equal to πM p1PM

�

g0f0qpPM q ¤ πM pPMJpRqq ¤ MJpRq. Then we have that M � 1M pMq ¤

gfpMq �MJpRq ¤ M from which gpNq � M , by Nakayama’s Lemma. In the

same way one shows that fpMq � N . Similarly, M �ℓ N implies that M and N

have the same lower part. The following result gives a converse to this for the

modules of Chapter 6, studied in [FG10].

Lemma 4.36. Let M and N be non-zero Auslander-Bridger right R-modules.

(i) Suppose that PM is couniform and eM is a maximal right ideal (equivalently,

a maximal left ideal) of EndRpMq. Then M and N are epi-isomorphic if and

only if they have the same epigeny class.

(ii) Assume that QM is couniform and lM is a maximal right ideal (equivalently,

a maximal left ideal) of EndRpMq. Then M and N are lower-isomorphic if

and only if they have the same lower part.

Proof. Both assertions are proved in the same way, hence we only prove (i).

Assume that M andN have the same epigeny class. Let f : M Ñ N and g : N Ñ

M be epimorphisms, so that N and PN are also couniform modules. Then

g0f0 : PM Ñ PM is also surjective, hence gf R eM , which implies that gf � eM is

an invertible element of the division ring EndRpMq{eM , so there exists h : M Ñ
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M such that 1M � hgf P eM , thus 1M � hgf is not surjective. It follows that

fp1M�hgfq � p1N�fhgqf is not surjective, hence 1N�fhg is not surjective. (It

is easy to see that a composition ab of morphisms between couniform modules

is surjective if and only if both a and b are, cf. [Fac98, Lemma 6.26].) Thus

p1N � fhgq0 : PN Ñ PN is not surjective, so that its image is contained in the

unique maximal submodule PNJpRq of PN , from which 1N � fhg P eN . Now

f : M Ñ N and hg : N ÑM show that M and N are epi-isomorphic.

4.4 Application: duals of Auslander-Bridger

modules

It is natural to ask if, upon replacing minimal projective presentations by min-

imal injective copresentations, we obtain similar results. Not only is this the

case, but there is a suitable categorical duality that acts as a bridge between

the two settings. Through the use of this duality we study what we call dual

Auslander-Bridger modules, which are defined as the kernels M of morphisms

between injective modules of finite Goldie dimension, and such that M has no

non-zero injective summands. The category of dual Auslander-Bridger right R-

modules will be denoted DABR, while RDAB denotes the category of dual

Auslander-Bridger left R-modules.

4.4.1 Duality between uniform injectives and

couniform projectives

Recall that a non-zero module is uniform if any two non-zero submodules have

non-zero intersection, and that a non-zero module is couniform if the sum of

two proper submodules is a proper submodule. In other words, in a uniform

module every non-zero submodule is essential, whereas in a couniform module

every proper submodule is superfluous.

Recall that an injective module is uniform if and only if it is the injective

envelope of a uniform module, if and only if it is indecomposable, if and only

if it has local endomorphism ring, cf. [Fac98, Lemmas 2.24 and 2.25]. No-

tice the imperfect symmetry with the notion of couniform projective module

(Lemma 4.2). We cannot say, for instance, that a uniform injective module is

the injective envelope of a simple module. This may or may not happen. On

the one hand, Q as a Z-module is a uniform divisible module and has no simple

submodules, because Q is torsion-free. On the other hand, the Prüfer group

Zpp8q is a uniserial divisible Z-module and it is the injective envelope of Z{pZ.

Indeed, the socle of the Prüfer p-group is the subgroup generated by 1{p � Z.

(Here we view Zpp8q as the p-primary part of Q{Z.) Another imperfection of the



86 CHAPTER 4. AUSLANDER-BRIDGER MODULES

symmetry is that an indecomposable projective module may not be couniform

(e.g., ZZ).

Couniform projective modules underpin much of the theory developed in

this chapter so far (and in Chapter 6). There is a very natural duality (in the

categorical sense) between uniform injective modules over a ring R and the

couniform projective modules over another suitable ring S. This provides a

bridge for translating our theorems in the context of couniform projective mod-

ules to the dual context involving uniform injective modules.

Consider a set of representatives up to isomorphism of uniform injective

right R-modules, say tEiuiPI . Here R is a fixed arbitrary ring. (There in-

deed is a set of representatives of isomorphism classes of uniform injective right

R-modules, because to the uniform injective module U we can associate (not

canonically) a right ideal IpUq of R such that U � EpR{IpUqq. For instance, let

IpUq be the right annihilator in R of any non-zero element of U . Then the col-

lection of uniform injective modules modulo isomorphism embeds in the lattice

of right ideals of R.)

Let E be the injective envelope of the direct sum
À

iPI Ei, and let S �

EndpERq, so that E is an S-R-bimodule. Then we can consider the E-dual,

cf. Section 3.2. For each index i P I, we have

ER � E

�
Ei `

à
i1 P Iztiu

Ei1

�
� Ei ` E

� à
i1 P Iztiu

Ei1

�
,

hence Ei is isomorphic to a direct summand of ER. Choose a monomorphism

ιi : Ei Ñ ER and an epimorphism πi : ER Ñ Ei such that πiιi � 1Ei
. Also let

ei :� ιiπi P S be the corresponding idempotent endomorphism of ER.

Proposition 4.37. The E-dual enjoys the following properties:

(i) Each Ei is E-reflexive.

(ii) The dual of a uniform injective right R-module is a couniform projective

left S-module, and conversely, that is, the dual of couniform projective left

S-module is a uniform injective right R-module.

(iii) The dual of an injective module of finite Goldie dimension is a projective left

S-module with semiperfect endomorphism ring, and conversely.

(iv) Injective right R-modules of finite Goldie dimension and projective left S-

modules with semiperfect endomorphism ring are E-reflexive.

Proof. (i) Notice that ιi P HomRpEi, Eq � E�
i . Then if σEi

pxq � 0, it follows

that σEi
pxqpιiq � ιipxq � 0, from which, x � πiιipxq � 0. Therefore σM is

injective. Let g be any element of E��
i , that is, any left S-module morphism
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g : E�
i � HomRpEi, Eq Ñ E. For γ P E�

i , we have gpγq � gpγπiιiq � γπigpιiq �

σEi
pπigpιiqqpγq. Therefore g � σEi

pπigpιiqq, and σEi
is also surjective.

(ii) Since a uniform injective right R-module is isomorphic to Ei for some

i P I, it suffices to prove that E�
i is projective and couniform. We have E�

i �

S HomRpEi, ERq � Sei by the isomorphism g ÞÑ gπi. Moreover, the local ring

EndRpEiq is isomorphic to eiSei, by the isomorphism g ÞÑ ιigπi, therefore ei

is a local idempotent of S. This shows that E�
i is a couniform projective left

S-module, by Lemma 4.2((i) � (vi)).

Suppose that P is a couniform projective left S-module. Then there is a

local idempotent e of S such that P � Se, by Lemma 4.2((i) � (vi)). There are

R-module morphisms ι and π such that ιπ � e and πι � 1A, where A is some

right R-module. Then P� � A, because of the R-isomorphism HomSpSe,Eq Ñ

A given by g ÞÑ πgpeq. Moreover, EndRpAq � eSe by the ring isomorphism

g ÞÑ ιgπ. Hence A is isomorphic to a direct summand of E and it has local

endomorphism ring, hence it is a uniform injective module.

(iii) An injective module of finite Goldie dimension is simply a finite direct

sum of uniform injective modules, and a projective module whose endomor-

phism ring is semiperfect is just a finite direct sum of couniform projective mod-

ules (Lemma 4.7), hence (iii) follows from (ii) by additivity.

(iv) By (i), every uniform injective right R-module F is E-reflexive. (Pre-

cisely, one has to consider an isomorphism F Ñ Ei and use the fact that σM

is natural in M .) As recalled at the beginning of Section 3.2, the class of E-

reflexive modules is closed by finite direct sums, hence injective rightR-modules

of finite Goldie dimension are E-reflexive. Recall that if M is E-reflexive, then

M� is [AF92, Proposition 20.14]. Thus we get from (iii) that projective left S-

modules whose endomorphism rings are semiperfect are also E-reflexive.

Remark 4.38. The correspondences in (ii) and (iii) can actually be viewed as

“mutually inverse” dualities between the corresponding full subcategories of

modules, by Proposition 3.5 and (iv).

It is well-known that an endomorphism g of an injective (resp. projec-

tive) module is in the Jacobson radical (of its endomorphism ring) if and only

if its kernel is essential (its image is superfluous) [AF92, Propositions 17.11

and 18.20]. It is true also when domain and codomain differ, so long as the

projective modules involved are lifting:

Lemma 4.39. A morphism g : M Ñ N between two injective (resp. lifting pro-

jective) modules is in the Jacobson radical if and only if kerpgq ¤e M (resp.

gpMq ¤s N).

Proof. Let M and N be injective. Suppose that kerpgq ¤e M . Let f : N Ñ M

be an arbitrary morphism. Since kerpgq ¤ kerpfgq, we have kerpfgq ¤e M .

Thus fg P JpMq, hence 1M � fg is invertible. This proves that g P JpM,Nq.
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Conversely, suppose that g P JpM,Nq. The module M has a decomposition

M � A ` B such that kerpgq ¤e A. (The submodule A is simply a copy of the

injective envelope of kerpgq contained in M .) Thus, g|B : B Ñ N is injective.

Therefore, it splits, i.e., there exists h : N Ñ B such that hg|B � 1B . Now B

is injective and 1B P JpBq forces 0 � kerp1Bq ¤e B, hence B � 0. Therefore

kerpgq ¤e A �M , as required.

Let now M and N be lifting projective modules. (For instance, projective

modules whose endomorphism rings are semiperfect.) If gpMq ¤s N , then for

every f : N Ñ M we have fgpMq ¤s M , hence fg P JpMq. Thus 1M � fg

is invertible. This proves that g P JpM,Nq. Conversely, assume g P JpM,Nq.

There exists a direct-sum decomposition N � A ` B such that A ¤ gpMq and

B X gpMq ¤s B. There is a surjective morphism π : N Ñ A such that π|A � 1A.

Thus πg : M Ñ A is also surjective, hence there exists α : A Ñ M such that

1A � πgα. Thus implies that 1A P JpAq, which means that A ¤s A, which

happens if and only of A � 0. Hence N � B e gpMq ¤s N , as required.

Proposition 4.40. For a morphism g : M Ñ N between injective right R-modules

of finite Goldie dimension, we have

(i) kerpgq ¤e M if and only if g�pN�q ¤s M
�.

(ii) impgq ¤e N if and only if kerpg�q ¤s N�.

Proof. (i) Thanks to the dualities of Remark 4.38, we have that g P JpM,Nq

if and only if g� P JpN�,M�q (also see Lemma 1.1). Then (i) follows by

Lemma 4.39.

(ii) Suppose that gpMq ¤e N , equivalently, that g��pM��q ¤e N
��. Since

N� is a lifting module, there is a decomposition N� � A`B with A ¤ kerpg�q

and B X kerpg�q ¤s B. From g�ιA � 0 we obtain g�� � π�Bι
�
Bg

��, so that

g��pM��q is contained in the direct summand π�Bι
�
BpN

��q � B� of N��. Since

impg��q ¤e N
��, necessarily π�Aι

�
A � 0, so that A� � 0, hence A � 0, B � N�,

and kerpg�q ¤s N
�.

Assume now that kerpg�q ¤s N
�. There is a decomposition N � A`B with

gpMq ¤e A. Thus πBg � 0. It follows that g�π�Bι
�
B � 0, so that kerpg�q contains

a direct summand of N� isomorphic to B�. But kerpg�q ¤s N
�, so that B� � 0,

thus B � 0, hence A � N and gpMq ¤e N .

4.4.2 Dual Auslander-Bridger modules

A right R-module M is a dual Auslander-Bridger module if it has no non-zero

injective summands and embeds in an exact sequence of the form

0 // M
ǫM // E0pMq

ρM // E1pMq (4.41)
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where both ǫM and ρ̄M : E0pMq{ǫM pMq Ñ E1pMq are injective envelopes and

both E0pMq and E1pMq have finite Goldie dimension. As the notation suggests,

for every dual Auslander-Bridger module M we fix such an exact sequence, and

we call it its minimal copresentation. Such sequence is in fact unique up to

isomorphism, as it is the beginning of a minimal injective resolution of M .

Since ER is injective, the additive functor p�, ERq is exact, hence when we

take the dual of (4.41) we obtain an exact sequence of left S-modules, namely

E1pMq� // E0pMq� // M� // 0 . (4.42)

The additive functor p�, SEq is left exact, hence we have a commutative dia-

gram

0 // M

σ

��

ǫM // E0pMq

σ

��

ρM // E1pMq

σ

��
0 // M��

ǫ��
M // E0pMq��

ρ��
M // E1pMq��

where both rows are exact and the vertical arrows are given by the “evaluation”

natural morphism. Since we know that the second and third vertical arrows

are isomorphisms by Proposition 4.37(iv), it follows easily that σM : M ÑM��

is an isomorphism. Hence M is E-reflexive. In equation (4.42) we see that

M� is the cokernel of a morphism between projective modules that are finite

direct sums of couniform submodules (Proposition 4.37(iii)). Thanks to Propo-

sition 4.40 we know much more, viz., that (4.42) is a minimal presentation of

M�. Moreover, M� has no non-zero projective summands. If it had one, such

summand would in turn have a couniform projective summand, and M �M��

would have a uniform injective summand (Proposition 4.37), which it has not.

This shows that M� is an Auslander-Bridger left S-module. To sum up:

Proposition 4.43. Dual Auslander-Bridger right R-modules are E-reflexive, and

the dual of a dual Auslander-Bridger right R-module is an Auslander-Bridger left

S-module. l
In a similar fashion one proves that:

Proposition 4.44. Auslander-Bridger left S-modules are E-reflexive, and the dual

of an Auslander-Bridger left S-module is a dual Auslander-Bridger right R-module.l
Therefore, we have:

Theorem 4.45. The E-dual establishes an additive categorical duality between

Auslander-Bridger left S-modules and dual Auslander-Bridger right R-modules.

Using the above duality we can describe the endomorphism ring of a dual

Auslander-Bridger module. Notice that a morphism g : M Ñ N between dual
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Auslander-Bridger right R-modules extends to a morphism pg0, g1q : ρM Ñ ρN ,

and that g is an isomorphism if and only if pg0, g1q is, that is, if and only if both

g0 and g1 are isomorphisms. (The proof is analogous to that of Lemma 4.30.)

0 // M

g

��

ǫM // E0pMq

g0

��

ρM // E1pMq

g1

��
0 // N

ǫN // E0pNq
ρN // E1pNq

With this notation we state:

Theorem 4.46. Let M be a non-zero dual Auslander-Bridger right R-module and

T � EndRpMq. Let

u � tg P T : kerpg1q ¤e E1pMqu,

m � tg P T : kerpg0q ¤e E0pMqu.

Then u and m are proper two-sided ideals of T , the canonical morphism T Ñ

T {u � T {m is a local morphism, u X m ¤ JpT q, and every maximal right ideal,

every maximal left ideal, every maximal two-sided ideal of T , contains either u or

m.

Proof. The duality gives us a ring anti-isomorphism T Ñ EndSpM
�q. For

g P T we have that g P u if and only if kerpg1q ¤e E1pMq, if and only if

g�1 pE1pMq�q ¤s E1pMq� (Proposition 4.40). Since (4.42) is a minimal presen-

tation (as remarked earlier), this is equivalent to g� P l (with the notation of

Theorem 4.35). (This, in particular, shows that the definition of u depends on

neither the choice of the minimal copresentation nor on the choice of the ex-

tensions f0 and f1.) In the same way one sees that g P m if and only if g� P e.

Therefore we have a commutative square

T //

��

EndSpM
�q

��
T {u� T {m // EndSpM�q{l� EndSpM

�q{e

where the vertical ring morphisms are the canonical ones and the horizontal

ones are anti-isomorphisms induced by p�q� � p�, Eq. Everything now follows

from Theorem 4.35.

If M and N are dual Auslander-Bridger right R-modules, we say that M and

N have the same upper-isomorphism class, or that they are upper-isomorphic, and

write M �u N , if there are morphisms f : M Ñ N and g : N Ñ M such that

1M�gf P uM and 1N�fg P uM . Similarly, we say that M and N have the same

mono-isomorphism class, or that they are mono-isomorphic, and write M �m N ,
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if there are morphisms f : M Ñ N and g : N ÑM such that 1M �gf P mM and

1N � fg P mM .

It follows from the proof of the previous theorem and from Proposition 4.31

that:

Proposition 4.47. For dual Auslander-Bridger modules M and N ,

(i) M �u N if and only if M� �ℓ N
�,

(ii) M �m N if and only if M� �e N
�, and

(iii) M � N if and only if M �u N and M �m N .
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Chapter 5

The n-Krull Schmidt Theorem

We have seen in Theorem 2.17 that the objects of a semilocal category C have

a full class of invariants, namely, if X and Y are objects of C, we have that

X � Y if and only if RedPpXq � RedPpY q for every P P V pCq,

where RedP : C Ñ C{P is the canonical functor. As a result, for biproducts

(switching to the additive closure of C if necessary), we haveà
i n

Xi �
à
i n

Yi if and only if
à
i n

RedPpXiq �
à
i n

RedPpYiq,

for every P P V pCq, but does this imply that RedPpXiq � RedPpYσPpiqq for each

i   n, for a suitable reordering σP of the terms? In some categories whose

objects are of finite type this is exactly what happens [Gir11a]. This is the

central result of this section, Theorem 5.10.

5.1 A criterion for the n-Krull-Schmidt Theorem to

hold

An additive functor F : AÑ B is local if whenever F pfq is an isomorphism, then

so is f [Fac07]. This generalises the notion of local ring morphism (see page

47). Indeed, if F : A Ñ B is a local functor, then the ring morphism ApXq Ñ

BpF pXqq induced by F is local, for every object X of A. Thus F is simply a ring

morphism when A and B have one and only one object.

For instance, if A is a preadditive category and J is its Jacobson radical, then

A Ñ A{J is a local functor. Indeed, suppose f is a morphism in A invertible

modulo J. Then there is a morphism g such that 1 � fg and 1 � gf are in J.

It follows that fg and gf are automorphisms, hence f is both left and right

invertible, thus invertible.

For our purposes, a slightly weaker notion suffices.

93
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Lemma-Definition 5.1. Let A and B be preadditive categories and let F : AÑ B

be an additive functor. The following conditions are equivalent:

(i) If f : M Ñ N and g : N ÑM are morphisms in A such that F pfq and F pgq

are isomorphisms, then f and g are isomorphisms.

(ii) For each object M of A, the ring morphism ApMq Ñ BpF pMqq is a local

morphism.

We say that F is almost local if it satisfies the above equivalent conditions.

Proof. It is trivial that (i) implies (ii). Assume (ii) holds and suppose the hy-

potheses of (i) hold. Then F pfgq and F pgfq are automorphisms of F pNq and

F pMq respectively. Thus fg and gf are automorphisms of N and M respec-

tively. It follows that f and g are both right and left invertible, hence isomor-

phisms.

Recall that if A is a preadditive category, by SumspAq we denote its additive

closure, cf. 1.2.1. Also notice that if A is a full subcategory of an additive

category C, then SumspAq is equivalent to the full subcategory of C whose

objects are the biproducts of objects of A.

Setting 5.2. Let us describe the working environment for almost all that fol-

lows. Let A be a preadditive category with no zero objects. Let n be a positive

integer. We assume we have an additive functor T : SumspAq Ñ
±
i nAi,

where each Ai is a preadditive category, such that:

(S1) For each i   n and each object X of A, the object TipXq of Ai is of type

¤ 1, where Ti � PiT and Pi :
±
i nAi Ñ Ai is the canonical projection

functor;

(S2) The restriction of T to A yields an almost local functor.

For each i   n, we let Pi be the inverse image of the Jacobson radical Ji of Ai

along the additive functor Ti.

In some cases, we will impose a condition stronger than (S1), namely

(S11) For each i   n and each object X of A, the object TipXq of Ai is of type

1, i.e., has local endomorphism ring.

We will always point out explicitly when we assume condition (S11).

The restriction of Pi to A fails to be a completely prime ideal (cf. page 15)

because it may happen for some object X of A that TipXq � 0, and in that case

PipXq is not a proper ideal of ApXq. Nevertheless, we have the following:
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Lemma 5.3. Condition (C2) on page 15 holds for the restriction of Pi to A.

If (S11) holds, then condition (C1) also holds, i.e., the restriction of Pi to A is

a completely prime ideal.

(See page 15 for conditions (C1) and (C2).)

Proof. Let f P ApX,Y q and g P ApY,Zq. If TipXq, TipY q, TipZq are all non-

zero, by Lemma 1.16, we have gf P Pi if and only if Tipgfq P Ji, if and only

if Tipgfq is not an isomorphism, if and only if either Tipgq or Tipfq is not an

isomorphism, if and only if either Tipgq P Ji or Tipfq P Ji, if and only if either

g P Pi or f P Pi. The case in which one of TipXq, TipY q, TipZq is zero is trivial.

If (S11) holds, then we have that 1A R Pi for every object A of A, hence

every PipAq is proper and condition (C1) is satisfied.

The following is a slight generalisation of [AM69, Proposition 1.11(i)], that

we include for the sake of completeness. Recall that a completely prime ideal I

of a ring R is a proper ideal such that ab P I implies a P I or b P I, as it also

follows by specialising the definition on page 15 to preadditive categories with

one object.

Lemma 5.4. Let R be a ring and P0, . . . , Pn�1 completely prime ideals of R. Let A

be a multiplicatively closed additive subgroup of R. If A �
�
i n Pi, then A � Pi

for some i   n.

Proof. Consider the set of natural numbers for which the statement is not true.

If, by contradiction, it is non-empty, then it has a least element n, and necessarily

n ¥ 2. Choose completely prime ideals P0, . . . , Pn�1 and a subset A of R such

that A �
�
i n Pi but A �� Pi for every i   n. By minimality of n, it follows

that A ��
�
j n,j�i Pj for every i   n. Hence, for each i   n, there exists

ai P A such that ai P Piz
�
j n,j�i Pj . Let xi � a0 � � �pai � � � an�1 P A. Then

xi P
�
j n,j�i PjzPi. Let x �

°
i n xi P A. Now x R Pi, for every i   n,

contradicting A ��
�
i n Pi.

Proposition 5.5. Let M be an object of A. Then:

(i) For each i   n, either PipMq � ApMq or PipMq is a completely prime

two-sided ideal of ApMq.

(ii) There exist indices i0, . . . , it�1   n such that tPiℓpMquℓ t is the set of max-

imal right ideals of ApMq. Since they are all two-sided ideals, ApMq is a

ring of type t ¤ n.

(iii) The canonical ring morphism p : ApMq{JpApMqq Ñ
±
ℓ tApMq{PiℓpMq

is an isomorphism.

Proof. (i) When PipMq is proper, it is completely prime by Lemma 5.3.
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(ii) By (S2) we have a local morphism ApMq Ñ
±
i nAippTipMqq induced

by T , from which we obtain the local morphism

ApMq Ñ
¹

i s.t. TipMq � 0

AipTipMqq{JpAipTipMqqq

whose codomain is a product of division rings. Notice that the product is

non-empty, because M � 0. Then the set of non-units of ApMq is the union�
i s.t. TipMq � 0 PipMq. Insofar as every ideal of this union is completely prime

by (i), any proper right or left ideal of ApMq is contained in some PipMq, by

Lemma 5.4. This is in particular true for the maximal right ideals, thus (ii)

follows.

(iii) By the Chinese Remainder Theorem 1.19, p is an isomorphism.

For each i   n and each object M of A, let Qi,M be the ideal of SumspAq

associated to PipMq.

We now define the equivalence relations that will control biproducts of ob-

jects in A. For each i   n we define a preorder ¨i on the class of objects of A.

For each pair of objects M and N we let M ¨i N if there exists f P ApM,Nq

such that Tipfq P AipTipMq, TipNqq is an isomorphism. In view of Lemma 1.16,

this amounts to f R Pi when TipMq and TipNq are non-zero. We let �i be the

equivalence relation defined by M �i N if and only if M ¨i N and N ¨i M .

Let us show the connection between these equivalence relations and the

ideals Qi,M .

Lemma 5.6. Let i   n and M,N P A. Then M �i N if and only if Qi,M � Qi,N .

When this is the case, PipMq is maximal if and only if PipNq is maximal.

Proof. Suppose M �i N . Then let f : M Ñ N and g : N Ñ M be morphisms

in A such that Tipfq and Tipgq are isomorphisms. If TipMq � 0, then also

TipNq � 0, hence PipMq and PipNq are both improper, and Qi,M � Qi,N is

the improper ideal of SumspAq. Thus we can assume that TipMq and TipNq are

non-zero. As a consequence, by Lemma 1.16, f and g are not in Pi. Suppose

b : B1 Ñ B2 is a morphism in SumspAq such that b P Qi,M pB1, B2q. To prove

that b P Qi,N , we need to show that for each α : N Ñ B1 and each β : B2 Ñ N

we have βbα P PipNq. We have gpβbαqf P PipMq because b P Qi,M . In view

of (C2) and of the fact that f, g R Pi, it follows that βbα P PipNq, as required.

This proves that Qi,M � Qi,N and the reverse inclusion follows by symmetry.

Now assume that Q � Qi,M � Qi,N . If this is the improper ideal of

SumspAq, then PipMq and PipNq are improper. This implies that TipMq �

TipNq � 0, so that Tip0: M Ñ Nq and Tip0: N Ñ Mq are isomorphisms, and

M �i N . We can now suppose that Q is proper. This implies that 1N R PipNq �

Qi,M pNq, therefore there exist morphisms f : M Ñ N and g : N ÑM in A such

that gf R PipMq. Thus both g and f are not in Pi and, by Lemma 1.16, both

Tipfq and Tipgq are isomorphisms, so that M �i N .
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The last assertion follows from Theorem 2.14, because the endomorphism

rings of M and N are of finite type ¤ n, hence semilocal.

Lemma 5.7. LetX be an object of A such that PipXq is maximal, and let F : AÑ

A{Qi,X be the canonical functor. Let N be any object of A. If X �i N , then

F pXq � F pNq, while if X �i N , then F pNq � 0.

Proof. If X �i N , we have that PipNq � Qi,XpNq is maximal, hence F pXq �

F pNq by Lemma 2.24. Suppose now that X �i N . If TipNq � 0, then PipNq

is improper and, since it is contained in Qi,XpNq, F pNq � 0. Thus assume

TipNq � 0. Note that also TipXq � 0, so that we may apply Lemma 1.16 as

follows: For any pair of morphisms f : X Ñ N and g : N Ñ X, either Tipfq or

Tipgq is not an isomorphism, so that Tipgfq is not an isomorphism, i.e., Tipgfq P

Ji, hence gf P PipXq. This shows that 1N P Qi,XpNq, thus F pNq � 0.

Finally we give the main result of this chapter:

Theorem 5.8. Consider the objects X �
À

µ rXµ and Y �
À

µ s Yµ of the

additive closure SumspAq, where X0, . . . , Xr�1 and Y0, . . . , Ys�1 are objects of the

preadditive category A. For each i   n, define Xi � tµ   r : TipXµq � 0u and

Yi � tµ   s : TipYµq � 0u. Then X � Y if and only if there exist bijections

tσi : Xi Ñ Yiui n such that Xµ �i Yσipµq for each i   n and each µ P Xi.

Proof. Assume that the bijections exist. To show that X � Y , by Lemma 2.19,

we must show that X and Y are isomorphic in SumspAq{Q for each Q P

V pSumspAq,Mq for every M P A. By Theorem 5.5, we then have Q � Qi,M

for some i   n such that PipMq maximal. The mapping σi induces a bijection

tµ P Xi : Xµ �i Mu Ñ tµ P Yi : Yµ �i Mu.

Let k ¥ 0 be the common cardinality of the two sets. Note that if µ   r is not

in Xi, i.e., TipXµq � 0, then PipXµq is the improper ideal. Since PipXµq �

Qi,M pXµq, it follows that F pXµq � 0. Therefore, F pXq �
À

µPXi
F pXµq �

F pMqk, where the last isomorphism holds by Lemma 5.7. Since the same holds

for Y , it follows that F pXq � F pY q.

For the converse implication, assume that f : X Ñ Y and g : Y Ñ X are mu-

tually inverse isomorphisms. Then Tipfq : TipXq Ñ TipY q and Tipgq : TipY q Ñ

TipXq are mutually inverse isomorphisms in Ai. By Theorem 1.18, we ob-

tain a bijection σi : Xi Ñ Yi such that Tipfσipµq,µq � pTipfqqσipµq,µ : TipXµq Ñ

TipYσipµqq is an isomorphism for all µ P Xi. Therefore Xµ ¨i Yσipµq for all

µ P Xi.

Reasoning in the same way with g, we obtain a bijection τi : Yi Ñ Xi such

that Yµ ¨i Xτipµq for all µ P Yi.

Therefore Xµ ¨i Yσipµq ¨i Xτiσipµq. Continuing inductively we have Xµ ¨i
Yσipµq ¨i Xpτiσiqkpµq for all integers k ¥ 1. Since there exists some k ¥ 1



98 CHAPTER 5. THE N -KRULL SCHMIDT THEOREM

such that pτiσiq
k � 1 (the symmetric group of the finite set Xi is finite, hence

all its elements have finite order), we have Xµ �i Yσipµq for each µ P Xi, as

required.

Corollary 5.9. Let X,Y P A. Then X � Y if and only if X �i Y for all i   n.

It is easy to see that if (S11) holds, the statement becomes more elegant:

Theorem 5.10. Suppose (S11) holds. In the notation of Theorem 5.8, we have

that
À

µ rXµ �
À

µ s Yµ if, and only if, r � s and there exist permutations

tσiui n such that Xµ �i Yσipµq for each i   n and each µ   r.

Definition 5.11. For a preadditive category C, we say that the n-Krull-Schmidt

Theorem holds for C if there are equivalence relations tσiui n on the class of

objects of C such that Theorem 5.10 holds.

5.2 Examples

5.2.1 DCP modules over rings of finite type.

Let R be a ring. A DCP module is a direct summand of a cyclically presented

module, i.e., a direct summand of a module isomorphic toR{xR for some x P R.

The DCP modules over rings R of finite type have been studied in [AAF09]. Via

a suitable duality, the kernels of morphisms between heterogeneous injective

modules of finite Goldie dimension, i.e., between finite direct sums of pairwise

non-isomorphic indecomposable injective modules, were also studied in that

paper [AAF09, §6].

The setting of [AAF09] is a particular instance of Setting 5.2. Namely, let

R be a ring of finite type, with maximal ideals M1, . . . ,Mn. We denote R{Mi

by Ki when we view it as a division ring, and by Si when we view it as a

simple right (or simple left) R-module. Inasmuch as Si is an R-Ki-bimodule,

we have the additive functors T2i�1 :� TorR1 p�, Siq and T2i :� � b Si, both

Mod-R Ñ Mod-Ki. Let T � T1 � � � � � T2n and A be the full subcategory

of Mod-R whose objects are the non-zero DCP right R-modules. At the end

of [AAF09, §2], it is proved that TipARq is of type ¤ 1 for any DCP module

AR, hence (S1) is satisfied. Moreover, (S2) is satisfied by the proof of [AAF09,

Theorem 3.2]. It is easy to see that the equivalence relations r�sb,i and r�sT,i

introduced in [AAF09, page 3] are specialisations of our equivalence relations

�i, and that [AAF09, Theorem 5.3] is a specialisation of Theorem 5.8.

5.2.2 Artinian modules with heterogeneous socle

An artinian module M whose socle is heterogeneous, i.e., is a finite direct sum

of pairwise non-isomorphic simple modules, is known to be a module of fi-
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nite type [FP09b, Section 5]. Indeed, suppose M is artinian and SocpMq �À
i n Si, where the simple modules tSiui n are pairwise non-isomorphic. Then

EndpSocpMqq �
±
i n EndpSiq is a finite direct product of division rings. The

canonical ring morphism ρ : EndpMq Ñ EndpSocpMqq given by restriction is

local, for if g : M Ñ M is not an automorphism, then g is not injective [Fac98,

Lemma 2.16], hence kerpgqXSocpMq � 0, because SocpMq ¤e M . (The socle of

an artinian module M is an essential submodule, because every artinian mod-

ule contains a simple submodule, hence 0 � SocpAq ¤ SocpMq X A for every

0 � A ¤M .) Therefore ρpgq is not injective hence not invertible. Thus ρ shows

that M is of finite type ¤ n. For a proof that uses the injective envelope of M ,

see [FP09b, Section 5].

If we restrict our attention to the category A of Artinian modules whose so-

cle is a fixed heterogeneous semisimple module
À

i n Si, we find that a version

of Theorem 5.10 holds for direct sums of modules in A.

Let us explain this in more detail. Notice that here SumspAq is realised as a

full subcategory of Mod-R. For i   n and M in SumspAq, let TipMq be the trace

of Si in M , i.e., the largest submodule of M generated by Si [AF92, p. 109].

For each module morphism f : M Ñ N in A let Tipfq : TipMq Ñ TipNq be the

restriction and corestriction of f . (Recall that the trace is preserved by module

morphisms, ibid.) Consider the product functor

T : SumspAq Ñ
¹
i n

Mod-R.

As a matter of fact, if M is in A, then TipMq � Si is the isomorphic copy of

Si in the socle of M , hence the endomorphism ring of TipMq is a division ring.

This shows that the condition (S11) of Setting 5.2 holds. Suppose now that g

is an endomorphism of M and that Tipgq is an automorphism for each i   n.

Let K � kerpgq X SocpMq. Then K is isomorphic to a submodule of
À

i n Si.

If K is non-zero, it then contains a simple submodule isomorphic to Si, for

some i   n. But this implies that Tipgq � 0, which is false. Hence K � 0

and, since SocpMq ¤e M because M is artinian, we have that g is injective.

An injective endomorphism of an artinian module is an automorphism [Fac98,

Lemma 2.16(b)], therefore g is an automorphism. This proves that our functor

T also satisfies (S2).

Here is the form that the equivalence relations�i assume in this context: For

M andN in A, we have thatM �i N if and only if there are module morphisms

f : M Ñ N and g : N ÑM such that fpTipMqq � TipNq and gpTipNqq � TipMq.

With respect to the equivalence relations�i, the n-Krull-Schmidt Theorem holds

for A. In other words, we have an instance of Theorem 5.10 for the finite direct

sums of artinian modules with the prescribed heterogeneous socle
À

i n Si.
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5.2.3 Noetherian modules with heterogeneous top

This class of modules is dual to the previous one. Let tSiui n be a finite set

of pairwise non-isomorphic simple modules. Let N be the full subcategory of

Mod-R whose objects are the non-zero noetherian modules N such that the top

of N , i.e., N{RadpNq, is isomorphic to
À

i n Si.

Recall that, if U is a family of right R-modules, for each right R-module

X, the reject of U in X is the smallest submodule X 1 of X such that X{X 1 is

cogenerated by U , and it is denoted by RejXpUq [AF92, p. 109]. Any morphism

f : X Ñ Y preserves the reject, i.e., fpRejXpUqq � RejY pUq.

For each i   n and X in N, define TipXq � N{RejXpSiq. For a morphism

f : X Ñ Y let Tipfq : X{RejXpSiq Ñ Y {RejY pSiq be the morphism induced by

f . Thus Ti is an additive functor into the category of right R-modules. Then we

consider the product functor

T : SumspNq Ñ
¹
i n

Mod-R.

Let i   n and N P N. Let us show that RejN pSiq is a maximal submodule of N ,

that is, that TipNq is a simple module, so that EndRpTipNqq is a division ring and

(S11) is satisfied. Suppose RejN pSiq is a proper submodule of N . On the one

hand, N{RejN pSiq is isomorphic to a non-zero quotient of the heterogeneous

semisimple module
À

ℓ n Sℓ, hence N{RejN pSiq is isomorphic to
À

ℓPF Sℓ, for

some non-empty F � tℓ   nu. (The radical RadpNq is the reject in N of

the class of all simple modules, hence RadpNq � RejN pSiq.) On the other

hand, N{RejN pSiq is cogenerated by Si, thus F can only be the singleton tiu.

Therefore, TipNq � N{RejN pSiq � Si, as claimed.

Notice also that if M is a maximal submodule of N , it is necessarily equal to

RejN pSiq for some i   n. Indeed, N{M is a simple quotient of
À

i n Si, hence

N{M � Si for some i   n. (The radical RadpNq is the intersection of all max-

imal submodules, hence RadpNq � M .) In particular, N{M is cogenerated by

Si, hence RejN pSiq �M . We already know that RejN pSiq is maximal, therefore

equality holds.

Suppose now that g is an endomorphism of N and that Tipgq is an isomor-

phism for each i   n. In particular, gpNq � RejN pSiq � N for each i   n. Thus

gpNq � N , for if gpNq was proper, then it would be contained in some maximal

submodule RejN pSiq of N . In view of the fact that a surjective endomorphism

of a noetherian module is an automorphism [Fac98, Lemma 2.17(b)], we con-

clude that g is an automorphism. We have therefore proved that the product

functor T satisfies also condition (S2).

If M and N are in N, we have that M �i N means that there exist mor-

phisms f : M Ñ N and g : N Ñ M such that fpMq �� RejN pSiq and gpNq ��

RejM pSiq. With these equivalence relations �i, the n-Krull-Schmidt Theorem

holds for N.
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5.2.4 Representations of type 1 pointwise

The example that we now treat was the object of study of [Gir11b].

Let Q � pQ0, Q1q be a finite quiver, that is, a directed graph with a finite set

of vertices Q0 and a finite set of arrows Q1. Each arrow a has a tail tpaq and a

head hpaq, hence we write a : tpaq Ñ hpaq.

For a ring R, RepRpQq is the category of representations of Q by right

R-modules and R-homomorphisms. An object of this category is a sequence

M � pMiqiPQ0
of right R-modules indexed by the vertices of Q, together with a

sequence pMaqaPQ1
of R-module morphisms indexed by the arrows of Q, with

the requirement that dompMaq � Mtpaq and codompMaq � Mhpaq. A morphism

g : M Ñ N of representations, i.e., a morphism in the category RepRpQq, is a

sequence of R-module morphisms g � pgiqiPQ0
subject to the condition that for

every arrow a P Q1 we have ghpaqMa � Nagtpaq.

In other words, the category of representations is the category of functors

from Q to Mod-R, where we regard the quiver as a category with Q0 as objects

and the directed paths of Q as the morphisms (plus the identities, or paths of

length zero), with composition given by juxtaposition of paths.

Another natural way of seeing RepRpQq is as a subcategory (definitely not

full) of the product category
±
iPQ0

Mod-R. Moreover, the faithful functor

RepRpQq Ñ
±
iPQ0

Mod-R is local. (A morphism of representations g is in-

vertible if and only if each gi is invertible.)

The example we are going to present is now obvious: Let P be the full sub-

category of RepRpQq whose objects are the representations X such that Xi is a

module with local endomorphism ring for every vertex i P Q0. Then the restric-

tion T to SumspPq of the above local faithful functor satisfies (S11) and (S2), so

that an instance of Theorem 5.10 holds for finite direct sums of representations

in P.

Notice that in Theorem 5.10 the objects of which we consider direct sums

may not be indecomposable. In particular, the representations in the object class

of P may not be indecomposable. In this particular case, though, we will show

that they have a unique decomposition into indecomposable representations.

Let C be the class of representations M such that, for all i P Q0, either

Mi � 0 or Mi is indecomposable. Among these we have the objects of P.

Let M P C. Let GpMq � pV pMq, EpMq, ψq be the non-directed graph whose

vertices and edges are defined by

V pMq � ti P Q0 |Mi � 0u � Q0

EpMq � ta P Q1 |Ma � 0u � Q1

and whose incidence function ψ is defined by ψpaq � ttpaq, hpaqu for all a P

EpMq. Notice that the incidence function ψ does not depend on the representa-
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tion considered. Thus two representations in C have the same associated graph

if and only if they have the same sets of vertices and edges. Also notice that iso-

morphic representations have the same associated graph. In other words, the

graph GpMq is obtained from Q by deleting the vertices and arrows on which

M vanishes, and then forgetting the direction of the arrows.

Let us recall some notions from [BM76]. Let G � pV,E, ψq be a non-directed

graph. If W � V , the subgraph of G induced by W is the subgraph GrW s with

vertex set W and whose edges are all the edges of G whose endpoints are both

in W . A subgraph of G induced by some subset W of V is called an induced

subgraph. In other words, H is an induced subgraph of G if and only if, for

each edge e of G whose endpoints are vertices of H, e is also an edge of H. By

a component of G we mean a subgraph induced by a maximal connected subset

C � V .

If V � V pMq, we define a representation MpV q as follows. We let MpV qi �

Mi for all i P V and MpV qi � 0 if i P Q0zV . If a P Q1 is an arrow whose

endpoints are both in V , then we let MpV qa � Ma, while we let MpV qa � 0

otherwise. It is easy to see that GpMpV qq coincides with the subgraph of GpMq

induced by V . Also notice that MpV pMqq �M .

We now characterise direct summands of a non-zero representation in C and

prove a Krull-Schmidt-type Theorem for such a representation. The information

on the decompositions of a representation M P C is completely determined by

the graph GpMq.

Theorem 5.12. Let 0 �M P C. Let C1, . . . , Cr be the maximal connected subsets

of V pMq.

(i) Let N be a representation. Then N is a direct summand of M if and only if

N �MpCi1 \ � � � \ Citq for some subset ti1, . . . , itu of t1, . . . , ru.

(ii) M is indecomposable if and only if GpMq is connected.

(iii) M has a decomposition into indecomposable representations, unique up to

order and isomorphism of the factors, namely M �MpC1q ` � � � `MpCrq.

Proof. Step 1. We prove the “only if” part of (i). Suppose N is a direct summand

of M . Let V � V pNq for short. Let f : M Ñ N ` N 1 be an isomorphism. We

will construct from f an isomorphism g : MpV q Ñ N .

For all i P Q0, let εi, ε
1
i and πi, π

1
i denote the canonical injections and pro-

jections of the codomain Ni ` N 1
i of fi. If i P V , then Ni � 0. Therefore Mi

is indecomposable, hence N 1
i � 0. It follows that πifi : MpV qi � Mi Ñ Ni

is an isomorphism. We then let gi � πifi for all i P V . If i R V , both

MpV qi and Ni are zero, thus the zero morphism gi � 0 is an isomorphism.

To show that g : MpV q Ñ N is an isomorphism we are left to check that

Nagipaq � gtpaqMpV qa for all arrows a P Q1. Let i � ipaq and j � tpaq.
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If ti, ju �� V , then MpV qa � 0. Moreover, Na � 0 as well, so that the

condition is trivially satisfied. (Indeed, if Na � 0, then Ni and Nj are non-

zero modules, hence i, j P V .) Therefore we may suppose ti, ju � V . From

fjMa � pN `N 1qafi we obtain πjfjMa � Naπifi. The conclusion follows from

πifi � gi, πjfj � gj and Ma �MpV qa.

It is left to prove that V is a union of maximal connected subsets. It suffices

to prove that if i P V and j is adjacent to i in GpMq, then j P V . To see this,

pick a P EpMq such that ψpaq � ti, ju. Since i P V , then Ni � 0, so that N 1
i � 0

and N 1
a � 0. Suppose by contradiction j R V , i.e., Nj � 0. Then Na � 0, so that

pN `N 1qa � 0, from which Ma � 0, contradiction.

Step 2. We prove the “if” part of (ii). So assumeGpMq is connected. Suppose

that M � N ` N 1. By Step 1, N � MpV q for some V which is a union of

maximal connected subsets of V pMq. But V pMq is the only maximal connected

subset because GpMq is connected, so V � H or V � V pMq, i.e., N � 0 or

N �MpV pMqq �M , in which case N 1 � 0, as it is required.

Step 3. Here we prove existence of the decomposition in (iii). By Step 2,

MpCνq is indecomposable for each ν � 1, . . . , r because GpMpCνqq is a compo-

nent of GpMq.

Let us now write an isomorphism f : M Ñ MpC1q ` � � � ` MpCrq. Let

ι1, . . . , ιr and π1, . . . , πr denote the canonical injections and projections of the

codomain. If i P Q0zV pMq, then i R Cν and MpCνqi � 0 for all ν � 1, . . . , r.

Therefore fi � 0 is an isomorphism. If i P V pMq, then there exists a unique

ν � 1, . . . , r such that i P Cν . Therefore, MpCνqi � Mi and MpCµqi � 0 for all

µ � ν. Thus we may define the isomorphism fi by letting fi � ιν,i.

Let a P Q1, i � ipaq and j � tpaq. It is left to check that fjMa � pMpC1q `

� � � `MpCrqqafi. If ti, ju �� Cν for all ν � 1, . . . , r, then MpCνqa � 0 for all

ν � 1, . . . , r thus pMpC1q ` � � � `MpCrqqa � 0. Moreover, Ma � 0 because

i and j are not adjacent. Thus the commutativity condition holds trivially in

this case. Therefore we may assume that there exists ν � 1, . . . , r such that

i, j P Cν . It is enough to check that πµ,jfjMa � πµ,jpMpC1q ` � � � `MpCrqqafi

for µ � 1, . . . , r. Since fi � ιν,i and fj � ιν,j , we must have πµ,jιν,jMa �

πµ,jpMpC1q ` � � � ` MpCrqqaιν,i, which is true. Thus we have the required

commutativity and f is an isomorphism.

Step 4. By the previous step, the “if” part of (i) and the “only if” part of (ii)

follow, so that (i) and (ii) are proved.

Step 5. We now turn to uniqueness in (iii). Suppose M � N1`� � �`Nt is an

arbitrary decomposition of M into indecomposable representations N1, . . . , Nt,

necessarily members of C. By (i), Nν � MpV pNνqq and V pNνq is a union of

maximal connected subsets. By (ii), Nν indecomposable implies V pNνq is a

connected subset hence V pNνq � Cσpνq for some σpνq � 1, . . . , r. Hence Nν �

MpCσpνqq. It remains to show that σ is a bijection.



104 CHAPTER 5. THE N -KRULL SCHMIDT THEOREM

Notice that V pMq � V pN1q \ � � � \ V pNtq. Indeed, let i P V pMq. Since

Mi � N1,i ` � � � ` Nt,i and Mi is indecomposable, there exists a unique index

ν � 1, . . . , t such that Nν,i � 0, i.e., such that i P V pNνq. Therefore C1 \ � � � \

Cr � V pMq � Cσp1q \ � � � \ Cσptq implies that σ is onto. If µ � ν we have

V pNµq X V pNνq � H, i.e., Cσpµq X Cσpνq � H so that σpµq � σpνq and σ is also

injective.

Note that the indecomposable representations which appear in the previous

decomposition theorem need not have local endomorphism ring. (So it does not

follow from Theorem 1.14.) Trivially, fix an indecomposable right R-module X

and a vertex i P Q0. Define Mi � X and Mj � 0 if i � j P Q0, and Ma � 0 for

all a P Q1. Then the endomorphism ring of M in RepRpQq is isomorphic to that

of X in Mod-R.

5.3 A second look at old results

In his 1996 paper [Fac96] Facchini proved that the Krull-Schmidt Theorem fails

for the class of uniserial modules (their lattices of submodules are linearly or-

dered), that is, it may happen that
À

i n Ui �
À

i n Vi, with Ui and Vi uniserial

for every i   n, but that no permutation σ exists such that Ui � Vσpiq for ev-

ery i   n. (The number of direct factors has to be the same, as follows by

equalling the Goldie dimensions of the two isomorphic direct sums.) Neverthe-

less, he proved that the 2-Krull-Schmidt Theorem (Definition 5.11) holds for

the class of uniserial modules. In his book [Fac98], Facchini generalised the 2-

Krull-Schmidt Theorem to the class of biuniform modules. After ten years more

classes of modules exhibiting the same behaviour have been found: cyclically

presented modules over local rings [AAF08], couniformly presented modules

[FG10], kernels of morphisms between uniform injective modules [FEK10]. In

this section we briefly show how all these classes of modules satisfy the condi-

tions of Setting 5.2, hence how the known 2-Krull-Schmidt Theorems are essen-

tially special cases of Theorem 5.10.

5.3.1 Biuniform and uniserial modules

Recall that a module U is uniform if and only if the set of non-zero submodules

of U is closed by finite intersections. On the full subcategory of uniform modules

it is possible to define the completely prime ideal I of non-injective morphisms.

Uniform modules are non-zero, therefore zero morphisms are non-injective. If

f and g are non-injective, then

0 � kerpfq X kerpgq ¤ kerpf � gq
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shows that f � g is non-injective. If fg is injective, then g is obviously injective,

and also f is injective, because kerpfq X impgq � 0 and impgq � 0 implies

kerpfq � 0. This shows that fg P I if and only if either f or g is in I.

Recall that a module C is couniform if and only if the set of proper sub-

modules of C is closed by finite sums. In a dual manner, on the full subcate-

gory of couniform modules it is possible to define the completely prime ideal S

of non-surjective morphisms. Since couniform modules are non-zero, all zero

morphisms are non-surjective. If f and g are non-surjective, then

impf � gq ¤ impfq � impgq

and the right side is a proper submodule of the codomain of f and g, thus f � g

is non-surjective. If fg is surjective, then f is obviously surjective, and also g

is, because impgq � kerpfq � dompfq and kerpfq is proper, so impgq � dompfq.

Therefore if fg P S if and only if f P S or g P S.

In the category B of biuniform modules, i.e., those that are both uniform and

couniform, it is possible to define both completely prime ideals I and S. These

extend uniquely to ideals of SumspBq. (Cf. end of Section 1.2.1.) Consider the

canonical product functor

T : SumspBq Ñ SumspBq{I� SumspBq{S.

Let g be an endomorphism of a biuniform module X and suppose T pgq is an au-

tomorphism. Then g is injective and surjective, hence an automorphism. There-

fore T satisfies the condition (S2) of Setting 5.2.

Since a non-invertible endomorphism either fails to be injective or fails to be

surjective, we have that IpXqYSpXq is the set of non-invertible endomorphisms

of BpXq. Moreover, as we noted, they are completely prime ideals. Then we

deduce from Lemma 5.4 that every proper ideal of BpXq is contained in either

IpXq or SpXq. It follows that X is an object with local endomorphism ring in

both B{I and B{S. Therefore (S11) is also satisfied.

For X and Y biuniform, define X �I Y if X and Y are isomorphic modulo

I and X �S Y if X and Y are isomorphic modulo S. Then Theorem 5.10 says

that, for tXiui n and tYiui m biuniform, we have
À

i nXi �
À

i m Yi if and

only if n � m and Xi �I Yσpiq and Xi �S Yτpiq for suitable permutations σ and

τ . This is essentially [Fac98, Theorem 9.13] and [Fac96, Theorem 1.9], the first

results of this kind.

“Essentially,” because �I and �P do not correspond precisely to the no-

tions of monogeny class and epigeny class. Recall that X and Y have the same

monogeny class, denoted rXsm � rY sm, if they are isomorphic to submodules

of each other, while they have the same epigeny class, denoted rXse � rY se, if

they are isomorphic to quotients of each other. We have:

Lemma 5.13. Let X and Y be biuniform modules. Then:
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(i) X �I Y ùñ rXsm � rY sm.

(ii) X �S Y ùñ rXse � rY se.

(iii) If X or Y has type 2, then the reverse implications hold in (i) and (ii).

Proof. (i) Let f : X Ñ Y and g : Y Ñ X be such that 1X � gf P IpXq and

1Y � fg P IpY q are non-injective. Then gf R IpXq, hence g and f are not in I,

that is, f and g are both injective. Thus rXsm � rY sm.

(ii) Exactly as in (i).

(iii) Suppose that X has type 2. If f : X Ñ Y and g : Y Ñ X are injective

morphisms, then gf is an injective endomorphism of X, that is, gf R IpXq.

Since BpXq{IpXq is a division ring, there is an endomorphism g of X such that

1x � hgf P IpXq. Hence fp1X � hgfq P IpY q, and then Now p1Y � fhgqf P I.

Since I is completely prime and f R I, we have 1Y � fhg P I. Thus f and hg

show that X �I Y . The proof that the implication in (ii) can be reversed is

analogous.

5.3.2 Couniformly presented modules

A module M is couniformly presented if it is isomorphic to P {K for some couni-

form projective module P and some non-trivial couniform submodule K of P .

These modules were the main object of study of [FG10], and will be treated in

Chapter 6. There is a subclass of couniformly presented modules, though, which

is also a subclass of Auslander-Bridger modules, that fits Setting 5.2. Let C be

the category of non-zero non-projective modules M with a (fixed) presentation

QM
ϑM // PM

πM // M // 0 (5.14)

where both QM and PM are couniform projective modules. (We are using the

same notation of Chapter 4.) The additive local and isomorphism-reflecting

functor G of Proposition 4.32 restricts to an additive local and isomorphism-

reflecting functor defined on SumspCq. Since it is local, it satisfies (S2) of

Setting 5.2. It also satisfies (S11), because if M is as above, the endomor-

phism ring of G0pMq is EndRpPM q (which is a local ring) modulo the ideal

of non-surjective endomorphisms (its Jacobson radical), and that of G1pMq is

EndRpQM q{JpEndRpQM qq, again a division ring. The equivalence relations

�1 and �0 on the class of objects of C correspond respectively to “lower-

isomorphism” and “epi-isomorphism” as in Chapter 4. The correspondence with

the notions of “lower part” and “epigeny” of Chapter 6 is instead imperfect,

cf. Lemma 4.36.
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5.3.3 Kernels of morphisms between indecomposable injec-

tives

This class of modules is the class of dual Auslander-Bridger modules that are the

E-duals of the class of couniformly presented modules of the previous example.

The minimal projective presentation (5.14) is sent by Homp�, Eq to a minimal

injective copresentation 0ÑM� Ñ P�
M Ñ Q�

M , with P�
M and Q�

M indecompos-

able injectives. The class F of modules of the type M�, or rather, its closure by

isomorphic copies, satisfies via Homp�, Eq and by the previous example, Set-

ting 5.2. The equivalence relations �0 and �1 are the “mono-isomorphism”

and “upper-isomorphism” we defined when we studied dual Auslander-Bridger

modules in Section 4.4.2. For the modules in F that do not have a local ring

of endomorphisms, the notion of “mono-isomorphism” coincides with the no-

tion of “monogeny” and the notion of “upper-isomorphism” coincides with the

notion of “upper part.” Therefore, for such modules, the specialisation of Theo-

rem 5.10 and [FEK10, Theorem 2.7] agree.

5.4 The associated hypergraph

The aim of this section is to establish when the n-Krull-Schmidt Theorem holds

for a preadditive category C (see Definition 5.11), in terms of a hypergraph asso-

ciated to C. The results of this section are thus a generalisation of some results

of [FP09c], and they provide a geometrical interpretation of Theorem 5.10.

Let us recall some combinatorial notions. By a hypergraph we mean a class

of vertices V together with a class E of non-empty finite subsets of V , which

are the edges of the hypergraph, such that the union of the class E is V . The

original definition of hypergraph as given in [Ber89] is way too restrictive for

our purposes, in that it allows only finite sets of vertices and edges, although it

allows edges to be repeated.

We denote by H � pV,Eq a hypergraph whose class of vertices is V and

whose class of edges is E. We say that H is n-uniform if all its edges have n

elements, and it is called simple if there are no inclusion relations between its

edges. Also recall that a partial hypergraph is obtained from H by selecting a

subclass F of the class of edges E, and is denoted HrF s. The class of vertices of

HrF s is (necessarily) the union of the class F .

Let H � pV,Eq be a hypergraph. Let NpV q be the (large) free commutative

monoid with free basis V . (Notice that the fact that V may be a proper class

implies that the construction of the above free commutative monoid cannot be

done in the usual manner, cf. Appendix A.) Thus the element v of V , when

seen as an element of NpV q, is the function V Ñ N which maps v to 1 and

everything else to 0. If e P E, denote by χpeq the characteristic function of e,
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i.e., χpeq �
°
vPe v. To the hypergraph H we associate the submonoid MonpHq

of NpV q generated by the characteristic functions of edges.

Definition 5.15. Let H � pV,Eq be a hypergraph and n a positive integer. We

say that the n-Krull-Schmidt Theorem holds for H if there exist equivalence

relations t�iui n on the class of edges E such that, given finite sets of edges

teµuµ r and tfµuµ s, the equality

µ̧ r
χpeµq �

µ̧ s
χpfµq

holds in the monoid MonpHq if, and only if, r � s and there exist permutations

tσiui n such that eµ �i fσipµq for all i   n and µ   r.

To a preadditive category C whose objects are of finite type we associate a

hypergraph HpCq. This hypergraph has the class V pCq of maximal ideals of C

as its class of vertices and its edges are the finite sets V pXq � V pC, Xq where

X is an object of the semilocal category C (cf. Section 2.2). The following

dictionary between C and its hypergraph HpCq justifies turning our attention

to hypergraphs and their associated monoids.

Lemma 5.16. The n-Krull-Schmidt Theorem holds for C if and only if it holds for

HpCq.

Proof. Let tXµuµ r and tYµuµ s be finite sets of objects of C. We claim that

µ̧ r
χpV pXµqq �

µ̧ s
χpV pYµqq (5.17)

holds in MonpHpCqq if and only if we have an isomorphism of direct sums in

SumspCq à
µ r

Xµ �
à
µ s

Yµ. (5.18)

Indeed, equation (5.17) holds if and only if, for each P P V pCq, the num-

ber of indices i such that P P V pXiq is equal to the corresponding number

of indices j such that P P V pYjq. By an application of Lemma 2.24, this is

equivalent to
À

µ rXµ and
À

µ s Yµ being isomorphic in SumspCq{P, for all

P P V pSumspCq,Mq and for all non-zero objects M of C, which is equivalent

to equation (5.18) by Lemma 2.19. This proves the claim.

Suppose that the n-Krull-Schmidt Theorem holds for C relatively to the

equivalence relations t�iui n on the class of objects of C. Let V pXq and V pY q

be edges of HpCq, where X and Y are objects of C. Let V pXq �i V pY q if and

only if X �i Y . The definition of �i does not depend on the choice of X and

Y , because X � Y if and only if V pXq � V pY q (Corollary 2.25). It is easy

to see that the n-Krull-Schmidt Theorem holds for MonpHpCqq relatively to the

relations t�iui n. A similar argument shows the converse.
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From now on, let n ¥ 2 be a fixed integer and let C be a preadditive category

whose non-zero objects are indecomposable and of finite type at most n. The

condition that the objects of C be indecomposable is equivalent to requiring that

there are no inclusion relations between the edges of HpCq (Corollary 2.25),

i.e., that HpCq is a simple hypergraph.

For each family of pairwise disjoint classes tXiui n, we define the n-partite

complete hypergraph on
�
i nXi to be the hypergraph P pX0, . . . , Xn�1q with

class of vertices
�
i nXi and whose class of edges EpX0, . . . , Xn�1q consists of

all n-element subsets of vertices which have exactly one vertex from each Xi

[Ber89, pg. 19]. Thus P pX0, . . . , Xn�1q is simple and n-uniform.

A hypergraph H � pV,Eq is n-partite if V is a disjoint union V �
�
i n Ui

such that each Ui is not empty, and such that for each e P E and each i   n, the

set eXUi has at most one element. Clearly, a partial hypergraph of an n-partite

complete hypergraph is n-partite.

Recall that in a commutative monoid M , an element x is an atom if it is

non-zero and, for all a, b P M , the equality x � a � b implies a � 0 or b � 0.

The following generalises [FP09c, Proposition 3.5]. (Also see page 76 for the

connection between biproduct decomposition in additive categories and factori-

sations in reduced commutative monoids.)

Theorem 5.19. Let H � pV,Eq be a simple hypergraph. The following are equiv-

alent:

(i) The n-Krull Schmidt Theorem holds for H.

(ii) There exists an injective morphism ϕ : MonpHq Ñ MonpP pX0, . . . , Xn�1qq

of monoids which sends atoms to atoms, where X0, . . . , Xn�1 are suitable

pairwise disjoint classes.

(iii) There exists an injective mapping η : E Ñ EpX0, . . . , Xn�1q, where tXiui n

are suitable pairwise disjoint classes, such that

µ̧ r
χpeµq �

µ̧ s
χpfµq (5.20)

holds in MonpHq if and only if

µ̧ r
χpηpeµqq �

µ̧ s
χpηpfµqq (5.21)

holds in MonpP pX0, . . . , Xn�1qq.

Proof. Suppose (i) holds, with respect to a suitable choice of equivalence re-

lations t�iui n on the class of edges E. Let πi : E Ñ E{�i be the canonical

projection.

Let Xi � pE{�iq � tiu and let pi : E Ñ Xi be defined by pipeq � pπipeq, iq.

This makes X0, . . . , Xn�1 pairwise disjoint classes. The mapping pi induces a



110 CHAPTER 5. THE N -KRULL SCHMIDT THEOREM

monoid homomorphism rpi : MonpHq Ñ NpXiq as follows: If
°
µ r χpeµq is an

arbitrary element of MonpHq, letrpi�
µ̧ r

χpeµq

�
�
µ̧ r

pipeµq.

To show that p̃i is well-defined, suppose (5.20) holds in MonpHq. Then r � s

and there exists a permutation σ P Sr such that eµ �i fσpµq for all µ   r.

Therefore,

µ̧ r
pipeµq �

µ̧ r
pipfσpµqq �

µ̧ r
pipfµq,

hence rpi is well-defined. Furthermore, we have an injective monoid homomor-

phism

p �
¹
i n

rpi : MonpHq Ñ
¹
i n

NpXiq.

To show injectivity, suppose that

µ̧ r
pipeµq �

µ̧ s
pipfµq

holds in NpXiq for each i   n. Then r � s and there exists a permutation σi P Sr

such that pipeµq � pipfσipµqq, i.e., such that eµ �i fσipµq for each µ   r. This

implies (5.20), hence p is injective.

In the following diagram, α is the isomorphism defined by α : pgiqi n ÞÑ°
i n gi, while the bottom morphism is set inclusion.

MonpHq

ϕ

��

p // ±
i n N

pXiq

α

��
MonpP pX0, . . . , Xn�1qq //

Np
�

i nXiq

For each e P E, we have αppχpeqq �
°
i n pipeq. Thus ε � tpipequi n is an edge

in EpX0, . . . , Xn�1q, and χpεq � αppχpeqq P MonpP pX0, . . . , Xn�1qq. Inasmuch

as MonpHq is generated by tχpeq : e P Eu, we conclude that the image of αp

is contained in MonpP pX0, . . . , Xn�1qq, thus we can complete the diagram to

a commutative square by adding ϕ, necessarily injective. Since the atoms of

MonpH 1q are the characteristic functions of edges for every simple hypergraph

H 1, the equality ϕpχpeqq � χpεq also implies that ϕ sends atoms to atoms. We

have thus proved that (ii) holds.

Now assume (ii). For each e P E, χpeq is an atom of MonpHq, thus ϕpχpeqq

is an atom of MonpP pX0, . . . , Xn�1qq, hence it is equal to χpηpeqq for some

ηpeq P EpX0, . . . , Xn�1q. Since ηpeq is uniquely determined, we have a map-

ping η : E Ñ EpX0, . . . , Xn�1q. If (5.20) holds, applying ϕ to it we obtain

that (5.21) holds. If the latter holds, the former holds by injectivity of ϕ. In
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particular, ηpeq � ηpfq implies that χpηpeqq � χpηpfqq, which is equivalent to

χpeq � χpfq, which implies e � f . Hence η is injective, and this completes the

proof that (ii) implies (iii).

Eventually, assume (iii). For each i   n and each pair e, f P E, define e �i f

if ηpeq XXi � ηpfq XXi. This is an equivalence relation on E. Assume (5.20)

holds, so that (5.21) holds. Inasmuch as P pX0, . . . , Xn�1q is n-uniform, we

must have r � s.

Write χpηpeµqq �
°
i n eµ,i, where eµ,i P Xi for all i   n, and write χpηpfµqq

accordingly. Thus

µ̧ r i̧ n

eµ,i �
µ̧ r i̧ n

fµ,i,

and in view of the fact that the classes X0, . . . , Xn�1 are pairwise disjoint, it

follows that

µ̧ r
eµ,i �

µ̧ r
fµ,i

for each i   n. Thus there exist permutations tσiui n � Sr such that eµ,i �

fσipµq,i, i.e., ηpeµq XXi � ηpfσipµqq XXi, uniformly in µ   r and i   n. Hence

eµ �i fσipµq, for i   n and µ   r. Conversely, if r � s and such permutations

exist, then (5.21) holds, hence (5.20) also holds. This proves that (i) holds with

respect to the equivalence relations t�iui n.

Corollary 5.22. If the n-Krull-Schmidt Theorem holds for a simple hypergraph

H � pV,Eq, then it also holds for any partial hypergraph of H.

Proof. Let F be a subclass ofE and consider the partial hypergraphHrF s. There

is a canonical injective monoid homomorphism ι : MonpHrF sq Ñ MonpHq that

sends atoms to atoms. Thus if ϕ is as in Theorem 5.19(ii), then ϕι shows that

the relations of MonpHrF sq are controlled by n permutations.

Consider the intersection graph G of the edges E of H, i.e., the simple graph

having E as its class of vertices, and such that two elements of E are adjacent

in G whenever their intersection is non-empty. Partition E as the disjoint union

E �
�
iPI Ei of the maximal connected subclasses of vertices of G. For each

i P I, let Hi � HrEis, i.e., let Hi be the partial hypergraph of H on the subclass

of edges Ei, and denote by Vi its class of vertices. Note that V is the disjoint

union V �
�
iPI Vi. We refer to the hypergraphs Hi as the connected components

of H.

Lemma 5.23. The n-Krull-Schmidt Theorem holds for H � pV,Eq if and only if

it holds for each connected component of H.

Proof. There is a canonical isomorphism of monoids
À

iPI N
pViq Ñ NpV q, more

precisely, the one which sends pgi : Vi Ñ NqiPI to the function g : V Ñ N ob-

tained by gpxq � gipxq for x P Vi. It is easy to see that it induces an isomorphism

q :
À

iPI MonpHiq Ñ MonpHq.
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One implication of the lemma follows at once from the previous corollary.

For the other implication, assume that the n-Krull-Schmidt Theorem holds for

each Hi, so that there is an injective monoid homomorphism ϕi : MonpHiq Ñ

MonpP pXi,0, . . . , Xi,n�1qq which sends atoms to atoms, for each i P I. Without

loss of generality, suppose that the classes Xi,j are pairwise disjoint. There-

fore, once we define Xj �
�
iPI Xi,j , we obtain that X0, . . . , Xn�1 are pairwise

disjoint. Let ιi : MonpP pXi,0, . . . , Xi,n�1qq Ñ MonpP pX0, . . . , Xn�1qq be the

canonical embedding of monoids, for each i P I. Define ϕ :
À

iPI MonpHiq Ñ

MonpP pX0, . . . , Xn�1qq by ϕppgiqiPIq �
°
iPI ιiϕipgiq. It is easy to check that ϕ

is injective and sends atoms to atoms, hence the n-Krull-Schmidt Theorem holds

for H.

For integers r and n such that 1 ¤ r ¤ n, let Kr
n denote the r-uniform com-

plete hypergraph of order n, i.e., the hypergraph whose vertices are the elements

of a set X of cardinality n and whose edges are all the r-element subsets of X

[Ber89, pg. 5]. Thus the number of edges of Kr
n is

�
n
r

�
. Recall that in a hyper-

graph the degree of a vertex v, denoted by dpvq, is the number of edges e such

that v P e.

The following extends [FP09c, Proposition 3.9].

Proposition 5.24. Let n ¥ 2 be an integer. If a simple hypergraph H � pV,Eq

admits Kn
2n as a partial hypergraph, then the n-Krull-Schmidt Theorem does not

hold for H.

Proof. In view of Corollary 5.22, we may assume H � Kn
2n. Assume that

the n-Krull-Schmidt Theorem holds for Kn
2n, and let ϕ, η, X0, . . . , Xn�1 be

as in Theorem 5.19. We are going to show that the partial hypergraph C �

P pX0, . . . , Xn�1qrηpEqs is a copy of Kn
2n and that the latter is not n-partite,

which contradicts C being a partial hypergraph of an n-partite hypergraph.

By a construction by induction, it is possible to write E as a disjoint union

E � te1, . . . , emu \ tV ze1, . . . , V zemu.

Necessarily, m � |E|{2. The element s �
°
vPV v of MonpKn

2nq can be written

as s � χpeiq � χpV zeiq for any i � 1, . . . ,m.

Let u be a vertex of C. Then u P ηpeiq or u P ηpV zeiq for some i. Since

ϕpsq � χpηpeiqq�χpηpV zeiqq, it follows that the coefficient of u in ϕpsq is strictly

positive. This implies that u P ηpeiq or u P ηpV zeiq, now for all indices i �

1, . . . ,m. Since η is injective, it follows that the degree dCpuq of u in C is at

least m. Let U be the set of vertices of C. Then

m|U | ¤
u̧PU

dCpuq � n|ηpEq| � n|E| � 2mn,

from which |U | ¤ 2n. Since C is n-uniform on |U | vertices, we must have

|ηpEq| ¤
�|U |
n

�
. But η is injective, hence |ηpEq| � |E| �

�
2n
n

�
, so that |U | ¥ 2n.
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Thus |U | � 2n, and it follows that C is the complete n-uniform hypergraph on

2n vertices.

To reach the required contradiction, let us finally show that C is not n-

partite. Suppose it is n-partite. Then write U as a disjoint union U �
�
i n Ui in

such a way that for each ε P ηpEq, the set εXUi has at most one element. Insofar

as 2n �
°
i n |Ui|, there exists i   n such that Ui has at least two elements. Pick

an n-element subset ε of U with two elements from Ui. Then this is an edge of

C by completeness, contradiction.
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Chapter 6

Couniformly presented

modules and dualities

In Chapters 4 and 5 we have already mentioned a subclass of couniformly pre-

sented modules, namely, those modules of the form cokerpϕq where ϕ is a mor-

phism between couniform projective modules. In general a couniformly pre-

sented module is a module M � 0 that embeds in a short exact sequence

0 // C
ι // P // M // 0 (6.1)

where P is projective, and both P and C are couniform. We will assume with-

out loss of generality that ι is set inclusion. We say that (6.1) is a couniform

presentation of M . Notice that P ÑM is necessarily a projective cover, because

M � 0 implies C   P hence C ¤s P .

If C has a projective cover, then this is a module of the type already studied

in the previous chapters, but this may not be the case. For instance, if R is

a valuation domain that is not a principal ideal domain, R{I is couniformly

presented even when I is not finitely generated. A concrete example is the

domain R of Puiseux series R �
�

1¤n ωK
0
x1{n

8
, modulo the ideal I � JpRq.

Cyclically presented modules over a local ring R [AAF08] are either couni-

formly presented or isomorphic to 0 or R. Over a right chain ring R, that is, a

ring R with RR uniserial, a right module is couniformly presented if and only if

it is cyclic but not projective. In particular, couniformly presented right modules

over right chain rings are uniserial.

In this chapter we study couniformly presented modules in full generality

[FG10]. In particular we will prove a version of Theorem 5.10 (with n � 2) for

this class of modules.

It would be possible to study these modules using the general machinery of

Chapter 5, although the choice of ideals has to be done with care, cf. page 123.

115
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Here we prefer to give elementary proofs instead, thus illustrating the tech-

niques used in [Fac96] and then later in [AAF08, FG10, FEK10] to prove several

instances of the case n � 2 of Theorem 5.10.

Recall that a module M is said to be couniform (or hollow) if it has dual

Goldie dimension one, that is, if it is non-zero and the sum of any two proper

submodules of M is a proper submodule of M . Equivalently, a non-zero module

is couniform if and only if all its proper submodules are superfluous, if and only

if all its non-zero homomorphic images are indecomposable modules. For in-

stance, every non-zero uniserial module, that is, every non-zero module whose

lattice of submodules is linearly ordered under inclusion, is couniform.

Projective couniform modules have been characterised in several equivalent

ways (Lemma 4.2). In particular, a couniform projective right R-module is iso-

morphic to eR for some local idempotent r of R, “local” meaning that eRe is a

local ring, and eR is the projective cover of the simple module eR{eJpRq. Thus

there a injective mapping xeRy Ñ xeR{eJpRqy from the family of isomorphism

classes of couniform projective right R-modules into the family of simple right

R-modules. This mapping is a bijection if and only if the ring R is semiperfect

[Bas60, Theorem 2.1] [Fac98, Theorem 3.6(d)].

Given any couniformly presented module M with couniform presentation

(6.1), every endomorphism f ofM lifts to an endomorphism f0 of the projective

cover P , which in turn induces by restriction/corestriction an endomorphism f1

of C. Hence we have a commutative diagram

0 // C

f1

��

ι // P

f0

��

// M

f

��

// 0

0 // C
ι // P // M // 0

(6.2)

The morphisms f0 and f1 that complete diagram (6.2) are not uniquely deter-

mined by f . Nevertheless, it is easily seen that f : M ÑM is an epimorphism if

and only if f0 : P Ñ P is an epimorphism, if and only if f0 is an automorphism.

It follows that if we substitute f0 and f1 with two other morphisms f 10 and f 11

making the diagram analogous to diagram (6.2) commute, then f0 : P Ñ P is

an epimorphism if and only if f 10 : P Ñ P is an epimorphism. In this notation,

let us show that the same holds for C, i.e., that

Lemma 6.3. The endomorphism f1 : C Ñ C is surjective if and only if f 11 : C Ñ C

is surjective.

Proof. The commutativity of the two diagrams (6.2), one relative to f0 and f1,
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the other relative to f 10 and f 11, gives, by subtraction, a commutative diagram

0 // C

f1�f 11
��

ι // P

f0�f 10
��

// M

0

��

// 0

0 // C
ι // P // M // 0

Hence pf0�f
1
0qpP q � C. Since C is superfluous in P , it follows that pf0�f

1
0qpCq

is superfluous in pf0 � f 10qpP q, so that pf0 � f 10qpCq � pf1 � f 11qpCq is a proper

submodule of C. Thus f1 � f 11 is not an epimorphism. This and the fact that C

is couniform yield that f1 : C Ñ C is an epimorphism if and only if f 11 : C Ñ C

is an epimorphism. Indeed, f1pCq ¤ pf1 � f 11qpCq � f 11pCq ¤ C, so if f1 is onto

then so is f 11.

Our proof of Lemma 6.3 is essentially the same as the proof of [FH06,

Lemma 7.1].

Notice that, in the proof of Lemma 6.3, we have seen that, for every mor-

phism g : P Ñ C (where C   P are couniform modules and P is projective),

gpCq is properly contained in C.

It is easy to see that for every couniform right R-module U , the endomor-

phism ring EndRpUq has a proper completely prime ideal KU consisting of all

the non-surjective endomorphisms of U . Cf. [Fac98, Lemma 6.26]).

The ring EndRpUq{KU is thus an integral domain, but it is not a division

ring in general. For instance, take as U the Prüfer group Zpp8q viewed as a Z-

module. Since it is a uniserial divisible module, it is a uniform injective module,

hence its endomorphism ring S � Zp is local and its Jacobson radical consists

of those endomorphisms that are not injective. Multiplication by p induces a

non-injective endomorphism that is surjective, hence p P JpSqzKZpp8q, hence

E{KZpp8q is a local ring but not a division ring.

Our proof of Lemma 6.3 also shows that for every couniformly presented

right R-module M with couniform presentation (6.1), there is a well-defined

ring morphism EndRpMq Ñ EndRpCq{KC , defined by f ÞÑ f1 �KC .

Similarly to [FH06, Section 7], by Lemma 6.3, we can consider the ring

morphism

Φ: EndRpMq Ñ EndRpMq{KM � EndRpCq{KC

defined by Φpfq � pf�KM , f1�KCq for every f P EndRpMq. Recall that a ring

morphism ϕ : S Ñ S1 is said to be local if, for every s P S, ϕpsq P UpS1q implies

s P UpSq.

Lemma 6.4. Let M be a couniformly presented right R-module with a couniform

presentation (6.1). Then the ring morphism Φ is local.

Proof. Let f P EndRpMq be an endomorphism with Φpfq invertible. Consider

the commutative diagram (6.2). Then f � KM and f1 � KC are invertible in
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EndRpMq{KM and EndRpCq{KC respectively, so that, in particular, f R KM

and f1 R KC , that is, the morphisms f and f1 are epimorphisms. Thus f0 also is

an epimorphism, hence an automorphism of P because P is projective and in-

decomposable. By the Snake Lemma applied to diagram (6.2), f0 isomorphism

and f1 epimorphism imply f monomorphism.

The next result describes the endomorphism ring of a couniformly presented

module.

Theorem 6.5. Let M be a couniformly presented module with a couniform pre-

sentation (6.1) and endomorphism ring S. Let e :� t f P S : f is not surjective u

and l :� t f P S : f1 : C Ñ C is not surjective u. Then e and l are completely prime

two-sided ideals of S, the union e Y l is the set of all non-invertible elements of S,

and every proper right ideal of S and every proper left ideal of S is contained either

in e or in l. Moreover, one of the following two conditions holds:

(i) Either the ideals e and l are comparable, so that S is a local ring with maxi-

mal ideal the greatest ideal among e and l, or

(ii) e and l are not comparable, JpSq � eX l, and S{JpSq is canonically isomor-

phic to the product of the two division rings S{e and S{l.

Proof. Let π1 and π2 be the canonical projections of S{KM �EndRpCq{KC onto

S{KM and EndRpCq{KC , respectively. We already know that e � KM is a

completely prime ideal of EndRpMq. Notice that l is the kernel of the composite

morphism π2Φ: S Ñ EndRpCq{KC . As EndRpCq{KC is an integral domain, it

follows that l is a completely prime ideal of S.

As the ideals e and l are proper, it follows that e Y l � SzUpSq. Conversely,

if f P S is non-invertible, it is not an automorphism, so that it is either non-

surjective or non-injective. If f is not surjective, then f P e. If f is surjective but

not injective, then in diagram (6.2) we have that f0 is surjective, so that f0 is

an automorphism of P . By the Snake Lemma applied to (6.2), we have that f0

automorphism of P and f non-injective imply f1 non-surjective. Thus f P l.

Every proper right or left ideal L of S is contained in e Y l. If there exist

x P Lze and y P Lzl, then x � y P L, x P l and y P e. Hence x � y R e and

x� y R l. Thus x� y R eY l, so that x� y P L and is an invertible element of S,

a contradiction. This proves that L is contained either in e or in l. In particular,

the unique maximal right ideals of S are at most e and l. Similarly, the unique

maximal left ideals of S are at most e and l.

If e and l are comparable, then (i) clearly holds. If e and l are not comparable,

the ring S has exactly two maximal right ideals e and l, so that JpSq � eX l, S{e

and S{l are division rings, and there is a canonical injective ring homomorphism

π : S{JpSq Ñ S{e�S{l. But e� l � S because e and l are incomparable maximal

right ideals of S, hence π is surjective by the Chinese Remainder Theorem 1.19.



6.1. EPIGENY CLASS AND LOWER PART 119

Remark 6.6. The ideal l in the statement of Theorem 6.5 does not depend on

the couniform presentation (6.1) of M . Suppose 0 Ñ C Ñ P Ñ M Ñ 0 and

0 Ñ C 1 Ñ P 1 Ñ M Ñ 0 are two couniform presentations of M . Let f be an

endomorphism of M , and consider a diagram (6.2) relative to f for each of the

two couniform presentations. We need to show that f1 is an epimorphism if and

only if f 11 is an epimorphism. Construct another diagram (6.2) as follows. The

identity of M lifts to an isomorphism g0 : P Ñ P 1 between the two projective

covers of M , and g0 restricts to a morphism g1 : C Ñ C 1, which is an isomor-

phism as well. By Lemma 6.3, we then have that f1 is an epimorphism if and

only if g�1
1 f 11g1 is an epimorphism, and this is an epimorphism if and only if f 11

is an epimorphism.

By Theorem 6.5, couniformly presented modules have semilocal endomor-

phism ring, hence cancel from direct sums (Theorem 2.13).

Remark 6.7. Choose a local idempotent e such that P � eR. When the base ring

R is commutative, the endomorphism ring of the cyclic R-module M � eR{C

is isomorphic to the ring eR{C � eRe{C, via the isomorphism g ÞÑ gpe � Cq.

The endomorphism ring eR{C is a local ring with maximal ideal eJpRqe{C �

eJpRq{C. From the isomorphism above it is easy to see that the maximal ideal

eJpRq{C corresponds to e, the ideal of non-surjective endomorphisms. There-

fore, in this case, l � e. This inclusion can be proper. For instance, let R be

a commutative valuation domain of Krull dimension ¥ 2, that is, a valuation

domain with at least three prime ideals 0 � P � JpRq, and consider the couni-

formly presented module R{P , whose endomorphism is isomorphic to R{P as

above. If r P JpRqzP , then r � P P e � JpRq{P , but r � P R l because rP � P .

(For every p P P , we have pR ¤ P ¤ rR, so that p � rs for some s P R. We

have that s P P because p P P and r R P , and P is a prime ideal.)

6.1 Epigeny class and lower part

Recall that if A and B are two modules, we say that A and B have the same

epigeny class, and write rAse � rBse, if there exist an epimorphism A Ñ B

and an epimorphism B Ñ A; cf. [Fac96]. If M and M 1 are two couniformly

presented modules with couniform presentations 0 Ñ C Ñ P Ñ M Ñ 0 and

0 Ñ C 1 Ñ P 1 Ñ M 1 Ñ 0, we say that M and M 1 have the same lower part,

and we write rM sℓ � rM 1sℓ, if there are two homomorphisms f : P Ñ P 1 and

f 10 : P
1 Ñ P such that f0pCq � C 1 and f 10pC

1q � C. In particular, if M and M 1

have the same lower part, then C and C 1 have the same epigeny class.

Notice the duality between this notion of having the same lower part, and

the definition of having the same upper part given in [FEK10]. For any right R-

module A, let EpAq denote the injective envelope of A. Two modules A and B

are said to have the same upper part if there exist a homomorphism f0 : EpAq Ñ
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EpBq and a homomorphism f 10 : EpBq Ñ EpAq such that f�1
0 pBq � A and

f 1�1
0 pAq � B. We write rAsu � rBsu if A and B have the same upper part.

Also notice that if M and M 1 are couniformly presented right R-modules

with couniform presentations 0 Ñ C Ñ P Ñ M Ñ 0 and 0 Ñ C 1 Ñ P 1 Ñ

M 1 Ñ 0, then there are local idempotents e, e1 P R with P � eR and P 1 � e1R.

If we assume P � eR and P 1 � e1R, C,C 1 right ideals of R contained in eR, e1R

respectively, and M � eR{C,M 1 � e1R{C 1, then M and M 1 have the same

lower part if and only if there exist r, s P R such that rC � C 1 and sC 1 �

C. Also notice that our definition of having the same lower part for arbitrary

couniformly presented modules over arbitrary rings extends the definition of

having the same lower part given in [AAF08] for cyclically presented modules

over local rings.

Remark 6.8. Let l and e be the completely prime ideals of EndRpMq defined in

the statement of Theorem 6.5.

Let M and M 1 be couniformly presented modules. It is easily seen that M

and M 1 have the same lower part if and only if there exists an endomorphism

f P EndRpMqzl of M that factors through M 1. In particular, since the ideal l

does not depend on the couniform presentation of M (Remark 6.6), our notion

of having the same lower part is well defined.

Similarly, M and M 1 have the same epigeny class if and only if there exists

an endomorphism f P EndRpMqze of M that factors through M 1.

Epigeny class and lower part characterise a couniformly presented module

up to isomorphism:

Lemma 6.9. Let M and N be couniformly presented modules. Then M � N if

and only if rM sℓ � rN sℓ and rM se � rN se.

Proof. For the non-trivial implication, let E :� EndRpMq and let l and e be the

ideals of E as in Theorem 6.5. Assume that M and M 1 have the same epigeny

class and the same lower part. If M has local endomorphism ring, then either

rM se � rM 1se or rM sℓ � rM 1sℓ implies that an automorphism of M factors

through M 1 (Remark 6.8). In that case, M is isomorphic to a non-zero direct

summand of M 1, and because M 1 is indecomposable, M � M 1. Hence we can

assume that M has non-local endomorphism ring, hence l� e � EndRpMq and

1 � i � k with i P lze and k P ezl. Let f : M Ñ M 1 and f 1 : M 1 Ñ M be

such that fpCq � C 1 and f 1pC 1q � C, and let g : M Ñ M 1 and g1 : M 1 Ñ M

be epimorphisms. If any of these morphisms is an isomorphism, we are done.

Hence we can assume that none of them is an isomorphism. We claim that

η � pfk � giqpkf 1 � ig1q � fk2f 1 � fkig1 � gikf 1 � gi2g1 is an automorphism

of M 1. Then M is isomorphic to a non-zero direct summand of M 1, hence

M � M 1 as above. To prove the claim, suppose that η is not an automorphism

of M 1. Then η P l
1 or η P e

1. Since i1pCq � C, we have that fkig1, gikf 1, and
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gi2g1 all belong to l
1. Hence fk2f 1 P l, which is false. In the same way η P e

1

leads to a contradiction.

6.2 2-Krull-Schmidt Theorem for couniformly pre-

sented modules

Lemma 6.10. Let M,N0, . . . , Nn�1 be couniformly presented modules. Suppose

that M is a direct summand of
À

i nNi and that M � Ni for all i   n. Then

there are distinct indices i, j   n such that rM sℓ � rNisℓ and rM se � rNjse.

Proof. Assume that M is a direct summand of
À

i nNi and that M is not iso-

morphic to Ni, for every i   n. In particular, n ¡ 2. With the obvious notation

for the canonical mappings, we have 1M � πM ιM �
°
k n πM ιkπkιM . Let

E � EndRpMq be the endomorphism ring of M and let l and e be the ideals

of E as in Theorem 6.5. There exist indices i and j such that πM ιiπiιM P Ezl

and πM ιjπjιM P Eze. This implies that rM sℓ � rNisℓ and rM se � rNjse (Re-

mark 6.8). Moreover, i � j, otherwise M would be isomorphic to Ni � Nj

(Lemma 6.9), which it is not.

Lemma 6.11. LetM,M 1,M2 be couniformly presented modules such that rM sℓ �

rM 1sℓ and rM se � rM2se. Then:

(i) M `D �M 1 `M2 for some module D.

(ii) The module D in (i) is unique up to isomorphism and is couniformly pre-

sented.

(iii) rDsℓ � rM2sℓ and rDse � rM 1se.

Proof. (i) Let E � EndRpMq and let l and e be the ideals of E as in Theorem 6.5.

There exist an endomorphism f P Ezl which factors through M 1 and an endo-

morphism g P Eze which factors through M2 (Remark 6.8). If either f or g is an

automorphism, then M � M 1 or M � M2, thus (i) clearly holds with D � M2

and D � M 1 respectively. We can thus assume f P ezl and g P lze. It then

follows that f � g is an automorphism of M which factors through M 1 `M2,

thus (i) holds also in this case.

(ii) If M `D �M 1 `M2 and M `D1 �M 1 `M2, then M `D �M `D1,

so that D � D1 because the endomorphism ring of M is semilocal, hence M

cancels from direct sums (Theorem 2.13). This shows that the complement D

is unique up to isomorphism.

Taking the dual Goldie dimension of both sides of S :�M `D �M 1 `M2,

we get that D is a couniform module. Let πD be the canonical projection of S

onto D. Then, D � πDpSq � πDpM
1 �M2q ¤ πDpM

1q � πDpM
2q ¤ D, hence
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D � πDpM
1q�πDpM

2q. SinceD is couniform, either πDpM
1q � D or πDpM

2q �

D. Without loss of generality we can assume that D is a homomorphic image

of M 1, thus it is a homomorphic image of the projective cover P 1 of M 1. We

then have a short exact sequence 0 Ñ AÑ P 1 Ñ D Ñ 0, which is a couniform

presentation of D provided that we prove that A is couniform. With the usual

notation for the couniform presentations of M,M 1,M2, consider the two short

exact sequences 0Ñ C `AÑ P ` P 1 ÑM `D � S Ñ 0 and 0Ñ C 1 ` C2 Ñ

P 1`P 2 ÑM 1`M2 � S Ñ 0. By Schanuel’s Lemma [AF92, Ex. 18.9, page 214]

we have C`A`P 1`P 2 � C 1`C2`P `P 1. Taking the dual Goldie dimension

of both sides, we see that A is couniform.

(iii) If D � M 1, then M � M2 by cancellation, so that rDse � rM 1se and

rDsℓ � rM 1sℓ � rM sℓ � rM2sℓ, as required. The case D � M2 is exactly the

same. So we can assume that D �M 1 and D �M2. By Proposition 6.10, either

rDsℓ � rM 1sℓ and rDse � rM2se or rDsℓ � rM2sℓ and rDse � rM 1se. In the first

case, D �M so that D,M,M 1,M2 are all isomorphic, which they are not. Thus

the second case holds, as required.

Here is the 2-Krull-Schmidt Theorem for couniformly presented modules.

Theorem 6.12. [FG10] Let M0, . . . ,Mn�1, N0, . . . , Nm�1 be couniformly pre-

sented modules. Then the direct sums
À

i nMi and
À

i mNi are isomorphic if

and only if n � m and there are two permutations σ, τ such that rMisℓ � rNσpiqsℓ

and rMise � rNτpiqse for all i   n.

Proof. Assume that the two direct sums are isomorphic. Thus they have the

same dual Goldie dimension, hence n � m.

We will prove by induction on n the existence of the permutations σ and τ ,

the case n � 1 being trivial. SupposeMi � Nj for suitable indices i, j   n. Since

the endomorphism ring of Mi � Nj is semilocal, we can cancel out Mi and

Nj (by the cancellation property, Theorem 2.13) and obtain
À

k n,k�iMk �À
k n,k�j Nk. By the inductive hypothesis there are bijections σ, τ : tk   n, k �

iu Ñ tk   n, k � ju such that rMksℓ � rNσpkqsℓ and rMkse � rNτpkqse for

k   n, k � i. To conclude, prolong these bijections to permutations of tk   nu

by σpiq � τpiq � j. Therefore we may assume that Mi � Nj for all indices

i, j   n.

Since M0 is isomorphic to a direct summand of
À

k nNk, but to M0 � Nk

for every k   n, Proposition 6.10 implies the existence of two distinct indices

i, j   n such that rM0sℓ � rNisℓ and rM0se � rNjse. By Lemma 6.11 applied to

the three couniformly presented modulesM0, Ni, Nj , we can find a couniformly

presented module Nn, unique up to isomorphism, such that M0 ` Nn � Ni `

Nj , rNnsℓ � rNjsℓ and rNnse � rNise. Thus
À

k nMk �
À

k nNk � M0 `À
k¤n,k�i,j Nk. Cancelling out M0, we get that

À
1¤k nMk is isomorphic toÀ

k¤n,k�i,j Nk. By the inductive hypothesis, there exist bijections σ1, τ 1 : t1 ¤
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k   nu Ñ tk ¤ n, k � i, ju such that rMksℓ � rNσ1pkqsℓ and rMkse � rNτ 1pkqse

for 1 ¤ k   n. Let k1 be such that σ1pk1q � n and k2 such that τ 1pk2q � n. To

conclude, prolong and modify σ and τ by σp0q � i, σpk1q � j, and τp0q � j,

τpk2q � i.

The converse implication is trivial for n � m � 1 by Lemma 6.9, and we

proceed by induction again to prove the converse in general. Assume thus

that M0, N0, . . . ,Mn�1, Nn�1 are couniformly presented and that there are two

permutations σ, τ such that rMisℓ � rNσpiqsℓ and rMise � rNτpiqse for every

i   n. If σp0q � τp0q, then M0 � Nσp0q. Thus σ and τ induce two bijec-

tions t1, 2, . . . , n� 1u Ñ t0, 1, . . . , n� 1uztσp0qu, with the same properties as σ

and τ , so that, by induction, M1 ` � � � `Mn�1 is isomorphic to the direct sumÀ
k n,k�σp0qNk, from which it clearly follows that

À
i nMi �

À
i nNi.

Thus we can suppose σp0q � τp0q. By Lemma 6.11, there exists a couni-

formly presented module M 1, unique up to isomorphism, such that M 1 `M0 �

Nσp0q ` Nτp0q, rM
1sℓ � rNτp0qsℓ and rM 1se � rNσp0qse. Therefore, the modules

M 1,M0 and the modules Nσp0q, Nτp0q have the same lower parts and the same

epigeny classes, counting multiplicities. The modules M 1,M0, . . . ,Mn�1 and

the modules M 1, N0, . . . , Nn�1 have the same lower parts and the same epigeny

classes as well, so that the modules M1, M2, . . . , Mn�1 and the modules M 1,

N0, . . . , {Nσp0q, . . . , zNτp0q, . . . , Nn�1 have the same lower parts and the same

epigeny classes. By the inductive hypothesis, M1 `M2 ` � � � `Mn�1 and the

direct sum of the modules M 1 and Nj with j different from σp0q and τp0q are

isomorphic. Thus M 1 `N0 ` � � � `Nn�1 �M1 ` � � � `Mn�1 `Nσp0q `Nτp0q �

M 1 ` M0 ` M1 ` � � � ` Mn�1. Cancelling the module M 1, we obtain that

N0 `N1 ` � � � `Nn�1 �M0 `M1 ` � � � `Mn�1, as desired.

As noted in the introduction of this chapter, our results on the category C

of couniformly presented modules could also be seen as an application of the

theory developed in Chapter 5. Let E be the ideal of C consisting of all mor-

phisms f such that the image of f is a superfluous submodule of the codomain

codompfq, cf. page 78. With reference to diagram 6.2, let L be the class of

all morphisms f between couniformly presented modules such that f1 has su-

perfluous image. This class is indeed a well-defined ideal of C. The product

functor C Ñ C{L �C{E satisfies the conditions (S11) and (S2) of Setting 5.2.

Specialising the theorems of Chapter 5 gives many of the results of this chapter.

The equivalence relations involved in Theorem 5.10 are precisely the epigeny

class and the lower part involved in Theorem 6.12.
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6.3 Kernels of morphisms between

indecomposable injective modules

The main results of [FEK10] concern the category K of kernels of morphisms

between indecomposable injective modules, a full subcategory of the category

of right or left modules over some fixed ring. (An index on the right or on

the left of K will clarify whether we are considering right or left modules and

over which ring, e.g., KR or RK.) Namely, it is proved that the endomorphism

ring of a module in K has a structure analogous to that of the endomorphism

ring of a couniformly presented module [FEK10, Theorem 2.1]. Moreover, the

2-Krull-Schmidt Theorem holds for K [FEK10, Theorem 2.7]. In this section

we set about to deduce those results from our theory of couniformly presented

modules by means of the E-dual, that is, the duality p�q� � Homp�, Eq of

Section 4.4.1.

Notice that KR is a full subcategory of the category of dual Auslander-

Bridger right R-modules (Section 4.4.2), as the indecomposable injective mod-

ules are exactly the uniform ones, i.e., those of Goldie dimension one.

The duality DABR Ñ SAB induced by p�q� � p�, Eq (Theorem 4.45) re-

stricts to a duality KR Ñ SC, where SC denotes the full subcategory of couni-

formly presented left S-modules with a minimal projective presentation, i.e.,

those that are cokernels of morphisms between couniform projective modules

(cf. Section 5.3.2). This follows from Proposition 4.37(ii).

The structure of the endomorphism ring of a module M in KR follows from

Theorem 6.5 and the duality p�q�, in a manner similar to the proof of Theo-

rem 4.46. Indeed, recall that we have a commutative square

EndpMRq //

��

EndpSM
�q

��
EndpMRq{u� EndpMRq{m // EndpSM�q{l� EndpSM

�q{e

where the vertical morphisms are canonical and the horizontal ones are canon-

ical anti-isomorphisms induced by p�q�. In this particular case, we have that

the right vertical morphism is surjective with kernel JpEndpSM
�qq, because l

and e are the ideals of Theorem 6.5. Indeed, for f P EndpSM
�q, we have that

f P e if and only if the endomorphism f0 : E0pMq� Ñ E0pMq� of the couniform

projective left S-module E0pMq� has superfluous image, if and only if f0 is not

surjective, if and only if f is not surjective, if and only if f P K. Similarly, f P l

if and only if f1 : E1pMq� Ñ E1pMq� has superfluous image, that is, if and only

if f1 is not surjective, if and only if f0pkerpǫ
�
M qq   kerpǫ�M q, if and only if f P l.

The following theorem on EndpMRq now follows easily:
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Theorem 6.13. (Cf. [FEK10, Theorem 2.1].) The ideals u and m of EndpMRq

are completely prime proper ideals, their union is the set of all non-automorphisms

of MR, and every proper right or left ideal of EndpMRq is contained either in u or

in m. Moreover, one of the following two conditions holds:

(i) Either the ideals u and m are comparable, so that EndpMRq is a local ring

with maximal ideal the greatest ideal between u and m, or

(ii) the ideals u and m are not comparable, their intersection is the Jacobson rad-

ical JpEndpMRqq, and EndpMRq{JpEndpMRqq is canonically isomorphic to

the product of the two division rings EndpMRq{u and EndpMRq{m.

Exactly as couniformly presented modules are determined up to isomor-

phism by their lower part and epigeny class, modules in K are determined up

to isomorphism by upper part and monogeny class.

Recall that two arbitrary modules A and B have the same monogeny class

if they are isomorphic to submodules of each other, that is, there are injective

morphisms A Ñ B and B Ñ A. If A and B have the same monogeny class we

write rAsm � rBsm. We say that A and B have the same upper part, and write

rAsu � rBsu, if there are morphisms f0 : EpAq Ñ EpBq and g0 : EpBq Ñ EpAq

such that f�1
0 pBq � A and g�1

0 pAq � B. If A and B are modules in the category

K, it is easy to see that rAsm � rBsm if and only if there is an endomorphism

of A not in mA that factors through B, and rAsu � rBsu if and only if there

is an endomorphism of A not in uA that factors through B. Cf. Remark 6.8.

Therefore we have:

Proposition 6.14. [FG10] For modules A and B in the category K, we have that

(i) rAsm � rBsm if and only if rA�se � rB�se, and

(ii) rAsu � rBsu if and only if rA�sℓ � rB�sℓ.

The reader certainly noticed the similarity with Proposition 4.47. There is

a slight difference though between the notions “mono-isomorphic” and “in the

same monogeny class”, and between the notions “upper-isomorphic” and “with

the same lower part”. The two are equivalent for the modules M in K whose

endomorphism ring is not local, so that EndpMRq{mM and EndpMRq{uM are

division rings.

Finally, thanks to Proposition 6.14 and the duality p�q� � p�, Eq, we easily

obtain the 2-Krull-Schmidt Theorem for K:

Theorem 6.15. (Cf. [FEK10, Theorem 2.7].) Let M0, . . . ,Mn�1, N0, . . . , Nm�1

be modules in KR. Then the direct sums
À

i nMi and
À

i mNi are isomorphic if

and only if n � m and there are two permutations σ, τ such that rMisu � rNσpiqsu

and rMism � rNτpiqsm for all i   n.



126 CHAPTER 6. COUNIFORMLY PRESENTED MODULES AND DUALITIES

6.4 A further duality between epigeny class and

monogeny class

In Section 6.3, we saw that monogeny class and epigeny class (and lower part

and upper part) are related by a duality between suitable categories of mod-

ules: the category of kernels of morphisms between uniform injective mod-

ules and the category of cokernels of morphisms between couniform projective

modules. In [AAF08, Proposition 7.1] it was shown that, for cyclically pre-

sented modules over local rings, lower part and epigeny class are related by the

Auslander-Bridger transpose, which also can be seen as a duality between suit-

able categories. More generally, the Auslander-Bridger transpose relates lower-

isomorphism and epi-isomorphism in the context of Auslander-Bridger modules

(Proposition 4.34). In this section, we will show that there is a similar relation

between monogeny class and epigeny class in the case of suitable categories of

uniserial modules.

Recall that if SA and SB are left modules over a ring S, SA is said to be

cogenerated by SB if SA is isomorphic to a submodule of a product of copies

of SB. Equivalently, if for every non-zero a P SA there exists a morphism

ϕ : SAÑ SB such that ϕpaq � 0. If SX generates every left S-module, then we

say that SX is a cogenerator. Cf. [AF92, §18].

Let R be a ring. Fix a set tQλuλPΛ of representatives up to isomorphism of

all injective right R-modules that are injective envelopes of non-zero uniserial

R-modules. Let QR be the injective envelope of
À

λPΛQλ. It is easy to see

that an injective module is a generator if and only if it contains an isomorphic

copy of every simple module [AF92, Proposition 18.15]. Since simple modules

are uniserial, it follows that QR is a cogenerator, i.e., it cogenerates all right

R-modules.

Let S :� EndpQRq. Then SQR is an S-R-bimodule and we can consider the

Q-dual, that is, the pair of additive contravariant functors

S HomRp�, Qq : Mod-RÑ S-Mod,

HomSp�, QqR : S-ModÑ Mod-R,

as in Sections 3.2 and 4.4.1. For every uniserial module UR, its injective enve-

lope is isomorphic to some Qλ and is Q-reflexive.

Let CR denote the full subcategory of Mod-R whose objects are all serial

right R-modules of finite Goldie dimension. Let SC
1 be the full subcategory of

S-Mod whose objects are all finite direct sums of uniserial left S-modules with

a projective cover and cogenerated by SQ. Notice that if a non-zero uniserial

module U has a projective cover P , then P is a couniform module (Lemma 4.2),

so that, in particular, P , hence U , are cyclic modules.
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Proposition 6.16. The functor S HomRp�, Qq : Mod-R Ñ S-Mod induces a cat-

egorical duality between CR and SC
1.

Proof. Thanks to Remark 1.9, it suffices to show that Homp�, SQRq induces a

duality between the category of uniserial right R-modules and the category of

uniserial left S-modules with a projective cover and cogenerated by SQ.

Suppose U is a non-zero uniserial right R-module. To prove that SU
� is

uniserial it suffices to show that its cyclic submodules are comparable. Thus let

ϕ and ψ be R-morphisms U Ñ Q. Their kernels are submodules of U , hence

we may assume without loss of generality that kerpϕq ¤ kerpψq. Because Q is

an injective right R-module, we have an endomorphism s of Q such that the

following diagram commutes:

0 // U{ kerpϕq

��

ϕ̄ // Q

s

��

U{ kerpψq

ψ̄

��
Q

It follows that ψ � sϕ. Thus Sψ ¤ Sϕ. This proves that SU
� is uniserial.

The injective envelope of U can be chosen to be an injective R-morphism

g : U Ñ Qλ into some Qλ. Since Q is an injective right R-module, the S-

morphism g� : SQ
�
λ Ñ SU

� is surjective. Notice thatQλ is isomorphic to a direct

summand of Q, hence there are morphisms π : Q Ñ Qλ and ι : Qλ Ñ Q such

that πι � 1. Therefore SQ
�
λ � Sι � Sιπ by ϕ ÞÑ ϕπ. Moreover, the idempotent

ιπ of S is local, because EndRpQλq � ιπSιπ by ϕ ÞÑ ιϕπ and the former ring

is local as Qλ is an indecomposable injective module. Thus SQ
�
λ is a couniform

projective module and, consequently, the non-zero surjective morphism g� is a

projective cover.

Finally, suppose ϕ is a non-zero element of SU
�, i.e., a non-zeroR-morphism

U Ñ Q. Then there is u P U such that ϕpuq is a non-zero element of Q. The

rule ψ ÞÑ ψpuq defines and S-morphism SU
� Ñ SQ, and it is non-zero on ϕ. In

other words, the mapping ψ ÞÑ pψpuqquPU defines an S-embedding of SU
� into

the Cartesian power SQ
U . This proves that SU

� is cogenerated by SQ.

Conversely, let us prove that every uniserial left S-module with a projective

cover and cogenerated by SQ is isomorphic to SU
� for some uniserial right

R-module U .

The projective cover of a uniserial module is a couniform projective module,

hence the left S-module in question can be assumed to be of the form Se{T with

e a local idempotent of S (Lemma 4.2). Now, define U � eQX r. annQpT q. That

is, U is the set of elements of Q of the form epxq for some x P Q, and such that
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tepxq � 0 for every t P T . Thus U is an R-submodule of Q. Let us prove that it is

uniserial. Let x and y be any two elements of U . Then l. annSpxq and l. annSpyq

are two left ideals of S that contain 1 � e and T . Thus l. annSpxq{pSp1 � eq `

T q and l. annSpyq{pSp1 � eq ` T q are two submodules of S{pSp1 � eq ` T q �

Se{T , which is uniserial. It follows that the left ideals l. annSpxq and l. annSpyq

are comparable, say (*) l. annSpxq ¤ l. annSpyq. Let us prove that this implies

yR ¤ xR. Assume by contradiction that pyR � xRq{xR is a non-zero right

R-module. Recall that QR is a cogenerator (see the considerations before this

theorem). Therefore, there exists a morphism ϕ : pyR� xRq{xRÑ Q such that

ϕpy � xRq � 0. Thus there exists a morphism ψ : yR � xR Ñ Q such that

ψpyq � 0 and ψpxq � 0. Because Q is an injective right R-module, ψ extends to

an endomorphism s of Q. Since sx � 0, we have sy � 0 by (*), and this is a

contradiction. Therefore yR ¤ xR as required and U is uniserial.

Finally, we prove that SU
� � Se{T . Notice that U is contained in eQ, hence

we have a surjective morphism res : SpeQ,Qq Ñ SpU,Qq given by restriction. If

ϕ : eQ Ñ Q is an R-morphism, let sϕ be the element of S obtained prolonging

ϕ with zero on p1 � eqQ. Thus ϕ ÞÑ sϕ yields an isomorphism SpeQ,Qq � Se.

It is left to prove that respϕq � 0 if and only if sϕ P T . Recall that U � eQ X

r. annQpT q, hence if sϕ P T , then sϕU � 0, and since U ¤ eQ, this means

that ϕpUq � 0, that is, respϕq � 0. Conversely, suppose sϕ R T . Then sϕ � T

is a non-zero element of Se{T . Because this left S-module is cogenerated by

SQ, there is an S-morphism f : Se{T Ñ SQ such that fpsϕ � T q � 0. Thus

there is an S-morphism g : Se Ñ SQ such that gpsϕq � 0 and gpT q � 0. Notice

that gpeq � gpe2q � egpeq hence gpeq P eQ. Moreover, gpxq � xgpeq for every

x P Se. Thus gpT q � 0 means Tgpeq � 0. Hence gpeq P U , by definition. Lastly,

gpsϕq � 0 means ϕpgpeqq � 0. Thus respϕq � 0.

It is left to prove that the functor in question is full and faithful. Let ι1 : U1 Ñ

Qλ1
and ι2 : U2 Ñ Qλ2

be injective envelopes of the uniserial right R-modules

U1 and U2. Recall that Q�
λi

is a couniform projective module, hence the surjec-

tive morphism ι�i is a projective cover. Any S-morphism f : SU
�
1 Ñ SU

�
2 lifts to

an S-morphism g between the projective covers.

0 // U1

ι1 // Qλ1
Q�
λ1

g

��

ι�
1 //

SU
�
1

f

��

// 0

0 // U2

k

OO

ι2
// Qλ2

h

OO

Q�
λ2

ι�
2

//
SU

�
2

// 0

(6.17)

Since each Qλi
is Q-reflexive, we have that g � h� for some h : Qλ2

Ñ Qλ1
.

We claim that hpι2pU2qq ¤ ι1pU1q. Assume the contrary. Because QR is a co-

generator, there exists a morphism ϕ : Qλ1
Ñ QR such that ϕpι1pU1qq � 0 and

ϕphpι2pU2qqq � 0. Then we have ι�2h
�ϕ � ϕhι2 � 0 and at the same time

ι�2h
�ϕ � fpι�1 pϕqq � fp0q � 0. This contradiction shows that hpι2pU2qq ¤
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ι1pU1q, hence that there is a morphism k : U2 Ñ U1 such that hι2 � ι1k. It

follows that k� � f .

Eventually, to show faithfulness, suppose k � 0. Because QR is a cogenera-

tor, there is a morphism ϕ : U1 Ñ QR such ϕk � 0, that is, k�pϕq � 0, so that

k� � 0.

Proposition 6.18. For uniserial right R-modules U1 and U2, we have that:

(i) rU1sm � rU2sm if and only if rU�
1 se � rU�

2 se, and

(ii) rU1se � rU2se if and only if rU�
1 sm � rU�

2 sm.

Proof. It suffices to prove that in the group isomorphism

Sp�, QRq : HomRpU1, U2q Ñ HomSpU
�
2 , U

�
1 q

given by Proposition 6.16, k is injective (resp. surjective) if and only if k� is

surjective (resp. injective).

It is true for every contravariant Hom-functor that surjective morphisms are

sent to injective ones. Since QR is an injective module, it also sends injective

R-morphisms to surjective S-morphisms.

Suppose k : U1 Ñ U2 is not injective. Then there is 0 � u P U1 such that

kpuq � 0. Since QR is a cogenerator, there is ϕ : U1 Ñ QR, that is, ϕ P U�
1 , such

that ϕpuq � 0. It easily follows that ϕ is not in the image of k�, hence that k� is

not surjective.

Similarly, if k is not surjective, there is u P U2zkpU1q. Again using the fact

that QR is a cogenerator, there is an element ϕ of U�
2 such that ϕk � 0 and

ϕpuq � 0. Then ϕ � 0 but k�pϕq � 0, hence k� is not injective.



130 CHAPTER 6. COUNIFORMLY PRESENTED MODULES AND DUALITIES



Chapter 7

A couple of examples

7.1 On a uniserial module that is not quasi-small

The class of uniserial modules (modules whose lattices of submodules are lin-

early ordered) was the first one for which a result like Theorem 6.12, called

“Weak Krull-Schmidt Theorem,” was proved [Fac96]. In [DF97], said result

was extended to infinite direct sums of quasi-small uniserial modules. Recall

that a module M is quasi-small if, whenever M is isomorphic to a direct sum-

mand of a direct sum
À

iPIMi, then M is isomorphic to a direct summand ofÀ
iPF Mi for some finite subset F of I. In his book [Fac98], Facchini asked

whether a uniserial non-quasi small module existed. Of course, if all uniserial

modules were quasi-small, then the Weak Krull-Schmidt Theorem would hold

for infinite direct sums of uniserial modules. The question was answered by

Puninski in [Pun01], where he proves the existence of a uniserial module that

is not quasi-small. His proofs rely on model-theoretical methods and results. In

this brief final chapter our aim is to explain Puninski’s example giving purely

algebraic proofs wherever possible.

Příhoda also studied uniserial modules that are not quasi-small, providing,

in particular, non-model-theoretical proofs of Puninski’s example, and following

a wholly different approach [Pří06].

Lemma-Definition 7.1. For a surjective R-module morphism g : BR Ñ CR, the

following are equivalent:

(i) The module AR :� kerpgq is a pure submodule of BR, i.e., every system of

equations
ņ

i�1

xirij � aj , for all j � 1, . . . ,m (S1)

with each rij P R and each aj P AR, which has a solution in BR, also has a

solution in AR. Cf. [Fac98, Section 1.4].

131
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(ii) Given any system of equations

ņ

i�1

xirij � 0, for all j � 1, . . . ,m (S2)

where each rij P R, whenever the system has a solution pc1, . . . , cnq in CR,

it also has a solution pb1, . . . , bnq in BR such that gpbiq � ci for each i. In

other words, the solutions of (S2) lift along g.

A surjective morphism of R-modules g : BR Ñ CR satisfying the above equiv-

alent conditions is called a pure epimorphism. A module M is called pure-

projective if it is projective with respect to pure epimorphisms, i.e., if HomRpM, gq

is an epimorphism whenever g is a pure epimorphism.

Proof. Suppose (1) holds. Consider a system of equations (S2) and suppose

that pc1, . . . , cnq is a tuple of elements from CR satisfying (S2). First choose

b1, . . . , br P BR such that gpbiq � ci for each i. For each j,

g

�
ņ

i�1

birij

�
� 0,

hence there are element a1, . . . , am P AR such that pb1, . . . , bnq solves the system

(S1). SinceAR is a pure submodule ofBR, we have that (S1) also has a solution,

say pa11, . . . , a
1
nq, in AR. Thus the tuple pb1 � a1, . . . , bn � a1nq solves (S2) and is

mapped to the tuple pc1, � � � , cnq by g. This proves that (2) holds.

Assume now that (2) holds. Consider a system of equations (S1) with a

solution pb1, . . . , bnq in BR. Therefore pgpb1q, . . . , gpbnqq solves the system (S2).

By (2), there are elements b11, . . . , b
1
n in BR such that gpb1iq � gpbiq for each i and

pb11, . . . , b
1
nq solves (S2). It follows that bi�b

1
i P AR and that pb1�b

1
1, . . . , bn�b

1
nq

solves (S1). This proves that AR is a pure submodule of BR, that is, that (1)

holds.

It is easy to see that finitely presented modules are pure-projective. Indeed, a

finitely presented module AR is generated by finitely many elements a1, . . . , an

subject to a finite number of relations, say
°n
i�1 airij � 0, for 1 ¤ j ¤ m. A

morphism ϕ : AR Ñ CR is given by the elements ϕpa1q, . . . , ϕpanq of C, that

is, by a choice of elements c1, . . . , cn in C such that
°n
i�1 cirij � 0, for all

1 ¤ j ¤ m. Is is now clear that if g : BR Ñ CR is a pure epimorphism, there

are elements b1, . . . , bn in B such that
°n
i�1 birij � 0, for all j, and such that

gpbiq � ci for all i. Hence we can define a morphism ψ : AR Ñ BR such that

ψpaiq � bi for all i, so that ϕ � gψ.

From the definition it also follows easily that the class of pure-projective

modules is closed under direct sums and direct summands. Therefore, direct

summands of direct sums of finitely presented modules are pure-projective.

It is possible to construct, for every given module X, a pure epimorphism
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g :
À

iPIMi Ñ X, where each Mi is a finitely presented module [Fac98, Propo-

sition 1.23]. If X is pure-projective, such epimorphism splits, hence we deduce

that:

Proposition 7.2. [Fac98, Proposition 1.24] A module M is pure-projective if and

only if it is a direct summand of a direct sum of finitely presented modules, if and

only if every pure-epimorphism g such that codompgq �M splits.

As a consequence, a quasi-small pure projective module is finitely generated,

or, which is the same, a projective module that is not finitely generated is not

quasi-small. We will see that Puninski’s non-quasi small uniserial module is a

non-finitely generated pure-projective module.

Definition 7.3. A uniserial domainR is called nearly simple if JpRq is the unique

non-zero proper two-sided ideal of R. In other words, R has exactly three two-

sided ideals.

Dubrovin proved that nearly simple uniserial domains do exist [Dub80].

What follows is the algebraic equivalent of [Pun01, Lemma 5.4]. The only

proof known at the time of writing employs methods from the model theory

of modules. In particular, it involves the classification of the indecomposable

pure-injective modules over a serial ring up to isomorphism [EH95].

Lemma 7.4. [Pun01, Lemma 5.4] Let R be a nearly simple uniserial domain.

If a, b, and c are non-zero elements in the Jacobson radical JpRq of R, then a P

Rca� abR.

Let us proceed to the explanation of Puninski’s example, cf. [Pun01, Sec-

tion 8]. Let a be an arbitrary non-zero non-invertible element of the nearly

simple uniserial domain R. For 1 ¤ i ¤ j   ω, let µi,j : R{a
iR Ñ R{ajR be

the morphism given by multiplication by aj�i on the left. Let U be the direct

limit of this system, and let µi : R{a
iR Ñ U , for 1 ¤ i   ω, be the canonical

injections.

Theorem 7.5. The module U is uniserial, not finitely generated, countably gener-

ated, and pure-projective. In particular, it is not quasi small.

Proof. The fact that U is uniserial follows from the fact that U is a direct limit

of uniserial modules. To see that U is uniserial, if suffices to show that cyclic

submodules of U are comparable. Thus let x1 and x2 be two elements of U .

There is an index 1 ¤ i   ω such that both x1 and x2 are in the image of µi.

Such image is uniserial because the domain of µi is the uniserial module R{aiR.

Hence x1R and x2R are comparable, as required.

If U were finitely generated, it would be cyclic. There would then be an

index i   ω such that µi is surjective. Then there is an element r P R such that

µi�1p1̄q � µipr̄q � µi�1µi,i�1pr̄q � µi�1pār̄q,



134 CHAPTER 7. A COUPLE OF EXAMPLES

from which µi�1p1̄ � ār̄q � 0. This means that, for some j   ω, we have that

ajp1 � arq P ajai�1R, but this means that 1 � ar P ai�1R ¤ aR to begin with,

because R is a domain, which leads to 1 P aR ¤ JpRq, a contradiction. Hence

U is not finitely generated. It is, of course, countably generated though, e.g., by

the set tµip1̄qu1¤i ω.

To show that U is pure-projective, let g : M Ñ U be an arbitrary pure epi-

morphism, and let us show that g splits (then we apply Proposition 7.2). To

show that g splits, we define inductively morphisms fi : R{a
iR Ñ M such that

gfi � µi, and such that fi�1µi�1,i�1 � fiµi�1,i, for all 2 ¤ i   ω. Once this is

accomplished, the family of morphisms tϕiu1¤i ω, defined by ϕi � fi�1µi,i�1,

is compatible with the direct system, hence it induces a morphism ϕ : U Ñ M

such that ϕµi � ϕi. It follows that gϕµi � µi for all i   ω, hence that gϕ � 1,

as we need.

Since µ2p1̄qa
2 � 0 and g is a pure epimorphism, there is an element m P M

such that gpmq � µ2p1̄q and ma2 � 0. Thus f2 : 1̄ ÞÑ m gives a well-defined

morphism R{a2R Ñ M such that gf2 � µ2. This is the base step of the con-

struction.

Assume now that f2, . . . , fi have been constructed. By Lemma 7.4, we have

that a P Ra2 � aiR. Hence there exist s, t P R such that

ta2 � a� ais. (7.6)

From this it follows that

pµip1̄qt� µi�1p1̄qqa
2 � 0.

Since g is a pure epimorphism, there is an element m PM such that:#
gpmq � pµip1̄qt� µi�1p1̄qq

ma2 � 0
. (7.7)

Define fi�1 : R{a
i�1RÑM by the rule

fi�1p1̄q � fip1̄qt�m. (7.8)

The morphism is well-defined, because mai�1 � 0 (since i ¥ 2) and

fip1̄qta
i�1 � fip1̄qta

2ai�1

� fip1̄qpa� aisqai�1 by (7.6)

� fip1̄qpa
i � aisai�1q

� 0.

Moreover, we have that gfi�1 � µi�1, because gfi�1p1̄q � gpfip1̄qt � mq �

µip1̄qt� gpmq � µi�1p1̄q, by (7.7). Lastly, we need to verify that fi�1µi�1,i�1 �
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fiµi�1,i. We have the following chain of equalities:

fi�1µi�1,i�1p1̄q � fi�1p1̄qa
2

� pfip1̄qt�mqa2 by (7.8)

� fip1̄qta
2 �ma2

� fip1̄qpa� aisq by (7.6)

� fip1̄qa

� fiµi�1,ip1̄q,

and this completes the proof.

7.2 An example showing that the Chinese

Remainder Theorem does not provide a

category equivalence

When discussing the Chinese Remainder Theorem for preadditive categories, or

rings with many objects, we pointed out that the canonical functor provided by

Theorem 1.22 is not in general an equivalence, owing to the fact that it may not

be dense. In this section we illustrate this with an example.

Fix a ring R and consider the full subcategory C of R-Mod whose objects are

the uniserial left R-modules RU that are not strongly indecomposable, that is,

such that EndpRUq is not a local ring. Thus EndpRUq has exactly two maximal

right ideals, which are necessarily two-sided, the ideal mU of non-injective en-

domorphism and the ideal eU of non-surjective endomorphisms. The category

C has two ideals M and E, consisting of non-injective morphisms and non-

surjective morphisms respectively, and clearly MpUq � mU and EpUq � eU for

every U in C. (For all this we refer back to Section 5.3.1, where we discussed

biuniform modules.) Moreover, M and E are comaximal ideals, and their inter-

section is the Jacobson radical J of C. By the Chinese Remainder Theorem 1.22

we have a canonical faithful and full functor

C{JÑ C{M�C{E.

It is easy to see that a pair of uniserial modules in C are isomorphic in C{M if

and only if they have the same monogeny class, and that they are isomorphic

in C{E if and only if they have the same epigeny class. Therefore the above

canonical functor is dense if and only if, given any monogeny class rU sm and

any epigeny class rV se, with U and V left R-modules that are not strongly

indecomposable, there is a third uniserial left R-module W such that rU sm �

rW sm and rV se � rW se. Let us show with an example that this may not be the
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case, thus showing as promised earlier (on page 31) that the Chinese Remainder

Theorem 1.22 does not necessarily grant us with a category equivalence.

Before giving the example, we need a special case of [Fac84, Theorem 1].

Recall that a lattice L is called complete if every subset of L has a supremum

and an infimum in L. In particular, L has a greatest element 1 � suppLq and a

smallest element 0 � infpLq.

Theorem 7.9. (Cf. [Fac84, Theorem 1].) The following are equivalent for a

linearly ordered complete lattice L:

(i) There is a ring R and a uniserial left R-module M such that LpRMq is

isomorphic to L.

(ii) For every a   b in L, there are a1 and b1 in L such that a ¤ a1   b1 ¤ b and

no element of L is between a1 and b1.

Proof. Suppose M is a uniserial module and that A   B are submodules of M ,

and consider the non-zero quotient B{A. This has a non-zero cyclic submodule,

say B1{A. Since B1{A is in particular finitely generated, it has a maximal sub-

module, say A1{A. Now A ¤ A1   B1 ¤ B and there are no submodules of M

between A1 and B1. Thus it follows that condition (i) implies condition (ii).

Now let L be a linearly ordered complete lattice satisfying condition (ii).

Let C be the set of elements b1 of L such that there exists a1 P L such that

a1   b1 and no element of L is between a1 and b1. In other words, C is the set

of elements of L that have an “immediate predecessor,” or the set of “immediate

successors.” Thus 0 R C, while 1 may or may not be in C.

Let k be any field, and M a k-vector space having C as a basis. For x P L, let

Mx be the k-subspace of M generated by ta P C : a ¤ xu. Let now R be the set

of k-endomorphisms g of M such that gpMxq ¤ Mx for every x P L. Thus R is

a k-subalgebra of the endomorphism ring EndkpMq and M is canonically a left

R-module, i.e., we let r.m � rpmq for r P R and m P M . Also, each Mi is by

construction an R-submodule of RM .

We claim that (*) the cyclic submodules of RM are precisely the subspaces

Mx with x P C, and (**) the submodules of RM are precisely the subspaces Mx

with x P L. Since Mx ¤ My if and only if x ¤ y, we then conclude that L is

isomorphic to the lattice of submodules of RM , thus proving (i). Hence let us

turn to proving the claim.

First notice that, for x P C, the R-submodule Mx of RM is the cyclic sub-

module generated by the basis element x. Indeed, x P Mx hence Rx ¤ Mx. If

a P C and a ¤ x, consider the k-endomorphism g of M defined by gpxq � a and

gpyq � 0 for all other basis vectors y, i.e., for all y P Cztxu. It follows that g P R,

so that a P Rx. Thus Rx contains a set of generators for Mx, so that Mx ¤ Rx,

and ultimately Mx � Rx.
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Let now m PM . Then m is a k-linear combination of finitely many elements

from C, say m �
°n
i�1 xiλi , with all xi P C and 0 � λi P k. We can choose

the indices in such a way that x1   � � �   xn. Thus Rm ¤ Mxn
. On the other

hand, there is a k-endomorphism g of M such that gpxnq � xn and gpyq � 0 for

y P Cztxnu. Clearly g P R and gpmqλ�1
n � xn P Rm, hence Mxn

� Rxn ¤ Rm,

which provides the missing inclusion. This proves (*).

If x is an arbitrary element of L, it follows from the definition that Mx is

the union of the chain tMa : a P C, a ¤ xu of k-vector spaces, hence of cyclic

submodules of RM , so that Mx is also a submodule of RM . It is left to prove

that an arbitrary submodule N of RM is of this shape.

Suppose N is an arbitrary submodule of RM . Let C0 � C be the set of a P C

such that Ma ¤ RN . The subset C0 of L has a supremum x in L, because L is

complete. We claim that Mx � RN .

First we prove the inclusion Mx ¤ RN . Suppose a P C is such that a ¤ x.

If a   x, then a is not an upper bound of C0 in L. Hence there exists b P C0

such that a   b. Thus Ma ¤Mb ¤ RN . On the other hand, suppose that a � x.

Since a P C, there is b P L such that b   a and no element of L is between b and

a. Since a is the supremum of C0, we have that b is not an upper bound of C0

in L. Hence there is c P C0 such that b   c. Since c   a is not possible, we must

have a ¤ c, and c ¤ a also holds, hence a � c P C0, and again Ma ¤ RN . Thus,

so far we have proved that Mx ¤ RN .

Let us turn to the reverse inclusion. Suppose n P RN . Since Rn is a cyclic

submodule of RM , we have that Rn � Ma for some a P C. Since Ma � RN

we have that a P C0, hence a ¤ x and n P Ma ¤ Mx. Because n is arbitrary,

RN ¤Mx, and this concludes the proof.

With Theorem 7.9 at hand, we can proceed to the promised example. Sup-

pose U and V are uniserial modules such that the lattice of submodules LpUq is

countable and the lattice LpV q is uncountable. There does not exist a uniserial

module W such that rW sm � rU sm and rW se � rV se. If this were the case,

W would be a submodule of U and V a quotient of W , thus V would be a

subquotient of U . Therefore LpV q would embed in LpUq, which is impossible.

By Theorem 7.9, there is a ring R and a uniserial module RU such that

LpRUq is countable, say isomorphic to the linearly ordered complete sublattice

of the real line t�1{n : 1 ¤ n   ωuYt0u, and a ring S and a uniserial module SV

such that LpSV q is isomorphic to the linearly ordered complete lattice RYt�8u.

Then U and V are canonically left modules over T � R � S, LpTUq � LpRUq

and LpTV q � LpSV q, and EndpTUq � EndpRUq and EndpTV q � EndpSV q.

To complete the example, one has to show that U and V are not strongly

indecomposable, in other words, that mU and eU are not comparable, and sim-

ilarly that mV and eV are not comparable. To see this we have to keep in mind

the structure of RU and SV as constructed in Theorem 7.9. As far as RU is
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concerned, the positions $''''&''''% 1

�n
ÞÑ

1

�n
pn ¥ 1q

0 ÞÑ 0

1

n
ÞÑ

1

n� 1
pn ¥ 1q

define an injective non-surjective endomorphism of RU , while the positions$'''''''&'''''''%
�1 ÞÑ �1

1

�n
ÞÑ

1

�n� 1
pn ¥ 2q

0 ÞÑ 0

1

n
ÞÑ

1

n
pn ¥ 1q

define a surjective non-injective endomorphism of RU . Similar endomorphisms

are defined for SV , by mapping each remaining basis vector to itself. This

concludes the example.



Appendix A

Foundational issues

There are some mathematical constructions in this thesis that are not entirely

correct from the formal standpoint, but that admit equivalent and formally valid

alternatives, though sometimes a bit cumbersome or unusual. Because of this,

we preferred to avoid detours about foundational issues in the exposition and

postpone their discussion to this appendix.

Because different authors give slightly different definitions and choose dif-

ferent foundations for category theory, it is virtually impossible to justify all of

our constructions in a manner that rigorously fits all systems. It is the author’s

hope that while not all readers may completely agree on the formal correctness

of our constructions, most of them will concur on their reasonableness.

Let us consider first the collection V pCq of ideals of a semilocal category

C associated to maximal ideals of endomorphism rings of objects of C (Sec-

tion 2.2). An ideal is usually defined as a subclass of the class of all morphisms

of C, or as a doubly-indexed collection of subgroups IpX,Y q of CpX,Y q, for

X and Y objects of C. In the first case, if C is not small, that is, if it has a

proper class of objects, then an ideal is a proper class, because of the injective

mapping X ÞÑ 0CpXq from the proper class of objects of C into any ideal I

of C. In the second case, we have an injective mapping X ÞÑ ppX,Xq, IpXqq,

and again the ideal is a proper class. In either case I is a proper class, hence I

cannot be a member of any set or class V pCq. It is possible to obviate this prob-

lem by replacing the (possibly proper) class I with a suitable set, as in [FP10].

Let S be the class of all pairs pX,P q where X is an object of C and P is a

maximal ideal of CpXq. Introduce an equivalence relation on S by declaring

pX1, P1q � pX2, P2q if the ideal of C associated to P1 is the same as the ideal of

C associated to P2. Thus we may identify V pCq with a class of representatives

of S modulo the equivalence relation�. (We note that to choose these represen-

tatives we need a strong version of the Axiom of Choice.) We may then identify

V pC, Xq with the subclass of V pCq consisting of those elements pX2, P2q such

139
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that pX2, P2q � pX,P q for some maximal ideal P of CpXq. Thus V pD, Xq is a

set.

Recall that we defined a hypergraph to be a pair pV,Eq where V is a class

and E is a suitable class of finite subsets of V (Section 5.4). The definition is

sound because it is possible to consider classes of subsets of a class, whereas it

is not possible to form the collection of all subclasses of a proper class.

Sometimes we have an equivalence relation � on a proper class C and we

wish to consider the quotient C{�. Of course the equivalence classes of C

modulo � may be proper classes hence not members of a class C{�. In this

case, we let C{� be a class of representatives of elements of C modulo �, using

a strong version of the Axiom of Choice. This was employed in Section 5.4 when

we considered quotients of a class of edges E modulo the equivalence relations

�i.

In Section 5.4 we also considered monoids NpV q where V is allowed to be a

proper class. Traditionally NpV q is a (large) monoid whose underlying set (class)

is the set (class) of functions V Ñ N whose support is finite. When V is a proper

class, this construction is not possible, because, for instance, the zero element

of NpV q is a proper class, thus it cannot be a member. Indeed, the zero element

of NpV q is the proper class tpv, 0q : v P V u. Here is a slight modification of the

usual definition of NpV q. Consider the class S of functions from finite subsets

of V to Nzt0u. An element of S can be extended with zeroes to a function

V Ñ N with finite support, and conversely, starting with a function g : V Ñ N

with finite support S, the restriction g|S is an element of S. These mutually

inverse correspondences allow us to identify the class S with the “collection”

NpV q. As for the operation, if f1, f2 P S, say fi : Si Ñ Nzt0u, we define f1 �

f2 : S1 Y S2 Ñ Nzt0u by letting pf1 � f2qpsq � f1psq � f2psq for s P S1 X S2, and

pf1 � f2qpsq � fipsq when s belongs only to Si. Note in particular that the zero

element is the empty set.
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Notation index

p�q�, 59

p�q��, 59

r�,�s, 34

r�se, 105

r�sm, 105

�i, 96p�, 21¨i, 96

σ�, 59

\, 25

�, �, 11

pAiqi n, 18

A�, 16

A, B, C, . . . , 11

α, β, γ, . . . , 11

A, B, C, . . . , 11

C{I, 14

χp�q, 107

codimp�q, 38, 39

codomp�q, 11

dimp�q, 35

domp�q, 11

Eip�q, 89

gij , 27

Hr�s, 107

I, 13

J, 15

K
j
i , 112

Kp�q, 14

R-Mod, 59

Mod-R, 59

R-mod, 59

mod-R, 59

Monp�q, 76, 108

Morph, 60

N, 11

Np�q, 107

ω, 11

P, 60

Pc, 73

Primp�q, 17

Rej�p�q, 100

RepRp�q, 101

Sumsp�q, 18

Tr0p�q, 62

V p�q, 46

V p�,�q, 46
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Index

n-Krull-Schmidt Theorem, 98, 108

additive closure, 18

atom (of a monoid), 77

biproduct

factor, 21

formal, 19

Camps-Dicks Theorem, 40

cancellation property, 42

category

additive, 13, 17

factor, 14

idempotent-complete, 18

morphism, 60, 77

preadditive, 13

semilocal, 33, 43

stable, 57

Chinese Remainder Theorem, 28

closure

additive, 18

coequaliser, 20

cogenerator, 126

coindependent subset, 37

cokernel (of a morphism), 20

component of a graph, 102

couniform object, 71

degree of a vertex, 112

domain

nearly simple, 133

dual Goldie dimension, 37

duality

E-dual, 86

Q-dual, 126

R-dual, 60

U -dual, 59

epi-isomorphism class, 80

epigeny class, 84, 105, 119

epimorphism, 20

equaliser, 20

essential element, 34

evaluation (natural morphism), 59

factor

biproduct, 21

category, 14

functor

almost local, 44, 94

isomorphism-reflecting, 29

local, 93

retract-reflecting, 29

Goldie dimension, 35

dual, 37

graph, 101

induced sub-, 102

intersection graph, 111

Hall’s Theorem, 25

hypergraph, 107

n-partite complete, 109

n-uniform, 107

r-uniform complete of order n,

112

partial, 107

partite, 109

simple, 107

ideal, 13

associated, 16

comaximal ideals, 28

comaximal ideals, 29

completely prime, 15, 95

generated, 14

improper, 14

inverse image of an ideal, 14



INDEX 147

isomorphism modulo an ideal,

16

Jacobson radical, 15

maximal, 45

prime, 44

primitive, 17

right (of a category), 52

zero, 14

idempotent, 20

local, 62, 66

splitting, 20

idempotent completion, 20, 21

induced subgraph, 102

interval, 34

isomorphism

modulo an ideal, 16

stable, 59

Jacobson radical, 15, 17

join-independent subset, 34

kernel

of a functor, 14

of a morphism, 20

Krull-Schmidt Theorem, 24, 27

lattice

complete, 136

complete modular, 34

Goldie dimension of, 35

local ring morphism, 40, 47

lower part, 84, 119

lower-isomorphism class, 80

module

Pc-finitely presented, 73

Auslander-Bridger, 65, 73

biuniform, 105

couniform, 85, 105

couniform projective, 66

couniformly presented, 106, 115

DCP, 98

dual Auslander-Bridger, 85, 88

heterogeneous, 98

lifting, 67

local, 65

projective lifting, 67

pure projective, 131

pure sub-, 131

quasi-small, 131

U -reflexive, 60

semisimple, 39

simple, 39

uniform, 35, 85, 104

uniform injective, 85

uniserial, 104

mono-isomorphism class, 90

monogeny class, 105

monoid

commutative reduced, 77

monomorphism, 20

morphism category, 60, 77

object

couniform, 71

of finite type, 47

presentation

couniform, 115

pure epimorphism, 131

quiver, 101

representation, 101

reject, 100

retract, 29

retraction, 29

ring

of finite type, 47

semilocal, 39, 39

semiperfect, 62

semisimple, 39

with stable range 1, 42

section, 29

subfunctor, 52
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theorem

n-Krull-Schmidt, 98, 108

Camps-Dicks, 40

Chinese Remainder, 28

Hall’s, 25

Krull-Schmidt, 24, 27

trace, 99

transpose

Auslander-Bridger, 62, 76, 82

transversal, 25

type (of a ring or of an object), 48

uniform element, 34

upper part, 119

upper-isomorphism class, 90


