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Abstract

In a high variety of application domains, the amount of data generated daily has grown more and more over
time to the point that its use now exceeds the computational capacity of humans. For example, in the case of
e-commerce or online streaming platforms with many new joining users and new items marketed every day, it is
complex and time-consuming tomanually process and exploit hidden information in order to promptly intercept
user interests. In these contexts, machine learning algorithms capable of learning from data have been successfully
adopted in the industry by all major market players for their ability to identify patterns in user interactions and
generate recommendations that can trigger possible purchases or views on the platforms.

These algorithms, known in the literature as recommender systems, are essentially information filtering tech-
nologies designed to process a very large number of alternatives in situations of information overloadwith the aim
of funneling the user’s attention to a subset of potentially more interesting items. Over time, alongside the devel-
opment of gradually more complex machine learning models, e.g., based on deep neural networks, these systems
have become increasingly effective at predicting users’ interests. Intuitively, the underlying assumption is that a
higher-performing service that can provide recommendations of greater interest to users will in turn positively im-
pact business goals as well, e.g., in the form of higher customer retention or loyalty. However, although in some
cases this assumption holds, in many others the recommendation of products or services despite being of great
interest to users may bring only partial benefits to the business, e.g., certain products may be unprofitable for the
company while others may encourage the purchase of complementary competing products.

In reality, recommender systems can be designed to target organizational economic goals more directly by in-
corporatingmonetary considerations such as profitability and business value aspects into the underlyingmachine
learning models. Such systems, that are denoted in the literature as value-aware recommender systems, are highly
relevant because typically organizations aim to generate recommendations of interest to users only as long as they
can increase business value performance indicators. However, although these value-aware systems are of great in-
terest for business purposes, research is still highly scattered and composed of many works proposed in isolated
contexts, i.e., where such systems are designed to target only certain application domains and their reuse in other
contexts requires major readaptations of the underlying models. Hence, more in-depth research is required.

With this thesis we aim to focus on the study of value-aware recommendation systems, investigating benefits
and potential harms of using these algorithms in practical business applications. There are three main contribu-
tions arising from our work.

The first contribution is the systematic study of existing literature on value-aware recommender systems. In
particular, our work yielded the first systematic reviews specialized on value-aware recommendation systems and
a particular business-relevant subset of them, which we denoted in our thesis as economic recommendation sys-
tems, i.e., value-aware systems that exploit price and profit information and related concepts from economic and
marketing theories to optimize any organization’s economics. In our studies, we characterized different facets
of such value-aware and economic recommender systems, discussing respectively algorithmic approaches, evalu-
ation aspects, application domains, open challenges and future research directions in the field. Both reviews are
based on the well-established PRISMA guidelines, i.e., a systematic review methodology known throughout the
scientific community for the high rigor and reliability of results, which aims to identify all research that is relevant
to a given topic.

The second contribution consists in the adaptation according to a value-aware perspective of four different
families of state-of-the-art recommendation algorithms widely used in industry i.e., nearest neighbors, matrix fac-
torization, learning-to-rank and neural models. In particular, we proposed various in-processing approaches to
integrate the objective function of such families of algorithms with the goal of optimizing the profitability of rec-
ommendations at learning time. The proposed methods have consistently proved effective in generating more
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profitable, yet relevant recommendations than (non value-aware) baseline methods and than value-aware post-
processingmethods that are widely used in the literature. In addition, our in-processingmethods have also proven
to be computationally much more efficient at prediction time and could therefore be preferred in practical busi-
ness applications where post-processing methods might be inapplicable because they require a certain overhead
to generate recommendations, e.g., considering the case of large-scale production systems with millions of active
users and catalog items.

Finally, with our third contribution we aimed to focus on broader issues concerning value optimization for
society as a whole. Specifically we argue that, just as it is important for the business to have a recommender sys-
tem that can optimize business performance indicators, it is of great value for the society to have a recommender
system that seeks to maintain high user well-being, e.g., by not encouraging risky or aggressive behavior in the
real world to maintain high performance in the platforms. Although not directly measured, this well-being is im-
pacted by certain levels of diversity and fairness in recommendations that if not appropriately calibrated may risk
influencing the behavior of certain user groups that aremore sensitive than others to certain topics due to repeated
exposure mechanisms. With the aim of addressing this problem, we proposed several diversity-based recommen-
dation algorithms to calibrate the exposure of such sensitive users to what we denoted in our work as influential
items, focusing our analysis on two case studies on potentially depressed and aggressive users.
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1
Introduction

This chapter opens the curtain of this thesis by introducing the underlying motivations, main contributions and
overall structure.

1.1 Motivations
The exponential growth in the amount of data available in recent years has raised the need for increasingly ad-
vanced systems to process and analyze such information. Indeed, in many application domains the amount of
data has become so large that it exceeds the capacity of humans to process it. For these reasons, systems based on
machine learning algorithms have now become the standard in the industry. These systems are able to learn from
data, make predictions or extract knowledge that can be useful for a variety of purposes. In particular, especially
in e-commerce, advertising platforms or streaming media sites, machine learning algorithms have been employed
successfully for their ability to promptly intercept user interests and provide recommendations that can increase
platform adoption or trigger further possible purchases. In the literature, these algorithms are denoted as recom-
mender systems because of their ability to provide recommendations of interest to the user. These recommender
systems are essentially information filtering technologies designed to process a very large number of alternatives in
situations of information overload with the aim of funneling the user’s attention to a subset of potentially more
interesting items.

Over time, alongside thedevelopmentof graduallymore complexmachine learningmodels, such recommender
systems have become increasingly accurate at analyzing platform interactions, to the point that nowadays they are
employed by all majormarket players. By effectively understanding important aspects of human behavior and cog-
nition, recommender systems enable companies to exploit such information for business purposes. The success
of these systems has beenmainly attributed to their ability to identify users’ latent interests (or needs). Intuitively,
the underlying assumption is that a more accurate service able to generate recommendations of greater interest
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to the user often has a direct positive impact on the company’s business. This assumption holds in many circum-
stances, as a user who ismore satisfiedwith the service often unconsciously rewards the company by taking greater
advantage of its services and promoting the brand with other users. Correspondingly, the vast majority of the lit-
erature of recommender systems (followingmachine learning trends in the field) focuses on improving the quality
of predictionsmore andmore, e.g., by adoptingmore advancedmachine learning algorithms, specializing systems
by application domain or embedding additional knowledge into the underlying models.

However, machine learning in general is not just about building complex models that can provide accurate
estimates. Indeed, especially in certain application domains, such as in the case of e-commerce or the others men-
tioned earlier, there are various commercial aspects that need to be considered when designing algorithms to be
successful for users and business. At present (and probably in the future), algorithms are designed to answer to
a given input with a certain output. Hence, it is still the burden of humans to design such algorithms so that
in input they receive the data that matters and in output they answer with what is really required. Thus, recom-
mender systems, having to address complex business needs first and foremost, should be designed both to provide
recommendations that are attractive to the user and to bring some kind of value to the company. Indeed, it might
bring little (or no) benefit to the company to recommend unprofitable products or to give more visibility in its
platform to competitors’ products.

In reality, it is possible to design recommendation systems to target the economic goals of organizations more
directly. One way to do this, for example, is to incorporate monetary considerations such as profitability or busi-
ness value aspects directly within the underlying machine learning models. These systems are known in the litera-
ture as value-aware recommender systems and are for obvious reasons of great interest to the industry. However,
as the literature has focused primarily on improving the quality of inferences of the underlying machine learning
models it has probably unconsciously neglected the business motivations that should be equally important for
the success of these systems. In fact, research on value-aware recommender systems is still highly scattered nowa-
days and composed ofmany papers with specific peculiarities that have emerged in isolated contexts. For example,
many papers have proposed systems targeting only certain application domains, such as taxi drivers or insurance,
and reusing the algorithms in other contexts would not be possible without major readaptations.

As we will delve into the next chapters, this gap in the literature is also partly due to the information that is
currently public. In fact, many studies in the field are based on proprietary datasets because the most known
datasets do not contain business value information that is needed to build such value-aware systems. Publicly
disclosing even anonymized subsets of such information could in fact be somewhat detrimental to companies,
e.g., competitors could take advantage of economic data on purchases and profitability to study weaknesses in
the business model and take away market share. However, especially recently, this area is becoming more open,
and several studies based on public datasets have also emerged. It therefore represents a twofold opportunity for
research to study in greater depth the special characteristics of these value-aware systems and for industry to be
able to adopt technologies better suited to its objectives. In particular, more in-depth research is needed to explore
the different facets of these value-aware recommendation systems, adopting a multidisciplinary perspective that
combines different aspects from computer science, statistics, economics and psychology. This thesis has been
created with this goal in mind.
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1.2 Contributions

The aim of this thesis is study value-aware recommendation systems, investigating benefits and potential harms
of using these algorithms in practical business applications. The contributions of our work can be grouped into
three main branches.

Systematic analysis of existing literature on value-aware recommender systems: ourworkyielded thefirst sys-
tematic reviews based on PRISMA guidelines specialized on value-aware recommender systems and a par-
ticular business-relevant subset that we denoted as economic recommendation systems. In our studies,
we analyzed in-depth such systems, by discussing a number of related articles collected from different re-
search streams. In particular, we discussed the technical approaches that can be used to build economic
and value-aware recommendation algorithms, offline and online evaluation methodologies, most com-
monly used datasets and major application domains. We also pointed out current challenges, limitations
of today’s research and a number of possible future research directions in the field.

Investigation of in-processing approaches to build profit-aware recommendation systems: weextended, ac-
cording to a value-awareperspective, fourdifferent families of state-of-the-art recommendation algorithms
widely used in industry i.e., nearest neighbors, matrix factorization, learning-to-rank and neural models.
The key idea is to integrate the objective function of such families of algorithms to embed profit aware-
ness at learning time, thus generating more profitable yet relevant recommendations at prediction time.
By comparing our in-processing models with some of the most commonly used post-processing meth-
ods in three different real-world datasets, we demonstrate that the proposed models may represent viable
alternatives to build profit-aware recommendation systems for practical business applications. The pro-
posed methods consistently exhibit comparable or better performance than post-processing methods in
generating more profitable recommendations. Moreover, our methods also proved to be computation-
ally more efficient because, by incorporating profit awareness at learning time, they do not require any
post-processing overhead at prediction time.

Study of the problem of recommending influential items to sensitive users: focusingonbroader issues regard-
ing value optimization for society as a whole, in this thesis we argue that it is of great value for society to
have a recommender system that seeks to maintain high user well-being without compromising the per-
formance of the platform. Although not directly measured, the users’ well-being may be impacted by
recommendations due to repeated exposure mechanisms: if certain levels of diversity and fairness are not
appropriately calibrated the recommendermay risk influencing over time in a dangerousway the behavior
of certain user groups that aremore sensitive than others, e.g., by encouraging risky or aggressive behaviors.
In our work, with the aim of addressing this problem, we proposed several diversity-based recommenda-
tion algorithms to calibrate the exposure of such sensitive users to items that may influence in a negative
way their behavior. Specifically, by focusing our analysis on two case studies of potentially depressed and
aggressive users, we demonstrate the validity of ourmethods inmitigating the overexposure of potentially
aggressive users to controversial items that may have a negative impact on their behavior and encouraging
exposure of favorable items that may positively influence the behavior of potentially depressed users.
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1.3 Publications

Part of the content of this thesis has been published in international peer-reviewed journals [105, 106, 313]. Other
contributions are currently submitted to other venues. Below we report the complete list.

Journals

J01 ASystematicReviewofValue-AwareRecommender Systems. AlviseDeBiasio,AndreaMontagna, Fabio
Aiolli, Nicolò Navarin. Expert SystemsWith Applications, vol. 226, pp. 120131, 2023.

J02 On the Problem of Recommendation for Sensitive Users and Influential Items: SimultaneouslyMain-
taining Interest andDiversity. AlviseDeBiasio,MerylinMonaro, LucaOneto, LambertoBallan,Nicolò
Navarin. Knowledge-Based Systems, vol. 275, pp. 110699, 2023.

Workshops

W01 Graph-based Explainable Recommendation Systems: Are We Rigorously Evaluating Explanations?.
Andrea Montagna, Alvise De Biasio, Nicolò Navarin, Fabio Aiolli. Workshop on User Perspectives in
Human-Centered Artificial Intelligence.

Submissions

S01 Economic Recommender Systems — A Systematic Review. Alvise De Biasio, Nicolò Navarin, Dietmar
Jannach. Electronic Commerce Research and Applications.

S02 Model-BasedApproaches toProfit-AwareRecommendation. AlviseDeBiasio,Dietmar Jannach,Nicolò
Navarin. Expert SystemsWith Applications.

1.4 Outline

The thesis is organized in two main parts:

PART I provides a comprehensive background to fully understand the remainder of this thesis. In particular,
with Chapter 1, which has already started, we introduce themotivations, outline andmain contributions
of this work. Then, inChapter 2we discuss the state-of-the-art in the field. We first offer a broad introduc-
tion on recommender systems in Section 2.2. In particular, we cover the most-known recommendation
problems, the various classes of algorithms and offline evaluation aspects. Then we delve into a more
specialized area, focusing on the design of a recommender system in accordance with specific purposes in
Section 2.3. Specifically, we first discuss how business value can be generated from recommendations and
then introduce the two recent classes of value-aware and economic recommender systems which are the
focus of this thesis.
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PART II groups the original contributions of this thesis. In particular, Chapter 3 [106] and Chapter 4 are
based on two systematic reviews specialized on the two novel families of value-aware and economic rec-
ommender systems. In these chapters, after categorizing different facets of such systems we discuss algo-
rithmic approaches, evaluationmethodologies, application domains, open challenges and future research
directions in the field. Next, leveraging the previous findings, Chapter 5 offers a set of experimental stud-
ies on profit-aware recommendation systems. In particular, we discuss how the objective function of
matrix factorization and three other widely-used methods in the industry can be extended to optimize
the profitability of recommendations at learning time. Then, Chapter 6 [105] focuses on the problem
of recommending items that can influence the behavior of sensitive users. Specifically, we discuss various
methodologies that can be used to diversify recommendations while maintaining high performance, fo-
cusing our analysis on two different case studies based on potentially depressed and aggressive users. The
thesis ends with a summary of the results achieved by our research and a discussion of possible future
directions in Chapter 7.
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2
Background

In this chapter, we provide all the background knowledge necessary to understand the remainder of this thesis.
We start with some preliminaries on machine learning in Section 2.1. Then we introduce recommender systems
in Section 2.2. In particular, we present the learning problem, offline evaluation metrics, most commonly used
recommendation algorithms and typical open challenges in the field. Afterward, we cover more advanced recom-
mendation design topics in Section 2.3. Specifically, we discuss how a recommendation system can be adapted to
generate recommendations that may improve certain business value performance indicators.

2.1 Machine Learning Preliminaries
Learning from experience is one of the fundamental components of intelligent behavior andwhat allows humans
to adapt to a variety of situations. Everyday activities, such as understanding the mechanisms of our world or
making conscious decisions to achieve certain goals, involve learning from experience. Many of these activities
that characterize human beings such as reasoning or creativity are complex, and it is very difficult to make a ma-
chine succeed in imitating them. However, a number of different algorithms have been proposed in the literature,
demonstrating valuable performance in certain specific tasks. This science that aims to enable machines to learn
from experience is calledMachine Learning (ML).

The use of machine learning proved to be highly useful for a variety of applications, e.g., concerning image
recognition, question answering and recommendations. One of the key characteristics of these applications is
that the amount of data collected day by day exceeds the human capability of extracting and exploiting the hidden
information. For example, especially in e-commerce, with many new users joining every day and new items being
marketed by various vendors, it would be very time-consuming for a human being to provide recommendations
of interest to every customer. Instead, an algorithm capable of learning fromdata, since it can process information
much faster, may generate various recommendations of interest that could in turn trigger possible purchases.
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2.1.1 Learning FromData
As human beings by our nature, we typically learn general concepts from specific examples. Thereafter we can
leverage these concepts in different ways to perform our daily activities. Although it is often difficult to state such
activities unambiguously since many concepts that seem simple to us are actually very complex to express in a
language that can be understood by a computer program, it is possible in many cases to define a certain specific
task. This way, we can design computer programs that can learn from experience to perform these tasks and
verify their performance through specific metrics. For example, providing recommendations to customers in e-
commerce is an ambiguous task because purchasing dynamics often involve logical rational processes (e.g., the
usefulness of certain products and services in terms of functionalities) and unconscious irrational processes (e.g.,
the subjective perception of such usefulness). However, as we will explore in detail in Chapter 2.2, it is possible
to design systems that can provide recommendations of interest to customers by learning from experience.

Referring to the previous task, the learning paradigm predominantly used in the literature is denoted as super-
vised learning. In accordance to this paradigm, the system is designed to predict some known expected output (i.e.,
users’ interests) froma set of examples (i.e., mainly user-item interactions). However, otherwell-knownparadigms
in the field of machine learning such as unsupervised learning or reinforcement learning are also sometimes used
to build recommender systems. For example, unsupervised learning is often used to extract hidden patterns from
the data that canmake supervised recommendationsmore accurate, e.g., by classifying users into clusters with sim-
ilar purchasing behaviors and feeding the recommendation algorithm with such additional information. Instead,
reinforcement learning can be used to optimize certain (long-term) goals, e.g., to generate recommendations able
to optimize certain business performance indicators. In this thesis, we focus mainly on supervised learning.

More formally, in the machine learning field, the supervised learning paradigm involves training a model on
a set of instances in the form D = {(xi, yi) : i = 1, . . . ,m} to predict for each i-th instance xi ∈ X ∈ Rm×n

(composed of n ≥ 1 features) the known output yi ∈ Y ∈ Rm (also referred to as label), where X and Y are
denoted as thematrices of the input features and output labels of the instances. Depending on the type of output,
the problem is typically referred to in the literature as classification or regression. In the first case, the output is
categorical, e.g., considering yi ∈ {−1, 1} in the case of binary classification and yi ∈ {0, . . . , l} in the case of
multi-class classification. In the second case, instead, the output is numerical, i.e., yi ∈ R. The goal of a super-
vised learning model is to best approximate the function c(Θ) : X → Y representing the relationships between
xi(s) and yi(s), whereΘ are the model parameters. Through such an approximation function, a prediction ŷi rep-
resenting the output of the model for each instance i can be generated. As we will later detail in Section 2.2.1,
recommendation systems were proposed in the literature in early studies generalizing from the classification and
regression problems.

2.1.2 Perceptron Algorithm
Many of the algorithms that have been proposed in the field of machine learning take inspiration from natural
mechanisms of our world. By imitating such mechanisms, algorithms can learn from experience to tackle a given
task. One of the most well-known and widely used algorithms from which many other algorithms proposed
in the literature have taken inspiration is the perceptron. This algorithm was proposed by Frank Rosenblatt in
1958 [379] as a computational model of theMcCulloch-Pitts biological neuron [300], i.e., the cells in the human
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Figure 2.1: Biological and mathematical neuron representations [321, 336].

brain that are involved in processing and transmitting electrical and chemical signals. Such computational (or
artificial) model of the neuron, similarly to its biological counterpart, receives one or more inputs representing
post-synaptic potentials at neural dendrites and use them to generate an output, representing the neuron’s action
potential which is transmitted along its axon.

As shown in Figure 2.1, the perceptron exploits this artificial neuron structure, which can be viewed primarily
as a multi-dimensional vector w containing a weight for each input feature of X and by an activation function
σ(·), to learn from experience to perform a binary classification task. As a first step, the algorithm initializes the
weight vector randomly. Next, for each i-th instance of the training set the algorithm uses the weights to predict
whether the instance is positive or negative, i.e., if ŷi = σ(x⊺i w) > 0. Then, the predictions of the algorithm are
compared with the real values yi of each example. In case of error, i.e., if ŷi ̸= yi, the original weight vector w
is updated with a new version w′ calculated as w′ = w + ι · (yi − ŷi) · xi where ι is a constant denoted in the
literature as the learning rate that governs the amount of update in each iteration. Iterating on all the training set,
the algorithm allows for finding a linear separator to distinguish instances into positive or negative, if it exists.

As we will see later in this thesis, many linear recommendation algorithms are based on principles similar to
that of perceptron (see Section 2.2.5.2 and Section 2.2.5.4). Indeed, such recommendation algorithms typically
learn from experience by iteratively updating weights that they use in turn to generate recommendations to users.

2.1.3 The Curse of Dimensionality
One of the most well-known problems in the field of machine learning is denoted in the literature as the curse
of dimensionality. Typically this problem occurs when the number of dimensions (or features) used is very large.
In fact, as the dimensionality of the data increases, typically the representation of individual instances becomes
increasingly sparse, i.e., only a few features are populated per instance. In these settings, it is difficult for machine
learning algorithms to find groups with similar properties on which to base their predictions: as a result, the
predictions provided are often not much accurate. This problem is known especially in the field of recommender
systems. In large scale settings with millions of active users and millions of items in the catalog, it is indeed very
likely that each user interacts with only a few items. Correspondingly, the sparsity of interactions oftenmakes the
recommendations ineffective.
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To address this problem, usually in the field ofmachine learning, dimensionality reduction techniques are used
to find a lower-dimensional representation of the data onwhich to base predictions. Themain advantages of these
techniques aremainly related to reducingnoise andobtainingdatasets that are easier touse by algorithms andmore
intuitive to understand by humans. One of the most simple yet intuitive dimensionality reduction techniques is
known as feature selection, which aims to select a subset of the most informative features, discarding those that
are unhelpful or unrelated. However, although very popular, this approach tends to suffer in the presence of
very sparse data, e.g., as in large-scale recommendation settings. In such settings, more advanced approaches tend
to be preferred in the literature, such as Singular Value Decomposition (SVD) or Principal Component Analysis
(PCA), which exploit matrix decomposition techniques from linear algebra to obtain a dense lower-dimensional
representation of features that can be used to generate more accurate predictions.

In the field of recommender systems, dimensionality reduction techniques (and in particular SVD), as we shall
see in Section 2.2.5.2 were first used to build thematrix factorization approaches that became state-of-the-art in
the well-known Netflix Prize competition. The basic idea behind these methods is to determine a dense lower-
dimensional representation of users and items that can be used to make more accurate recommendations.

2.1.4 Deep Learning
In many practical circumstances, it is very difficult to model the data in a dense representation that contains all
the useful information for a machine learning algorithm designed to address a given task. Feature selection and
dimensionality reduction algorithms in general, while useful and often used as the first optionmay achieve overly
approximate solutions by discarding much useful information. To address this problem, recently the academic
community has been moving toward the development ofDeep Learning (DL) algorithms that have the ability to
autonomously learn the best representation from data. As we will see in the next section, these algorithms based
on deep neural networks are composed of many layers that encode information at different levels of abstraction,
which are then used to address a given task.

Such neural networks have achieved state-of-the-art performance in many application domains, e.g., especially
in those concerningmultimedia data such as images and text or in those where the number of dimensions used to
represent the data is still very large. As we will discuss later in this work, promising results have also been obtained
in the field of recommender systems. Deep learning algorithms were initially proposed to be used as an alternative
to the well-knownmatrix factorization approach, which is instead based on linear dimensionality reduction algo-
rithms (Section 2.2.5.5). Recent trends have then moved toward generative models based on what is denoted in
the literature as autoencoders (Section 2.2.5.6), i.e., networks capable of encodingmultidimensional information
into a dense lower-dimensional representation which is in turn used to reconstruct the original information.

2.1.5 Multi-Layer Perceptron
TheMulti-Layer Perceptron (MLP) is one of the most known neural architectures in the deep learning literature.
Such architecture is composed of several interconnected artificial neurons (see Section 2.1.2) and can be seen
as a simplified computational model of the human brain. As can be seen in Figure 2.2, structurally the MLP
is composed of a network of multiple layers of artificial neurons stacked on top of each other - the number of
neurons and layers is a hyperparameter of the network. The network layers are divided into input, hidden and
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Figure 2.2: Multi‐layer perceptron neural architecture.

output layers: data initially flow into the input layers, information then propagates into the hidden layers and
finally the output layer provides the predictions. MLPmakes it possible to overcome the limitation related to the
linearity of the predictions of the original perceptron algorithm, i.e., the predictions being based on a combination
of theoutputs ofmultiple individual neurons that are activatedbasedonhowthe informationflows in thenetwork
can approximate also complex non-linear mechanisms.

Although the artificial neuron was developed in the 1950’s [379], the MLP has only recently become popular
in the academic and industrial community. Indeed, the computational costs of training each neuron individually
(that is prohibitively expensive in most of practical settings) was overcome only in 1986 [380] when it emerged
the now famous backpropagationmethod by which all neural networks are trained today. This method consists
mainly of two steps known as forward and backward pass. With the first step, information propagates among
the various neurons in the network until it reaches the output layer to compute predictions. Then, by adopting
a more generalized version of the previously discussed perceptron learning rule (see Section 2.1.2), based on the
difference between the predictions and the expected output, the error is calculated and the weights of the neurons
within the network layers are updated sequentially backward. These steps are performed iteratively for various
epochs until convergence.

The algorithm by which the training is performed is also known as Stochastic Gradient Descent (SGD) in that
in order to update the weights of neurons in a given layer at a certain interaction, it is necessary to propagate the
gradient of the loss function in a descending manner between layers. This loss function (also called objective func-
tion) is a mathematical function commonly found in (almost) all machine learning algorithms that quantifies the
differences between a model’s predictions and expected values. This function is typically used to update inter-
nal model parameters (e.g., internal MLP weights) in order to obtain more accurate predictions, epoch by epoch.
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Figure 2.3: User‐item interaction matrices with explicit and implicit feedback.

One of the most widely used loss functions for regression problems in the literature is the squared loss:

L =
1
n

∑
(xi,yi)∈D

(yi − ŷi)
2 (2.1)

that is, the average of the squared error calculated over all the instances of the training set. This loss function is the
basis of many recommendation algorithms such as the well-known matrix factorization that we will describe in
Section 2.2.5.2 and its correspondingneural network-based version calledneural collaborative filtering thatwewill
describe in Section2.2.5.5. Aswewill see throughout this document, the role of the loss function is very important
for any algorithm’s learning because different losses can configure the internal parameters of themodels so that the
predictionsmay givemoreweight to certain aspects than others. In particular, as part of the original contributions
of this thesis, inChapter 5wewill explore how tomodify the loss function of various recommendation algorithms
to generate recommendations that optimize certain business performance indicators.

2.2 Introduction to Recommender Systems

A Recommender system (RS) is an information filtering technology that aims to make suggestions to users [55,
374]. Commonly, the main purpose of an RS is to help users evaluating a large number of alternatives in situa-
tions of information overload [58] by proposing subsets of items that could be of greatest interest. In theRSs field,
an item is a general term used to denote what the system can suggest. These suggestions, also known as recom-
mendations, can concern: products to buy, news to read, social pages to follow, and other entities depending on
the particular application domain (e.g., as in e-commerce [269], online streaming [360] or social networks [89]).
In the following, we indicate as U = {u1, . . . , um} the set ofm users that may receive the recommendations and
we denote as I = {i1, . . . , in} the set of n items that can be recommended by the system. Moreover, we denote
for convenience as I+u (I−u ) the set of items with which user u has (respectively: has not) interacted with.
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Figure 2.4: Comparison of classification and rating prediction tasks.

Recommendationsmayormaynotbepersonalized, dependingonwhether theRS recommendsdifferent items
to different users or whether it recommends the same items to all users. There are cases where a non-personalized
recommendation is able to achieve satisfactory results, such as in the case of travel or restaurant recommendation,
where the most popular or trending items are usually recommended. However, in most business settings such
as in e-commerce a more personalized recommendation that fully captures users’ interests tends to obtain better
results. Correspondingly in this thesis we focus on this case of greatest interest to the industry.

Typically, recommender systems exploit historical data about user-item interactions to learn how to provide
suggestions to users. As shown in Figure 2.3, these interactions can be divided into implicit or explicit, depending
on the nature of the feedback provided by the user. Specifically, implicit feedback is that type of interactionwhich
comes from a natural use of the system: e.g., clicks, views, purchases. Instead, explicit feedback represents some
preference that a user explicitly provides regarding certain items and unambiguously indicates his or her tastes:
e.g., 1-to-5 stars ratings or likes/dislikes. In this document, we mainly focus on implicit feedback-based RSs that
are widely used in practice, considering a binary user-item interaction matrix X ∈ {0, 1}m×n, where each entry
xu,i ∈ {0, 1} indicates whether user u interacted with item i or not (e.g., purchased it).

2.2.1 GeneralizingRecommendationsFromRatingPredictions
Depending on the application domain, the system may or may not recommend items that the user has already
interacted with in the past. There are cases such as in the food delivery business where restaurants are often rec-
ommended from which the user frequently orders. However, in many other contexts such as in e-commerce or
online streaming platforms, products or content that the user has not interacted with tend to be preferred for rec-
ommendations. In this thesis we focus on the latter case, wheremost of the literature also focuses. Indeed, the first
learning problem formalized in the RSs field is known as the rating prediction problem and was initially proposed
by considering an explicit type of feedback, e.g., xu,i ∈ [0, 5]. Specifically, given some known (or observed) user
preferences in the user-item interaction matrix X, the problem requires predicting the missing (or unobserved)
entries through a learning algorithm. Such rating predictions of user interests can be in turn used to generate
recommendations to users, e.g., by selecting the top-k items with the highest predicted ratings.
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This setting has various similarities and differences with the well-known classification and regression problems
previously discussed. In particular, classification and regression problems require estimating a certain dependent
variable from a specified number of independent variables. Instead, in the rating prediction problem, there is no
single dependent variable to predict because each column can have missing values. The main difference is that
while in classification and regression problems, the missing entries are restricted to a single dependent variable,
in the rating prediction problem there is no clear demarcation between dependent and independent variables as
each variable plays a dual role (see Figure 2.4). Moreover, there is also no clear distinction between training and
test set rows as each row can also have missing values. Hence, the rating prediction problem can be viewed as
a generalization of classification and regression problems where predictions are performed entry-wise instead of
row-wise.

2.2.2 On the Top-k Recommendation Problem
In practical circumstances (e.g., consider e-commerce), it is not necessary to have a very precise algorithm that can
predict all the missing user preferences of the user-item interaction matrix because recommendation systems are
typically employed to determine the best k items to recommend to each user. This particular setting is known as
the top-k recommendation problem and has become highly important especially in recent years [111]. Accordingly,
in the most general form a recommendation algorithm is designed to determine an ordered list yu,k of k items to
be recommended to each user by optimizing a generic utility function τ(yu,k) : yu,k −→ R. More formally:

argmax
yu,k

τ(yu,k) (2.2)

The utility function can be implemented in any arbitrary way, considering the relevance of recommendations for
the end user (i.e., how much the recommendations reflect the user’s interests), the business value for the service
provider (e.g., howmuch profitability the company may achieve from the recommendations) or other aspects.

Focusing on relevance aspects, the vast majority of algorithms in the RSs literature typically first seek to learn
a scoring function* c(Θ) : X −→ X̂ to predict missing entries of X, where X̂ = {x̂u,i ∈ R : 0 ≤ x̂u,i ≤ 1}m×n

is the prediction matrix and x̂u,i represents the expected interest of the user toward an item he or she has never
interacted with [368]. Correspondingly, the vast majority of the literature in the RSs field (andmost of this thesis
with the exception of Section 4.2.2), given ρu,i as the generic utility of the user-item interaction and considering
ρu,i = x̂u,i, operationalize the utility function as τ(yu,k) =

∑
i∈yu,k ρu,i to build almost any recommendation

algorithm to directly optimize:
argmax

yu,k

∑
i∈yu,k

x̂u,i (2.3)

thus with the aim of recommending the top-k itemsmost potentially interesting to each user. To find these items,
in accordance with the optimization problem above, after generating the predicted scores through the scoring
function, the algorithms typically sort in descending score order the items for each user and select the top-k.

*The scoring function is parameterized by a set Θ of model parameters. For some algorithms, such as the
well-knownUser-BasedCollaborative Filtering based onNearest-Neighbor techniques [326] thatwewill describe
in-depth in Section 2.2.5.1, we assumeΘ = ∅ since there are no model parameters.
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Notation Definition

u user
i item
m number of overall users
n number of overall items
k number of items to recommend

U = {u1, . . . , um} set of users
I = {i1, . . . , in} set of items

X user-item interaction matrix
xu,i user-item feedback
Θ set of model parameters

c(Θ) scoring function
X̂ prediction matrix
x̂u,i user-item predicted interest
yu,k recommendations list

τ(yu,k) utility function
ρu,i user-item interaction utility

Table 2.1: Main notation.

However, although this user-focused utilitarian conception is currently the most widely used in the literature,
a recommendation provider (or more generally another stakeholder) may have different goals. In particular, in
the context of this thesis, as an original contribution we will delve into what we called value-aware recommender
systems in Chapter 3 and economic recommender systems in Chapter 4. As we will later discover, these novel
classes of RSs differ from traditional systems in that they aim to optimize certain business values for the organiza-
tion. Hence, in these cases the utility function and optimization problem previously introduced in Eq. (2.2) and
Eq. (2.3) will be extended to incorporate those logics.

We summarize the main notation* used throughout this thesis in Table 2.1.

2.2.3 Evaluation of Recommender Systems
The most commonly used evaluation method in the RSs literature is to hide some data from a particular dataset
(e.g., interactions), train a model on the remaining data, and then predict the hidden data† (also referred to as
ground truth) [216, 483]. Depending on the particular setting, the known and hidden data can be divided ac-
cording to different ways [307]. For example, to evaluate the rating prediction problem, typically a certain subset
of ratings are randomly assumed as known for training (e.g., considering 60% of the dataset ratings), another sub-
set is used for validation (e.g., considering 20% of the dataset ratings) and thenmodels are tested on the remaining
ratings (random split). Similarly, to evaluate the top-k recommendation problem, many authors used to directly

*Note that we slightly overloaded the notation previously introduced in Section 2.1.1 for convenience.
†Note that an underlying problem concerning the evaluation of all recommender systems is that there may

be items of interest to the user that he or she has not interacted with and hence are not present in ground truth.
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partition the dataset users into training, validation and test set users, considering for each set all related user-item
interactions* (user split).

A variety of metrics are used in the recommender systems literature for evaluation purposes. On the one hand,
accuracy metrics are typically used to evaluate the rating prediction problem, e.g., to assess the ability of the algo-
rithm to predict the hidden ratings. On the other hand, relevance metrics and rankingmetrics are used to evaluate
the top-k recommendation problem. The former are used to assess the algorithm’s ability in generating recom-
mendations that are relevant to users, i.e., that match the ground truth in terms of users’ interests. The latter are
used to assess the ability of the algorithm in generating recommendations that contain the most relevant items in
the highest ranking positions. We briefly introduce some of these metrics below.

2.2.3.1 AccuracyMetrics

When an algorithm is evaluated in terms of how accurate it is at predicting hidden ratings, usually either the
Mean Average Error (MAE) or the Root Mean Square Error (RMSE) is measured. Considering a certain user-
item interaction pair (u, i), the metrics calculate a particular type of error between the predicted ratings x̂u,i and
the hidden ground truth xu,i. For example, theMean Average Error can be defined as:

MAE =
1
|X̂|

∑
x̂u,i∈X̂

∣∣xu,i − x̂u,i
∣∣ (2.4)

Similarly, theRootMean Square Error can be defined as:

RMSE =

√√√√ 1
|X̂|

∑
x̂u,i∈X̂

(
xu,i − x̂u,i

)2 (2.5)

Depending on the needs, one or the other metric can be adopted, as for example, RMSE unlike MAE highly
penalizes large prediction errors.

2.2.3.2 RelevanceMetrics

When the emphasis is on evaluating the algorithm’s ability to generate recommendations that contain more rele-
vant items, theRSs community tends tomeasure performanceusingHit-Rate (HR@k),Precision (Prec@k),Recall
(Rec@k) and F1-Score (F1@k). The metrics calculate how well an algorithm is able to generate recommendations
that match with hidden ground truth user interests. Let relyu,j be a relevance variable† [220] that indicates if the
item recommended at position j in the ordered ranking yu,k of k items is relevant or not for user u. Accordingly,

*Considering the user split, since as we will discuss in Section 2.2.4 the system often cannot generate recom-
mendations for users without knowing anything about them, it is common to introduce into the training set a
minimum number of known validation and test user interactions (e.g., three or four user-item interactions per
user) to avoid what is called as the user cold-start.

†In an implicit feedback setting [368], each item’s relevance corresponds to its ground truth information, e.g.,
assuming xu,i = 1 if the user actually interacted with the item in the hidden data, and xu,i = 0 if not.
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for example,Hit-Rate at position k is defined as:

HR@k =
1
|U|
∑
u∈U

1 if
∑k

j=1 rel
y
u,j ≥ 1

0 otherwhise
(2.6)

and represents the fraction of users forwhich the recommendations list contains at least one relevant item. Instead,
Precision at position k is defined as:

Prec@k =
1
|U|
∑
u∈U

∑k
j=1 rel

y
u,j

k
(2.7)

thus representing number of relevant items in the top-k recommendations over the number of recommended
ones. Similarly,Recall at position k can be defined as:

Rec@k =
1
|U|
∑
u∈U

∑k
j=1 rel

y
u,j∑n

i=1 xu,i
(2.8)

hence representing the number of relevant items in the top-k recommendations over the total number of relevant
ones in the ground truth. Precision and recall can also be combined into the F1-Score at position k as:

F1@k =
1
|U|
∑
u∈U

2 · Precu@k · Recu@k
Precu@k+ Recu@k

(2.9)

that represents their harmonic mean.

2.2.3.3 RankingMetrics

When the emphasis is on evaluating the algorithm’s ability to generate recommendations that contain more rel-
evant items in the top-positions of the ranking, the RSs community tends to measure performance usingMean
Reciprocal Rank (MRR@k) orNormalized Discounted Cumulative Gain (NDCG@k). In particular,Mean Re-
ciprocal Rank at position k is the mean rank of the first relevant item in the recommendations list:

MRR@k =
1
|U|
∑
u∈U

1
j1u

(2.10)

where, in the equation, j1u is the rank (position) of the first item relevant to user u. Instead,NormalizedDiscounted
Cumulative Gain at position k:

NDCG@k =
1
|U|
∑
u∈U

∑k
j=1

relyu,j
log2(j+1)

IDCGu@k
(2.11)

can be defined as an inverse log reward over all the ranking positions with relevant items among the top-k rec-
ommended ones. In the equation, IDCGu@k =

∑|ru|
j=1

relru,j
log2(j+1) is usually referred to as the Ideal Discounted
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Figure 2.5: Taxonomy of recommender systems. *The taxonomy contains the recommendation algorithm families on which
we will focus most throughout this thesis, see Section 2.2.5, and Part II.

Cumulative Gain obtained by sorting all the ground truth items relevant to the user belonging to the ordered list
ru in descending relevance order. Hence,NDCG@kmeasures how precise an RS algorithm is in recommending
the most relevant items to each user in the highest ranking positions.

In the following sections we will focus mostly on ranking metrics because in practical circumstances user at-
tention is often limited and interaction probability likely decreases according to the position of recommended
items due to the well-known position bias phenomenon, i.e., the user is more likely to interact with items in the
highest ranking positions. Specifically, the experiments that we present as part of our original contributions in
Chapter 5 and Chapter 6, will primarily useNDCG@k to measure the ability of a recommender system to gener-
ate recommendations that match users’ interests. Moreover, we will also consider another variation of this metric
to measure business value related aspects that are more in line with the underlying goals of the value-aware recom-
mender systems class which is the focus of this thesis.

2.2.4 Recommender Systems Taxonomy

Countless recommendation algorithms have been proposed since the early 1990’s [372, 373]. Traditionally, they
can be mainly divided into collaborative filtering algorithms, content-based approaches, and hybrid systems [9,
219]. Collaborative filtering (CF ) [401] systems base their recommendations solely on knowledge about the past
behavior of a community of users, e.g., their previous purchases on an online shop or the feedback they provide
on items on a media streaming site (see Figure 2.5). CF systems are nowadays widely used in industry [22, 163]
and they are the basis for our work on value-aware recommendation presented in this thesis.
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Content-based (CB) systems [284] have their roots in Information Retrieval (IR) [42, 238] and rely on meta-
information about the available items and the past content preferences of individual users. Such systems have their
place in practice as well, in particular in cases when no large user community exists, which would be required to
build a collaborative system. Since bothCF andCB systems can have limitations (e.g., considering thewell-known
cold-start problem) [9], various forms of combining these approaches in a hybrid system (HS) were proposed in
the past [64]. Today, the most common form of such hybrid systems are collaborative systems that use additional
knowledge about the items as side information [404]. Value-aware recommender systems [106] typically fall into
this category as well since they aim to leverage the power of collaborative filtering [401], but they additionally take
information about the items’ business value [214] into account when creating the final recommendation lists to
be presented to users.

Each recommendation algorithms family can have different advantages and disadvantages. For example, collab-
orative filtering algorithms are the ones currently most widely used in industry settings but relying on customer
history to generate recommendations can suffer from thewell-known cold-start problem. That is, when a new user
registers in the platform, recommendations cannot be generated because there is no user-item interaction informa-
tion available. Similarly, when a new item is marketed by the company, it will be recommended very infrequently
because no user will have interacted with it yet. In comparison, content-based algorithms would not suffer from
the new item problem but the recommendations they generate tend to be often obvious and of little interest to
users. Hybrid systems such as context-aware algorithms also tend to suffer less from the cold-start problem but
they are more difficult to design and maintain over time. In addition, they often rely on user demographics that
are not always available for privacy reasons. In the following we will focus mainly on collaborative filtering algo-
rithms and the use of a particular context information concerning the economic value of recommending an item
for the organization.

2.2.5 Collaborative Filtering Algorithms
Within the family of collaborative filtering algorithms, the following main approaches can be identified:

• Nearest neighbors techniques were used in the earliest recommendation systems both in academia and
industry in the 1990’s [276, 326, 373]. While such approaches are conceptually simple, it turns out that
they can often lead to competitive results in terms of prediction accuracy, at least for small datasets [26].

• Matrix factorization approaches were initially explored in the late 1990’s [51], and they became the state-
of-the-art [241, 242, 243] in the context of the well-known Netflix Prize competition [45]. Despite the
recent wave of modern deep learning algorithms [190], matrix factorization methods are still relevant
today [370] as they often lead to very good performance in pure collaborative filtering approaches [371].

• Learning-to-rank techniques like Bayesian Personalized Ranking [368, 369] became popular around the
2010’s, when the community increasingly started tomore directly target the top-k recommendation prob-
lem [111, 171, 483]. The goal of such approaches is not to predict the relevance to the user of each item
on an absolute scale but rather to find an optimal ranking of the recommended items.

• Linear approaches became of interest to the community around 2012 when practical challenges concern-
ing current large scale systems with millions of active users and catalog items gained importance. In par-
ticular, these approaches have been used in well-known algorithms such as Sparse LInear Method [328]
to generate very fast high-quality recommendations.
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Figure 2.6: Examples of user‐based and item‐based collaborative filtering algorithms mechanisms.

• Deep Learning techniques for collaborative filtering based on Multi-Layer Perceptron [190] and Varia-
tional Autoencoders [270] dates back to 2007 [381] and 2018 [270], respectively. Today, these neural
networks-based methods are considered state-of-the-art. One main advantage of such systems in practice
is that various types of side information can be easily integrated into the networks [400].

In our thesis, we will exploit each of the above discussed types of collaborative filtering approaches for our
original contributions (see Chapter 5 and Chapter 6), proposing adaptations to the original algorithms or inte-
grating additional knowledge to the predictions to more directly target certain goals. In this section, we describe
the underlying rationale of the baseline methods.

2.2.5.1 Nearest Neighbors

Collaborative filtering algorithms based on nearest neighbors techniques have been successfully applied in various
application domains especially considering explicit feedback-based cases, e.g., where xu,i is a rating in the range
[1, 5]. The underlying idea behind such algorithms is to provide recommendations to users based on the prefer-
ences and behaviors of other users who are similar to them. There are two main nearest neighbors variants that
are well known in the literature, i.e., user-based and item-based, both of which are based on certain assumptions
and exploit certain similarity criteria to make predictions (see Figure 2.6).

In particular, the User-Based Collaborative Filtering (UCF ) [326, 373] assumes that similar users tend to give
similar ratings to the same item. The algorithm consists of the following steps. At first, the similarity sim(u, v)
between each pair of users (u, v) is calculated exploiting the user-item interaction matrix. Typically, Pearson’s
correlation coefficient is used to calculate such similarity:

sim(u, v) =
∑

i∈I+
u ∩I+

v
(xu,i − x̄u) · (xv,i − x̄v)√∑

i∈I+
u ∩I+

v
(xu,i − x̄u)2 ·

√∑
i∈I+

u ∩I+
v
(xv,i − x̄v)2

(2.12)

where I+u ∩I+v represents the set of items that were mutually rated by u and v, and x̄u =
∑

i∈Iu xu,i
|Iu| and x̄v denote
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the average rating of those users. Next, to compute the predicted scores x̂u,j of an item j that user u has never
interacted with, the algorithm identifies a certain neighborhood P(u, j) of users most similar to the target user
who rated such an item (where l is an algorithm parameter) and calculates a weighted sum of similarities:

x̂u,j = x̄u +
∑

v∈P(u,j) sim(u, v) · (xv,j − x̄u)∑
v∈P(u,j) |sim(u, v)|

(2.13)

Since each user can rate items in a subjective way, thus having a different scale, the individual user’s average rating
x̄u is added to the weighted similarity computation as a heuristic criterion to more properly center predictions*.

A well-known variant of the user-based algorithm is the Item-Based Collaborative Filtering (ICF ) which is
based on the assumption that users tend to give similar ratings to similar items. The approach is similar to the
previous one with the difference that similarity is calculated among items and not among users, thus considering
the columns and not the rows of the user-item interaction matrix. As earlier, first the similarity sim(i, j) between
each items pair (i, j) is calculated. In this case, similarity is often calculated using Cosine similarity instead of
Pearson’s correlation coefficient:

sim(u, v) =

∑
u∈Ui∩Uj

(xu,i − x̄i) · (xu,j − x̄j)√∑
u∈Ui∩Uj

(xu,i − x̄i)2 ·
√∑

u∈Ui∩Uj
(xu,j − x̄j)2

(2.14)

where Ui ∩ Uj represents the set of users who mutually rated item i and item j, and x̄i =
∑

u∈Ui
xu,i

|Ui| and x̄j denote
the average rating of those items. Accordingly, the algorithm identifies a certain neighborhoodQ(u, j) of l items
rated by umost similar to item j and calculates the predicted scores based on a weighted sum of similarities:

x̂u,j =
∑

i∈Q(u,j) sim(i, j) · xu,j∑
i∈Q(u,j) |sim(i, j)|

(2.15)

However, unlike the user-based variant, in this case the algorithm exploits the own user ratings to generate predic-
tions. Therefore, although it depends highly on the underlying data, the item-based algorithm tends to provide
more effective predictions in practice compared to the user-based variant since it does not require any heuristic
criteria to center predictions around the user’s mean ratings.

Overall, the approach underlying nearest neighbors collaborative filtering systems is simple and intuitive, and
the algorithms are easy to implement and debug. In addition, the recommendations provided are easily explain-
able in that they can be interpreted, for example, as generated based on the interests of the users most similar to
the target user when considering the user-based variant. It is also possible to create approximate versions of the ap-
proaches to enable incremental training, thus avoiding to restart training from scratch every time a new feedback
needs to be incorporated. However, the main drawback is that the algorithms are often impractical in large-scale
settings in terms of space and computational time required during the training phase. Moreover, often the recom-
mendations providedmay have limited coverage due to sparsity reasons, e.g., considering the user-based algorithm

*In implicit feedback settings typically authors used to ignore the rating values and avoid prediction centering,
i.e., considering the user-based algorithm, x̂u,j =

∑
v∈P(u,j) sim(u, v). On the contrary, considering each user-

item interaction xu,i ∈ {0, 1}, the nominator in Eq. (2.13) would always be equal to zero since both the user-item
interaction xv,j of neighbor v and the average rating x̄u of user uwould be equal to one.
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Figure 2.7: Example of user‐item interaction matrix factorization into d = 2 latent factors representing users’ sensitivity
to products with high or low price and quality.

it is not possible to recommend a certain item to a given user if at least one of the users similar to the target user has
not interacted with that item. Furthermore, sparsity can also create issues when calculating similarity, e.g., when
only a few items have been mutually rated by users the similarity computation may become unreliable.

2.2.5.2 Matrix Factorization

VariousMatrix Factorization (MF ) [241, 242, 243] methods have been successfully used in the RSs literature to
obtain better recommendations than neighborhood-based methods in terms of quality and efficiency. In partic-
ular, the pairwise similarity estimation adopted by nearest neighbors methods tends not to be robust in highly
sparse datasets because in such cases users have mutually rated only a few items. Correspondingly, algorithm pre-
dictions of user interests tend to be inaccurate. Matrix factorization methods, by contrast, would provide a more
efficient and reliable calculation. The basic idea of these methods is to project the user-item interaction matrix
into a lower dimensional space by exploiting dimensionality reduction algorithms. In this space, unlike the user-
item interaction matrix, the representation of users and items is dense and can be used to directly calculate user
interests more precisely.

In particular, if all entries of the user-item interaction matrix are observed, it is possible to approximately fac-
torizeX ∈ Rm×n into two matrices P ∈ Rm×d andQ ∈ Rd×n of lower dimensions (where d is the embeddings’
size) such that:

X ≈ PQ⊺ (2.16)

where pu ∈ Rd and qi ∈ Rd, respectively u-th and i-th row of P andQ, are the d-dimensional dense representa-
tions of user u and item i, also known as embeddings or latent factors. It thus follows that the preference of a user
u for an item i can be estimated:

x̂u,i = pu · qi (2.17)

through the dot product of such d-dimensional embeddings. Conceptually, as can be intuitively inferred by ob-
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serving Figure 2.7, these embeddings represent the affinity of a certain user or item toward some higher-level ab-
stractions, e.g., users’ sensitivity to products of high or low price and quality.

The possibility of factorizingX is a property of linear algebra, and there are various methods that can be used
in the literature to obtain an exact solution. One of such methods for example is Singular Value Decomposition
(SVD) which requires the vectors composing P and Q to be orthogonal to each other. However, in order to be
performed, these algebraic methods require that the matrix X be fully observed. In certain cases, if the matrix
is not very sparse, it is possible to fill in the missing entries with the average of the ratings so that the algebraic
factorization can be directly performed. However, in most practical cases where the sparsity is very high this
would strongly compromise the reliability of the representations and consequently also the accuracy of the final
predictions. Hence, the vast majority of methods proposed in the literature exploit the well-known Stochastic
GradientDescent (SGD) method to learn users and items representations. In particular, considering that the error
of approximately factoringX into PQ⊺ corresponds to ∥X−PQ⊺∥2, i.e., the sum of the squares of the entries of
the matrix (X− PQ⊺), it is possible to define a squared loss function* to be optimized to obtain an approximate
representation of users and items:

L = −
∑

(u,i)∈D

(xu,i − pu · qi)2 = −
∑

(u,i)∈D

(xu,i − x̂u,i)2 (2.18)

where D = {(u, i) : i ∈ I+u } is the set of known interactions for each user. Typically to obtain this approxi-
mate representation, SGD proceeds by running several iterations until it reaches convergence, calculating the loss
function and updating accordingly the embeddings pu and qi for every user and item at each iteration.

Besides the basic algorithm described above, currently matrix factorization is a family of state-of-the-art algo-
rithms that includes several variants. For example, implicit and explicit feedback can be handled simultaneously to
generate more accurate predictions, and approximate variants for incremental learning are also possible. Overall,
the main advantages of matrix factorization and more generally of any model-based recommendation algorithm
over nearest neighbors methods can be attributed to: (i) better space efficiency since there is no need to save the
similarity matrix for predictions; (ii) faster training and inference since, for example, latent factors allow predic-
tions to be calculated by simple multiplication; (iii) improved handling of the overfitting issue because additional
regularizers can be used in the objective function to increase generalization. Instead, the main drawback is related
to the explainability of the recommendations. Indeed, while the predictions of nearest neighbors methods can be
easily interpreted based on user/item similarity criteria, matrix factorization predictions, depending on a model,
are not so intuitive to explain. However, literature variants are also available that at the expense of a slight loss of
accuracy allow for better explainability.

2.2.5.3 Bayesian Personalized Ranking

Sometimes the sparsity of the user-item interaction matrix is so high that the effectiveness ofMF is compromised.
The main problem is that matrix factorization was originally designed to directly address the rating prediction
problem. Accordingly, MF’s primary goal is to predict hidden user interests. These predictions are then used to

*In implicit feedback settings, a binary cross-entropy lossL = −
∑

(u,i)∈D xu,i log x̂u,i+(1−xu,i) log(1− x̂u,i)
is typically used in the RSs literature as a more effective alternative of the squared loss function.
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generate recommendations by selecting the top-k items with highest predicted score. However, in practical cases
where sparsity is very high, it is very difficult to obtain a sufficiently accurate prediction of all user interests to be
used to generate good quality recommendations. In these contexts, it is muchmore important to rely on a relative
order among user interests that would allow the most relevant items to be recommended to the user.

To address the high sparsity problem and more directly target the top-k recommendation problem, an algo-
rithm referred to as Bayesian Personalized Ranking (BPR) [368, 369] was proposed in the literature. This algo-
rithm is typically applied on-top of matrix factorization and is used exclusively in implicit feedback settings (recall
Section 2.2). Specifically, the MF objective function is replaced with a pairwise loss function that approximates
the well-known Area Under the ROC Curve (AUC) ranking statistic:

L = −
∑

(u,i,j)∈D

ln σ(x̂u,i − x̂u,j) (2.19)

where σ(·) is a sigmoid function and D = {(u, i, j) : i ∈ I+u ∧ j ∈ I−u } is a set of pairwise training examples
consisting of pairs of positive and negative items for each user. The term σ(x̂u,i − x̂u,j) represents the probability
that a user u prefers an item i over an item j. Since matrix factorization is the main underlying model of BPR,
x̂u,i and x̂u,j generally represent the predicted scores for a positive item i ∈ I+u and a negative item j ∈ I−u . By
minimizing the loss function L, the score of positive items becomes higher than the score of negative ones. This
way the algorithm can be trained to identify a relative ordering of user interests, where themost relevant itemswill
thus have higher predicted scores. Then such relative order among user interests can be used to generate the top-k
recommendations.

Overall when compared with MF, BPR allows for higher quality recommendations because the algorithm is
designed to directly address the top-k recommendation problem which unlike the rating prediction problem is
more important in practical settings. However, in terms of computational efficiency of training and prediction,
bothmethods tend to sufferwhen thenumber of registeredusers in theplatformand thenumber of items available
to recommend are very high.

2.2.5.4 Sparse LInearMethod

Although MF and BPRmay enable very accurate predictions, often in large-scale systems with millions of active
users and catalog items and high sparsity training and inference may be slow and not feasible in practice. To
handle the typical sparsity of the user-item interactionmatrixmore efficiently, a linearmethod referred to as Sparse
LInear Method (SLIM) [328] based on the well-known elastic net regularization algorithm has been studied in
the literature. From a practical standpoint, this method is most appropriate for use in implicit feedback settings
(assuming missing entries equal to zero) although it can also be adapted to handle explicit feedback. Indeed, in
these settings, regularization would make it easier to shrink the regularization parameters to zero and to obtain
predictions much faster than previous latent factors based methods.

Specifically, SLIM calculates the predicted score of an item iwith which user u has not yet interacted as:

x̂u,i = x⊺uwi (2.20)

thus multiplying the size-n row vector of user interactions xu by a size-n column vector of coefficientswi, which
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contains a coefficient for each item. Overall, themodel used by SLIM to generate the predictions can be presented
as X̂ = XW where W is a matrix of sparse coefficients n × n. Considering the error X̂ − X that is incurred
by approximating X as XW, the coefficient matrix can then be learned by minimizing the following regularized
optimization problem:

minimize
W

1
2
∥X− XW∥2F +

χ
2
∥W∥2F + ω∥W∥1

subject to W ≥ 0, diag(W) = 0
(2.21)

where χ and ω are regularization parameters and ∥W∥1 and ∥W∥F are the L1-norm and the Frobenius LF-norm
of the matrix of coefficients W. The two constraints W ≥ 0 and diag(W) = 0 are set respectively to learn
only positive relationships between items and to avoid trivial solutions, i.e., where W is an identity matrix and
∥X− XW∥2F is always equal to zero.

Overall, SLIMwhen compared toMF and BPR allows for predictions of comparable quality but much faster.
Specifically from the point of predictions, it is not necessary to calculate the predicted scores of all items to obtain a
user’s recommendation because the regularization shrinksmany coefficients to zero. Moreover, since the columns
ofW are independent, the training of the algorithm can be easily parallelized and is also more efficient than that
of MF and BPR.

2.2.5.5 Neural Collaborative Filtering

With the increased adoption of online platforms (e.g., e-commerces, multimedia streaming) and more generally
with the growth of data volume, various deep learning algorithms have been proposed in the literature with the
aim of more effectively exploiting such information. In particular, although matrix factorization is widely used
in industry, the algorithm is linear in that it is based on a fixed inner-product of the latent factors of items and
users. Hence, especially in large scale systems, the underlying linearity of MFmay not allow the algorithm to cap-
ture some complex user-item relationships, thus affecting the quality of the predictions. One way to increase the
predictive power ofMFmight be to increase the size of embeddings. However, especially in highly sparse settings
this could lead to the well-known problem of overfitting. To increase the generalization of matrix factorization
in the literature, an algorithm referred to asNeural Collaborative Filtering (NCF ) [190] has been proposed. This
algorithm conceptually exploits the same basic MF idea of predicting user interests from a dense representation
of users and items. However, NCF, unlike MF, by mounting on top of the dense representation a neural archi-
tecture based on Multi-Layer Perceptron (MLP), might also be able to generalize non-linear data relationships,
thereby obtaining potentially more accurate predictions.

The neural architecture of NCF is shown in Figure 2.8. The input layer consists of a sparse representation of a
particular user xu and a certain item xi, obtained from the user-item interaction matrixX. Above the input layer,
a fully connected layer projects this sparse representation into a dense representation of users and items. This
dense representation is analogous to the latent factor representation based on embeddings pu and qi of matrix
factorization, albeit in this case the embeddings dimensions are m × d and n × d, respectively - as in MF, d
remains a configurable embeddings’ size parameter of the algorithm. Both embeddings are fed into a multi-layer
perceptron neural architecture. Typically, a three-layer structure is used whose size depends on the size of the
embeddings, i.e., where the layers have the following sizes {2 · d, d, d

2}. The model is then trained by optimizing
the same loss function of matrix factorization through stochastic gradient descend to predict the user’s interest in
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Figure 2.8: Neural collaborative filtering architecture.

a certain item:
x̂u,i = σ(p⊺u xu, q

⊺
i xi|pu, qi,Θ) (2.22)

whereΘ denotes the overall set of parameters of the neural model and σ(·) the inference function.
Overall, althoughMF continues to demonstrate state-of-the-art performance in medium-sized datasets, NCF

has shown encouraging results in large scale settings. In addition, the neural model, unlike MF would allow to
exploit additional context features (if also managed as embeddings and connected to the MLP architecture) to
further increase the relevance of predictions.

2.2.5.6 Multinomial Likelihood Variational Autoencoder

An alternative solution to MF for large scale recommendation settings based on a deep learning architecture has
recently emerged. In particular,Multinomial Likelihood Variational Autoencoder (Mult-VAE) [270]is a genera-
tive algorithmbased on variational autoencoders that has been proposed in the literature for collaborative filtering
systems with implicit feedback data. Similar to NCF, this neural network-based model would allow greater gen-
eralization when compared to latent factor models such as MF, because of its ability to model complex nonlinear
relationships, thus obtaining potentially more accurate predictions.

Mult-VAE is based on variational autoencoders, which unlike traditional autoencoders, is designed to recon-
struct input data using a probabilistic inferential in-the-middle model that approximates the underlying varia-
tional distribution. The algorithm is based on the following generative process. Initially the model samples for
each user u a latent d-dimensional representation pu from a standard Gaussian prior. Then, pu is transformed
into a probability distribution f(pu) over n items through a non-linear multilayer perceptron with parametersΘ
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and softmax activation. The process assumes that the vector xu of user interests is drawn from a multinomial
distributionMult(|xu ̸= 0|, f(pu)) with |xu ̸= 0| sum of the number of interactions for the user. To determine
Θ, the model has to estimate the posterior distribution g(pu|xu). However, g(pu|xu) is intractable. Therefore,
such distribution is approximated by a diagonal Gaussian distribution h(pu) = N (μu, diag(σ

2
u)) with {μu, σ

2
u}

free variational parameters such that theKullback-Leiber divergence kl(h(pu) || g(pu|xu)) between the two distri-
butions h(pu) and g(pu|xu) is minimized. However, the number of parameters {μu, σ

2
u} to optimize grows with

the number of users and items in the dataset and can become a bottleneck in real-world applications. Thus, the
variational autoencoder replaces the variational parameters of the function h(pu) by turning it into a function
hΦ(pu|xu) = N (μΦ(xu), diag(σ

2
Φ(xu))) parameterized by Φ that, if optimized, approximates the intractable

posterior g(pu|xu). The model attempts to minimize through SGD the distance between the distributions by
optimizing an evidence lower bound:

L = EhΦ(pu|xu)[log gΘ(xu|pu)]− ψ · kl(hΦ(pu|xu) || g(pu)) (2.23)

that is interpreted as composed of a first reconstruction error and a second regularization term, where ψ ∈ [0, 1]
is a regularization variable.

Overall, Mult-VAE proved to be an alternative solution for large scale recommendation settings showing supe-
rior results to SLIM,MF and NCF in various well-known datasets.

2.2.5.7 Adapting Recommendation Algorithms

Various adaptations of the recommendation algorithms described in the previous sections have been proposed in
the literature. Often these adaptations depend on the particular goal to be achieved through the recommendation
[164, 213]. For example, under certain circumstances a recommendation provider may desire to convey certain
business strategies through the platform in order to optimize certain KPIs [155, 214, 419]. In other cases, it may
be necessary to avoid potential discrimination against certain user or item groups [303, 399, 466].

Most of the adaptations proposed in the literature tend to fall into three main families of methodologies, i.e.,
pre-processing, in-processing and post-processing [106, 467]. The use of a given methodology involves the adapta-
tion of a specific stage of the learning process of a recommendation algorithm. Pre-processing methodologies
focus on the first stage of model training, as the algorithms operate directly on the input data [255, 397]. Indeed,
by changing the input data with sampling, perturbation or feature engineering operations, it is possible to mod-
ify accordingly the internal representations on which the algorithms rely to make the predictions. In-processing
methodologies, conversely, mainly operate during the training phase [66, 69, 436, 462]. In particular, it has been
proposed inmany works in the literature to introduce specific regularizers into the algorithms’ objective function
to target certain domain-specific goals. Finally, post-processing methodologies are typically applied after model
training, as they operate directly on the output predictions [240, 291, 395, 458]. For example, many papers in the
literature rely on re-ranking techniques to adjust the order of recommended items according to certain objectives.

In-processing and post-processing methodologies are the basis of the original contributions of this thesis. In
particular, we proposed three different post-processing algorithms in Chapter 6 to target specific objectives. In
addition, we proposed to integrate the objective function of four different families of recommendation algorithms
in Chapter 5 in order to optimize certain metrics of interest.
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2.3 Purpose-Driven Recommender Systems Design
In the previous section, we focused on collaborative filtering-based recommender systems designed to recommend
the top-k items most relevant to users. However, recommender systems, as mentioned in Section 2.2.2, can be de-
signed to serve both user [58, 84, 195, 209, 389] and organizational purposes [97, 164, 213, 295, 341, 342, 349,
386, 421, 454]. In the following we mainly focus on a subset of such systems that more directly target organiza-
tional interests with the aim of optimizing the economic value of recommendations.

2.3.1 An Economic Perspective on theMeaning of Value
Fromearly academic definitions in themid-1950s, the term valuehadmultiplemeanings. Thesemeanings depend
mainly on the particular interpretation in the literature. There aremainly two interpretations, amore quantitative
one from the economics literature (e.g., related to profits and benefits), and a more recent one involving also
emotional dynamics from the marketing literature (e.g., related to the subjective customer’s perception).

In particular, Miles [309] in earlier economic studies denoted the value of a product or service into four main
components, i.e., cost value, use value, exchange value, and estimated value. As reported in the author’s research: (i)
cost value is referred to as the cost for the company to produce a certain product or to provide a specific service, e.g.,
the cost to produce every component and assemble a mobile phone; (ii) use value relies more on functionalities,
e.g., considering the previous mobile phone, its use value may be the ability to make a phone call; (iii) exchange
value considers a possible value increase over time, e.g., when the mobile phone after ten years may be worth
more as a vintage item; (iv) estimated value also concerns the attractiveness of an item to customers, e.g., a mobile
phone with a colour display may be more attractive than one with a black-and-white display. Subsequently, the
term value was redefined in later economic studies according to a utilitarian interpretation [24, 25]. Accordingly,
value is defined as the expected benefit that a buyer receives as a function of the price paid, e.g., if the purchase of
a product or service generates certain savings, its value lies in the difference between the savings and the price paid.
Finally, especially in recent marketing studies [245, 277, 319, 469], this rational and utilitarian conception tends
to be complemented by a more emotional and subjective dimension related to the customer’s perception, e.g.,
for two distinct customers, the same product or service might have a different value depending on the perceived
benefits, emotions and feelings it generates.

2.3.2 On the Business Value of Recommendations
Even if the meaning of the term value may sometimes appear blurry or subjective depending on the particular
definition, the sale of a more valuable product or service can often be linked to the economic results of the com-
pany [48, 67, 123]. In particular, such value improvement can be measured according to various business Key
Performance Indicators (KPIs). These KPIs in the RSs literature typically include [216]:

• The number of user clicks on the recommendations, often measured by the click-through rate (CTR);

• The degree of user adoption of the system, often measured by the conversion rate (CVR);

• The overall revenue generated from the sales of the firm’s products and services;
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• The possible effects on the sales distribution of the items sold, e.g., shifting toward more profitable items;

• The overall degree of user engagement with the platform, as indicator of customer satisfaction.

The effectiveness of recommendations for organizations [9, 22] depends mainly on the specific business value
categories that the systems are able to optimize [21, 163]. The type of business value optimized may depend
on various variables [216], often related to particular business strategies that the company may desire to imple-
ment [85, 194, 198, 372]. In some cases, it may be advantageous for the organization to maximize the con-
version rate of recommendations [165, 181], e.g., to increase the number of consumers in the platform. In
other circumstances, it may be helpful to optimize for user engagement [163, 295], e.g., to retain the acquired
consumers and guarantee stable cash flow levels. Moreover, most of the times the particular business strategy
implemented depend on the revenue model of the company (e.g., transaction-based, advertising, subscription)
[85, 194, 198, 263, 304, 362, 372]. For example, in the case where the revenue model is primarily transaction-
based (e.g., Walmart), since there is a direct link between purchases and revenue, the companymight be interested
in shifting the customer behavior towards the purchase of the more profitable items [343]. In contrast, in case
the organization’s revenue model is based on ads (e.g., YouTube), the company may be interested in increasing
the number of clicks [104] as this is directly related to the consumption of ads that providers pay to see their
brand advertised. Finally, a company might also be interested in optimizing user engagement [163] in the case of
subscription-based models (e.g., Netflix) as this positively correlates with retention.

2.3.3 An Introduction to Value-Aware Recommender Systems
Research on RSs traditionally focused on users [375]. Indeed, if recommendations were not able to meet user
needs, they would not be as successful. However, in real-world circumstances, in addition to suggesting items of
interest, the reasons a service provider may want to implement a recommendation system may vary and typically
are related to the increase in certain business KPIs [216, 218]. In particular, there are various ways in which an
RS can generate value for a business [9, 21, 22, 43, 163, 385], considering economics and marketing aspects [184,
250, 334, 366, 412]. One of such ways is to design an RS to optimize one or more of the business value categories
mentioned in the previous section (e.g., CTR,CVR, and others). In this thesiswe focus on such recommendation
approaches that are referred in the literature as Value-Aware Recommender Systems (VARSs) [22, 65] and can be
informally characterized as follows:

A Value-Aware Recommender System (VARS) is an RS that is designed to optimize the business
value of recommendations.

The first studies in the VARSs field [316] dates back to 2007. However, the first explicit reference to the term
value-aware is found in the work of Amatriain and Basilico [22] where the authors denoted VARSs as future
researchdirection for industrial applications. The importance ofVARSs researchwas subsequently brought to the
attention of the academic community in theWorkshop on Value-Aware andMulti-Stakeholder Recommendation
(VAMS 2017) [65]. After VAMS 2017, there has been an increase in the number of specialised articles on VARSs,
proposing novel algorithms to address industry needs. However, most research remains scattered and composed
of many application-specific approaches proposed in isolated contexts (e.g., in insurance or taxi drivers domains).

A first attempt to formalize this broad and highly important branch of research is proposed as an original con-
tribution of this thesis (Chapter 3). In particular, we will characterize various approaches in the literature that
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can be used to build VARSs, which we will divide according to the particular algorithmic method used. Some
approaches which we will call post-processing, typically exploit certain heuristic criteria to re-rank the recommen-
dations of an existing RS with the aim to optimize a set of business KPIs. Instead, other algorithms which we
will call in-processing, aim to design an RS so that it learns to optimize the business value directly at training time
thereby gaining computational advantages at prediction time. Moreover, wewill also explore themain commercial
applications, as well as the open challenges and the future research directions of such value-aware recommenda-
tion algorithms.

2.3.4 From Value-Aware to Economic Recommendation
While there are various ways in which an RS can create value for users and providers, and while there are several
KPIs that firmsmight seek to optimize, ultimately, the provision of a recommendation service almost always serves
some economic goal of the organization such as profit and growth (i.e., long-term profit). However, we note
that some forms of business value improvements are more directly targeting profitability aspects than others. An
increase in revenue through recommendations or a shift in the sales distribution toward the most lucrative items
is almost directly reflected in a profit improvement [82, 200, 353]. Instead, a growth in user engagement, as in
the case of Netflix [163], with more customers joining and fewer leaving, is sometimes only indirectly reflected in
higher long-term profits for the organization.

As another original contribution of this thesis (Chapter 4), we will focus on the first type of the described
recommendation approaches that can be seen as a subset of VARSs, i.e., those that target profit effects in a more
direct way. Typical examples in this context are: RSs that consider company profit and customer relevance in a
balancedway [69, 82, 96, 240, 320]; systems that leverage discounts and pricing algorithms to trigger purchases [8,
217, 223, 225, 481]; or methods that consider customers’ price sensitivity to recommend items more in line with
their price preferences [78, 153, 476, 489, 490]. We call such systems Economic Recommender Systems (ECRSs),
and we informally characterize them as follows:

AnEconomic Recommender System (ECRS) is anRS that exploits price and profit information and
related concepts frommarketing and economics to directly optimize an organization’s profitability.

Since most recommender systems may at least indirectly target some profit-related or growth-related goal, the
boundaries between an ECRS, a VARS and a “traditional” RS may sometimes appear blurry. However, a clear
distinction can often be made depending on the underlying revenue model of the company [85, 198, 372]. For
example, click-through rate maximization may be seen as a VARS method in case it is only about increasing site
interactions [176, 449]. However, it may also be considered as an ECRS method in case there is some revenue
associated with each click event (e.g., commissions suppliers pay to marketplaces for each generated impression),
as in the case the company is based on an advertising revenue model [291, 411, 480].

Later in this work, we will identify five key approaches from the literature to build ECRSs, which we divide
into customer and organization-oriented ones, depending on the focus of the underlying algorithms. Customer-
oriented approaches in the literature, for instance, integrate purchasing behavior mechanisms (e.g., price sensi-
tivity) into the models to generate more relevant recommendations that will automatically lead to more profit.
Organization-oriented ones, on the other hand, apply particular organizational strategies (e.g., profit awareness,
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promotional pricing) to optimize profit. Moreover, we will also delve into the evaluation methodologies that can
be used to assess the quality of such economic recommendation approaches.

2.3.5 Behavioral Harms of Value-Aware Recommendations
It is important to note that considering certain types of economic information to an inappropriate extent may
also lead to unintended negative effects and behavioral harms of value-aware recommendations [13, 121, 188].
Specifically, it is vital to ensure that an VARS does not negatively impact the user’s trust [272] in the organization
[39, 155, 200, 343]. Indeed, trust is one of the most important factors driving adoption [44, 239] and purchase
intention [327, 350]. Recommendations that are irrelevant [76, 324, 433, 473], manipulative [11, 13, 101, 169,
254, 417, 455], or poorly explainable [99, 443, 472] because they are too biased towards the profitable items [442]
can harm trust, leading customers to reactance [137, 461] or churning.

Besides trust, there are also other possible harms that may emerge in case the recommendation strategy is ori-
ented too strongly toward business value. While algorithms are often designed to improve sales diversity [10, 252]
or to stimulate the sales or consumption of niche items [297, 464], they in practice might sometimes nudge users
to buy the most popular ones [138, 139, 140, 201, 257, 258]. Such effects may in turn have business value
implications considering that popular items sometimes have lower margins [147]. Finally, competition effects
[156, 264, 493] may also be important to consider, since rewarding higher-margin items could push sellers to
increase prices [491], thus impacting customers’ willingness-to-pay [12], and market demand [29, 475].

Various approaches have been proposed in the recommender systems literature to increase the effectiveness
of the systems by considering how users typically behave when they receive recommendations. Although most
of these approaches are not value-aware because the underlying algorithms are not designed to maximize busi-
ness value, inspiration can be taken from suchmethods to mitigate the potential behavioral harms of value-aware
recommendations. Below we offer a concise overview of such approaches that considers especially diversity and
fairness aspects.

2.3.5.1 Diversity Aspects of Recommendations

Considering the diversity of recommendations is very important when designing a value-aware recommender sys-
tem since the long-tail items usually have the highest profitmargins. A very large number of approaches have been
proposed in the literature to optimize the diversity* of recommendations [59, 95, 252, 422, 424]. Indeed, besides
the previous business value implications, it has been shown that more diverse recommendations can be used to
address the well-known over-fitting problem [208, 414] and are associated with higher levels of user satisfaction
[126, 149]. With a more diverse recommendation, the user is less likely to interact with obvious items that might
bore him or her and is more likely to interact instead with items he or she did not know before that might surprise
him or her (and potentially triggering a purchase).

Similarly to the value-aware methods that we will describe in Chapter 3, most of the algorithms proposed in
the literature to increase the diversity levels of recommendations relied on post-processing approaches [1, 10, 57,

*Diversity in the RSs literature has been defined in various ways [252]. The main definition of diversity [59]
is based on the concept of dissimilarity between pairs of items in the result set. According to this definition, a rank
that minimizes the similarity of items recommended to a user achieves a higher level of diversity.
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61, 92, 197, 252, 359, 440, 498]. Such approaches typically perform re-ranking operations to increase the diversity
of recommendations, while seeking to maintain high relevance by exploiting hyperparameters. Other approaches
perform diversity optimization at training time and therefore can be called in-processing. These include some
adaptations of the well-known collaborative filtering algorithms based on nearest neighbors [281, 365] or NCF
[271], evolutionary algorithms [441], graph-based methods [260] and other probabilistic methods [80].

2.3.5.2 Fairness Aspects of Recommendations

If customers would perceive the recommendations as unfair, e.g., because they are too biased toward the items
of greatest interest to the business, they could leave the platform and the company could lose important revenue
streams. In general, the problemofmaking a fair* recommendation, besides the previous commercialmotivations,
is of great interest nowadays especially in many areas of our lives when people need to make critical decisions (e.g.,
bank loans, legal processes, job selection) [303]. Indeed, it is essential that these decisions do not reflect discrimina-
torybehavior that couldbeharmful topeople. Oneof themost notorious biases that has traditionally been studied
in the literature of recommender systems is demographic bias [127]. This particular type of bias occurs when the
recommender system discriminates against users from a particular group (e.g., women/men, young/elderly).

Tomitigate the effect of bias and thus to eliminate discrimination inmodel predictions, recommender systems
typically exploit algorithmic fairness methods [237, 356, 467, 468]. Three main scopes have been identified de-
pending on whether the RS should not discriminate: users/consumers (C-fairness), items/providers (P-fairness)
or both (CP-fairness) [66, 453]. Techniques are distinguished into pre-, in-, or post-processing according to when
fairness is introduced into the learning process [71, 351]. For example, post-processingmethods have been applied
to various recommenders by re-ranking the predicted scores [399, 458], introducing fairness constraints [466] or
considering temporal aspects to amortize fairness on series of multiple rankings [50, 395]. Instead, in-processing
methods, have been used to introduce algorithmic fairness in matrix factorization [462] or in SLIM [66] by ad-
justing the objective function of the algorithms.

2.3.6 RelatedAreas inValue-AwareRecommendationResearch
Value-aware recommender systems are related to other important research areas, including the following:

• Multi-Stakeholder Recommender Systems [3, 4]: where the system is designed to meet the interests of
multiple stakeholders (e.g., consumers, providers, suppliers);

• Multi-Objective Recommender Systems [18, 488]: where the system is designed to optimize several objec-
tives simultaneously (e.g., accuracy, diversity);

• Fair Recommender Systems [107, 351, 356, 467, 468]: where the system is designed to avoid possible dis-
crimination against certain user or item groups.

*There are multiple definitions of fairness in the RSs literature [303]. One of the most known definitions
is Demographic Parity [226]. Consider a generic predictor that is required to assign a class to an individual. A
predictor is said to achieve demographic parity if a specific outcome is equally likely to be assigned to individuals
from different groups.

34



The relationships between VARSs and these other areas can be characterized as follows. Regarding multi-
stakeholder RSs, we note that probably any VARS in practice does not exclusively focus on business value but
considers the interests of other stakeholders—in e-commerce, in particular, those of consumers or suppliers as
well [69, 82]. Such multi-stakeholder considerations mean that VARSs in practice are multi-objective RSs that
consider different competing objectives, e.g., business vs. consumer value [96, 155] or short-term vs. long-term
profits. However, not every multi-stakeholder RS necessarily is a value-aware one, e.g., considering that an RS
may also be designed to recommendusers to other users (e.g., on dating platforms). Likewise, amulti-objectiveRS
could also optimize non-economic goals, e.g., popularity, whichmay in turn have a direct inverse relationshipwith
profitability under certain circumstances [147]. Finally, in terms of fairness, when building aVARS there is always
the possibility that by designing a system too biased [79] toward highest-value items [82, 316], the organization
might risk being perceived as unfair by consumers. However, there are various other application areas of fair
recommender systems, which are not related to economic aspects, e.g., when the recommender system is designed
to avoid discrimination of underrepresented groups in the recommendations.

Various surveys and theses have been published in the mentioned areas of multi-stakeholder [3, 4] and multi-
objective [18, 488] RSs, and on related topics such as fairness [351, 356, 467, 468], diversity [252], trust [116],
and explainability [413, 477]. We refer the readers to these works for in-depth coverage of the respective top-
ics. The present thesis has certain affinities with a previous review on and price- and profit-aware RSs [214] and
with a number of papers that addressed profit-aware algorithmic aspects, e.g., [316, 353]. It however differs from
these previous works in various ways. First, our study contains the first systematic reviews of value-aware and
economic recommender systems based on PRISMA guidelines [340] (see Chapter 3 and Chapter 4). In particu-
lar, we identified a number of important algorithmic approaches, while also discussing methodological questions
(e.g., performance evaluationmethods) that were not covered in previous works. Moreover, as part of the original
contributions of this thesis, we also proposed three novel model-based profit-aware recommendation approaches
(Chapter 5). The proposed models proved effective in generating more profitable yet relevant recommendations
and offer a more efficient alternative to existing re-ranking approaches. Finally, still part of our original contribu-
tions is the study of the problem of recommending items that can influence sensitive users’ behavior (Chapter 6).
With such study we aim to focus on broader issues, moving from the optimization of the value for the business to
the optimization of the value for the society as a whole.
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3
A Systematic Review of Value-Aware

Recommender Systems

As previously discussed in Section 2.3.2, although suggesting products and services of interest to customers is a
fundamental requirement for the sustainability of any business, an organization often decides to adopt an RS
to improve its business performance. Correspondingly, for these reasons, in the past few years there has been
increased interest in value-aware RSs, see Section 2.3.3. Differently from traditional RSs, VARSs are designed
to directly optimize the business value of recommendations, e.g., increasing user engagement, optimizing sales
revenue and improving profitability aspects.

However, as previously mentioned in Section 2.3.6, although value-aware RSs are highly important for indus-
try, most of research is scattered and composed of many papers proposed in isolated contexts, e.g., where algo-
rithms are designed to target specific application domains. Moreover, although there were some existing surveys
that had explored related topics on multi-stakeholder RSs, multi-objective RSs, and fairness aspects, not much
research had yet explored in depth the business value optimization aspects of recommendations. Hence, as our
first contribution in the field, in this chapter we propose to investigate the existing literature through a systematic
review approach. Following this process, we identified over a hundred relevant articles. From the analysis of these
articles we have determined the main families of algorithms, as well as the main commercial applications and busi-
ness value categories typically optimized. In addition, again as part of the contribution we identified several open
challenges in the field and some promising research directions for the future.

The main contributions of this work can be summarized as follows:

• We provided a systematic literature review focused on value-aware recommender systems by discussing a
number of related articles collected from different research streams.

• We described the technical approaches that can be used to build VARSs algorithms and the business value
categories that are traditionally optimized.
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• We discussed the main application domains, the most commonly used datasets and pointed out current
challenges and possible future research directions in the field.

The remainder of the chapter is organized as follows. In Section 3.1 we present the methodology used for the
systematic review. In Section 3.2 we introduce the various families of algorithms we identified. In Section 3.3
we discuss the main commercial applications and business value types typically optimized. In Section 3.4 we
introduce the datasets available in the literature. In Section 3.5 we discuss open challenges and future research
directions in the field. Finally, in Section 3.6 we end the chapter with a summary of findings.

The article entitled “A Systematic Review of Value-Aware Recommender Systems” [106] was published in the jour-
nal Expert SystemsWith Applications (2022 impact factor of 8.5).

3.1 Systematic ReviewMethodology
The present study follows a systematic review process based on Preferred Reporting Items for Systematic Reviews
and Meta-Analyses (PRISMA) [340] guidelines. The PRISMA article selection process is recognized through-
out the scientific community as a rigorous and reliable methodology. The process aims to identify, evaluate, and
interpret all available research relevant to a particular research question, topic area, or phenomenon of interest
while ensuring high reproducibility of results. Below, we report the research questions behind the study, the in-
formation sources queried, the search strategy used to identify the articles, the eligibility criteria used for selection,
the overall selection process, and the limitations of the study.

3.1.1 ResearchQuestions
The goal of our work is to review the state-of-the-art of current VARSs research. More specifically, the present
survey aims to answer the following research questions (RQs):

• RQ1: What are the main value categories typically optimized in value-aware recommender systems?

• RQ2: What are the main techniques used to design value-aware recommender systems?

• RQ3: What are the main applications of value-aware recommender systems?

• RQ4: What are the main datasets used in the literature of value-aware recommender systems?

• RQ5: What are the main state-of-the-art challenges and future research directions?

3.1.2 SearchQuery
As mandated by the PRISMA guidelines, our survey aims to answer previous RQs by systematically querying
online libraries. In particular, we queried Elsevier Scopus, IEEEXplore, Springer Link, andACMDigital Library
to identify relevant articles. We identified all articles from Jan 1, 2006 toDec 31, 2022 resulting from the following
search query (SQ):

• SQ : ((”recommender system” OR ”recommendation system”) AND (”value” OR ”revenue” OR ”sales” OR
”click” OR ”profit” OR ”price” OR ”customer” OR ”product” OR ”optimization” OR ”maximization” OR
”aware”)).
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Figure 3.1: Systematic review PRISMA flow diagram of value‐aware recommender systems surveyed literature.

To stay below themaximumnumber of search results that could be extracted byquerying the various databases,
it was necessary to implement operational arrangements, i.e., breaking the search query into different subqueries,
each executed in a distinct time range.

3.1.3 Eligibility Criteria
To be included in the review, articles must pass a rigorous analysis process. Specifically, articles must meet the
following eligibility criteria (EC):

• EC1: Articles should focus on value-aware recommender systems.

• EC2: Articles must be in English and the full content of the article must be accessible by the authors.

• EC3: Articles must be unique, and any duplicate copies of the same article are not included.

• EC4: Articles must be peer-reviewed by journals or conferences.

• EC5: Graduate theses and doctoral dissertations are not included.

3.1.4 Article Selection Process
In accordancewith the PRISMAguidelines, we followed amulti-stage process to identify all the relevant resources
included in this review. At each stage we applied the eligibility criteria defined in Section 3.1.3 to discard non-
relevant documents. As shown in the PRISMAflow diagram in Figure 3.1, a total of 14,566 articles fromElsevier
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Scopus, 2,277 articles fromIEEEXplore, 21,625 articles fromSpringerLink, and7,146 articles fromACMDigital
Librarywere identified in the first research phase. We identified 16,273 duplicate records, 180 non-English articles,
and 680 records that exhibited formatting problems in the title and metadata that were removed as a result of
applying EC2, EC3, EC4 and EC5 criteria. In the screening stage, the titles and abstracts of 28,481 articles were
analysed, and 28,296 records were excluded after applying EC1 criterion because the topics covered were not
relevant to our study. A total of 185 articles were first sought for retrieval and then assessed for eligibility. At this
stage, 94 articles were excluded after reading the full text as they did not met EC1 criterion. From this subset of
eligible articles, an additional 123 articles were identified by searching for references in their bibliography, then
sought for retrieval and finally assessed for eligibility. In this last stage, 105 records were excluded after reading
the full text as a result of applying EC1 criterion. At the end of this overall process, a total of 109 studies were
included in the review.

3.1.5 Study Limitations
The possible study limitations (SLs) are the following:

• SL1: Articles were selected primarily from IEEE Xplore, Elsevier Scopus, ACM Digital Library, and
Springer Link and from reference searches in the bibliographies of articles that passed the screening stage.

• SL2: Unpublished articles, non-English articles, articleswhose contentwas not accessible, graduate theses,
doctoral dissertations, commercial products, and demos were not included.

• SL3: Since research onVARSs is still in its infancy, any future applications or techniques not yet addressed
by the literature are outside the scope of this review.

3.2 Value-Aware Recommendation Algorithms
In this section, we introduce the main algorithms in the literature on VARSs. These algorithms leverage different
technical approaches and, in some cases, depend on the nature of the recommended content. Although other tax-
onomies based, for example, onbusinessKPIs or value dimensions, are available in the literature (see Section 2.3.2),
we provide a classification of VARSs according to the technical approaches used, highlighting the differentmecha-
nisms underlying the various algorithms. As indicated in Figure 3.2, VARSs algorithms can first be divided into in-
processing and post-processing based on the time at which value-driven optimization of recommendations occurs
- although pre-processing methods may also exist, none have been found in the literature. Then, the approaches
can be further divided into value objective, value reinforcement, value ranking, and value policy according to the
specific technique used. In the following, we introduce each of these approaches.

3.2.1 Value-Aware Post-Processing Algorithms
Post-processing algorithms can be applied to any recommendation algorithm (treated as a black box) to optimize
the business value of recommendations. As described in Section 2.2.2, in traditional scenarios, a recommender
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Figure 3.2: Value‐aware recommendation algorithms taxonomy.

system suggests to a user u a rank yu,k of k items that maximizes the expected interest by sorting the predicted
scores of the items the user has never interacted with in descending order and selecting the top k. Post-processing
methods rely on predicted scores and other economic information to re-rank the output of the original algorithm.

Value Ranking

This class of post-processing methods extends the approach in Eq. (2.3) by incorporating economic value infor-
mation into the objective function to re-rank the output of the original algorithm. Given a generic business
value vali ∈ R associated with each item (e.g., product profit), a strategy commonly used by these systems
[33, 82, 103, 108, 214, 240, 286, 291, 316, 434, 480] is to recommend the list yu,k of items that maximize the
weighted expected interest:

argmax
yu,k

∑
i∈yu,k

x̂u,i · vali (3.1)

selecting the first k items with the highest x̂u,i · vali. As noted in some studies [82, 316], in this way, it is possible
to provide more profitable recommendations overall than those generated by a traditional RS at the cost of some
reduction in accuracy. However, as also noted [214, 240, 291], the interests of customers and organizations must
be balanced appropriately. Clientsmay feel dissatisfiedwith a system that recommends only high-profit, irrelevant
items, and the organization may risk losing loyal customers. To mitigate this drawback, several studies [33, 240,
275, 286, 322, 448, 480] have proposed simple extensions of Eq. (3.1) to account for the perspectives of different
stakeholders and determine the best trade-off between economic value for the organization and customer interests
using regularization parameters to control the equation. Some variants [103, 108, 291, 434] of the approach have
also used constraints to match certain conditions such as the user budget.

Value Policy

Advanced post-processing approaches that are more complex than simple value ranking ones have also been pro-
posed. We refer to these methods as value policies to indicate that they are based on specific policies consisting
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of multiple steps to optimize the economic value derived from the entire recommendation process. In particular,
various studies [189, 200, 266] have proposed suchmultiple-step process-based approaches to optimize economic
value. For example, one study [200] proposed an algorithm that recommends relevant items to gain customer
trust and then recommends profitable items once trust is gained to increase business value. More sophisticated
models have also been studied [266] by incorporating various factors such as price, profitability, product com-
petition, and saturation effects to improve profitability over a finite time horizon. In recent work [189] it has
been proposed also a probabilistic approach to optimize multiple strategic parameters (e.g., click-through rate,
user engagement) one at a time considering that optimizing one parameter could have positive effects on other
value indicators as well. Furthermore, other works [41, 230, 318, 481] have proposed methodologies optimizing
the value of recommendations by integrating dynamic pricing algorithms. For example, some works [230] have
proposed to optimize the discount of recommended items by exploitingmulti-armed bandits. By contrast, amore
recent work [318] has proposed personalizing the price of recommended products based on customer willingness
to pay to simultaneously optimize service provider profit and customer surplus.

3.2.2 Value-Aware In-Processing Algorithms
While the methods presented above optimize the business value of recommendations after the learning process,
in-processing algorithms aim to modify existing or to introduce new algorithms to generate recommendations
that optimize business value without the need to perform subsequent operations.

Value Objective

This class of methods contains approaches that integrate the objective function of known algorithms to generate
more valuable recommendations. For example, in some work [69, 345, 346, 423] it has been proposed to modify
thewell-knownnearest neighbors approaches thatwepreviously described in Section2.2.5.1. Inparticular, a recent
research [69] has proposed tomodify the neighbour selection procedure, by selecting themost profitable (instead
of the most similar) neighbors to increase the overall profitability of recommended items while maintaining accu-
racy under shilling attacks, i.e., attacks frommalicious userswho generate biased ratings to influence recommenda-
tions for their own interests. Similarly, another study [423] proposed increasing sales diversity by recommending
users to items by reversing the original algorithm. Moreover, further research [151, 197, 436, 478, 482] extended
the well-known matrix factorization algorithm [242, 243] that we previously introduced in Section 2.2.5.2 by
incorporating economic value information into the objective function.

Value Reinforcement

Recent studies have proposed value-aware recommendation algorithms that exploit reinforcement learning (RL)
[408]: a learning approach that aims to automatically learn an optimal policy based on the sequential interactions
between an agent and the environment through trial and error to maximize a reward. In particular, given the
sequential nature of user interactionwith anRS, reinforcement learning-based recommender systems (RLRSs) [14]
have emerged as alternative approaches basedonRLtechniques to generate recommendations. Muchof the recent
literature onVARSs [176, 182, 221, 229, 268, 353, 411, 449, 484, 485, 500] exploits thismethodology tomaximize

44



Application Domain Most Frequently Used Technique Typically Optimized Value Details

Product Recommendation Value Objective Sales and Revenue Table 3.2
Advertising Recommendation Value Reinforcement Sales and Revenue Table 3.3
News Recommendation Value Reinforcement User Engagement Table 3.4
Media Recommendation Value Objective Sales Distribution Table 3.5

Table 3.1: Main application domains of value‐aware recommender systems identified in the surveyed literature.

the long-term value of recommendations. For example, in one of the earliest studies in the field [411] focused in
the advertising domain, it was proposed to exploit RLRSs to maximize the customer lifetime value (CLV ) of
recommendations, i.e., the total value generated by the customer throughout his or her history, considering that
a certain economic value can be associated to each click. Similarly, in a more recent study [353] focused on the
e-commerce domain, it was proposed exploit such algorithms to generate recommendations that maximize the
economic value of each user action, e.g., not only clicks but also purchases.

3.3 Value-Aware Recommender Systems Application
Domains

Recent years have witnessed a growing interest in VARSs. Since algorithms are often designed based on domain-
dependent characteristics, in this section, we review the literature on VARSs in various application domains. As
indicated in Table 3.1, these include the recommendation of products, advertising, news andmedia. This analysis
is proposed because each type of application has distinctive characteristics that lead to a preference for certain
methodologies and for optimizing certain types of economic value. The following sections refer to the detailed
tables linked to the main table for a more in-depth discussion of individual research works.

3.3.1 Product Recommendation
Many VARSs have been developed to optimize product sales, see Table 3.2. Below, we provide an overview of the
main topics addressed in the literature, including the accuracy-profitability trade-off, the optimization of multi-
ple objectives simultaneously from a multi-stakeholder perspective, the usefulness of recommendations for the
customer, the long-term implications of value-aware recommendations, and real-world studies.

Profitability-RelevanceTrade-Off. Business interest in leveragingRSs to increase revenue or other key
performance indicators of global e-tailers existed since the 2000’s. In early work, Chen et al. [82, 316] proposed
a methodology to weight the recommendations of a collaborative filtering algorithm with product profitability
factors. This approach allows the system to meet the customer’s needs and achieve higher profit margins for the
organization. However, as observed by the authors, focusing excessively on profitability could rapidly degrade
the accuracy of recommendations. Hence, to balance the potentially conflicting interests ofmultiple stakeholders
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Ref Year Author Technique Used Optimized Value Dataset

[316] 2007 Mu-Chen Chen et al. Value Ranking Sales and Revenue Foodmart
[82] 2008 Chen et al. Value Ranking Sales and Revenue Foodmart
[200] 2008 Hosanagar et al. Value Policy Sales and Revenue N/A
[434] 2009 Wang andWu Value Ranking Sales and Revenue Self-collected
[103] 2009 Das et al. Value Ranking Sales and Revenue N/A
[16] 2010 Akoglu and Faloutsos Value Objective Sales and Revenue N/A

[230] 2011 Kamishima and
Akaho Value Policy Sales and Revenue MovieLens

[436] 2011 Wang and Zhang Value Objective User Engagement Self-collected
[223] 2012 Jiang and Liu Value Objective Sales and Revenue Self-collected
[206] 2013 Huang et al. Value Objective Sales and Revenue Foodmart
[181] 2013 Hammar et al. Value Objective Sales and Revenue Self-collected
[266] 2014 Li and Lakshmanan Value Policy Sales and Revenue Self-collected
[481] 2015 Zhao et al. Value Policy Sales and Revenue Self-collected
[225] 2015 Jiang et al. Value Policy Sales and Revenue Self-collected
[41] 2016 Beladev et al. Value Policy Sales and Revenue Self-collected
[343] 2016 Panniello et al. Value Policy Sales and Revenue Self-collected
[478] 2016 Zhang et al. Value Objective User Engagement Self-collected
[482] 2017 Zhao et al. Value Objective User Engagement Self-collected

[214] 2017 Jannach and Ado-
mavicius Value Ranking Sales and Revenue MovieLens

[459] 2017 Yang et al. Value Objective User Engagement
Foodmart,
ChainStore,
Amazon

[229] 2017 Ju et al. Value Reinforcement Sales and Revenue Dunnhumby
[322] 2017 Nguyen et al. Value Ranking Sales and Revenue Self-collected
[69] 2019 Cai and Zhu Value Objective Sales and Revenue Book-Crossing
[202] 2019 Hosein et al. Value Objective Sales and Revenue MovieLens
[285] 2019 Louca et al. Value Objective Sales and Revenue Self-collected
[289] 2019 Ma et al. Value Objective Sales and Revenue SPMF
[151] 2019 Ge et al. Value Objective User Engagement Amazon
[353] 2019 Pei et al. Value Reinforcement Sales and Revenue REC-RL
[112] 2019 Desirena et al. Value Ranking Sales and Revenue Self-collected
[275] 2019 Lin et al. Value Objective User Engagement EC-REC
[170] 2020 Gu et al. Value Objective User Engagement JD
[62] 2020 Brodén et al. Value Reinforcement Sales and Revenue Self-collected
[240] 2022 Kompan et al. Value Ranking Sales and Revenue Self-collected
[39] 2021 Basu Value Policy Sales and Revenue Self-collected
[268] 2021 Li et al. Value Reinforcement Sales and Revenue Self-collected
[221] 2021 Ji et al. Value Reinforcement User Engagement Self-collected
[29] 2022 Aridor and Gonçalves Value Policy Sales and Revenue N/A
[72] 2022 Cavenaghi et al. Value Ranking Click-Through Rate Self-collected
[155] 2022 Ghanem et al. Value Ranking Sales and Revenue MovieLens
[259] 2022 Lee et al. Value Objective Sales and Revenue Self-collected
[491] 2021 Zhou and Zou Value Policy Sales and Revenue N/A

Table 3.2: Articles of the surveyed literature that focus on value‐aware product recommendations.
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some techniques based on constrained optimization [16, 103, 181, 214, 266, 434] or multi-objective algorithms
[29, 69, 112, 155, 155, 170, 206, 240, 275, 285, 289, 322]havebeenproposed in the literature. As reported inmany
studies, e.g., [214], designing algorithms to recommendmore valuable items could actually increase business KPIs
while maintaining the relevance of recommended products for the end user. However, above a certain threshold,
the purchase probability drops dramatically, and the business value generated as a result is reduced [155]. Hence,
being aware of this trade-off, algorithms should be fine tuned accordingly to maximize the business value.

On theUtility ofCustomerRecommendations. A different research perspective [151, 436, 459, 478,
482] finds that the utility of customer recommendations can be directly related to the sales performance of the
recommendation system. In fact, according to leading economic theories, a rational customerwould choose prod-
ucts that maximize his or her utility. For example, based on this perspective, Wang and Zhang [436] developed a
recommendation algorithm thatmaximizes themarginal utility of recommended products for the customer. Sim-
ilarly, Yang et al. [459] proposed an adaptive association rule mining algorithm to recommend the highest utility
products. Moreover, Zhang et al. [478] designed a recommendation system that jointly optimizes the utility of
customers and sellers in an onlinemarketplace. Furthermore, Zhao et al. [482] proposedmaximizing the utility of
recommendations considering complementarity and substitutability aspects of the products being recommended
to each customer compared to those he or she already purchased. Finally, Ge et al. [151] proposed optimizing the
utility of recommended products by considering also customer budget constraints.

Long-TermImplicationsofValue-AwareRecommendations. Thus far, the discussedworkshave fo-
cusedmostly onoptimizing short-term sales performance. However, as arguedby Jannach andAdomavicius [214]
and Ghanem et al. [155], the performance of an RS also depends to a large extent on the long-term effects of rec-
ommendations. Purely profit-oriented strategies are overly biased towards the organization’s short-term interests
and can lead to long-term customer churn. Instead, strategies that balance profit with customer utility, and thus
are more oriented to the customer’s perspective, would likely lead to sustained profitability in the long run due to
higher customer satisfaction levels. Considering this aspect, for example, Hosanagar et al. [200] argued that a rec-
ommendation system should first try to maintain a certain level of trust by proposing products that are relevant
to the customer before optimizing profitability. Seeking to embed these considerations into recommendation
models, more recent works [62, 202, 229, 268, 353] proposed directly optimizing the long-term performance of
recommender systems by exploiting probabilistic approaches [202] or reinforcement learning [62, 229, 268, 353]
algorithms. The latter have been used, for example, to maximize the cumulative value of recommendations [353]
or to optimize customer lifetime value in cold-start scenarios [221].

Static vs. Dynamic Pricing. The majority of research on VARSs is based on algorithms that keep prices
static. However, an alternative approach is represented by systems that integrate recommendations with dy-
namic pricing [41, 206, 223, 230, 481]. According to this philosophy, Kamishima and Akaho propose a sys-
tem that strategically adjusts the price of items recommended to customers based on the type of customer visit-
ing the system. If the customer would purchase the product at a discounted price, the system would propose a
favourable price to obtain additional revenue. A different approach was proposed by Jiang and Liu [223], who
designed a system that optimizes the discount of promotional products to increase the overall profitability of
non-promotional ones. The authors proposed exploiting intra/cross-category effects to stimulate customers to
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Ref Year Author Technique Used Optimized Value Dataset

[411] 2015 Theocharous et al. Value Reinforcement User Engagement Self-collected
[480] 2017 Zhang et al. Value Ranking Sales and Revenue Self-collected
[283] 2018 Long et al. Value Policy Sales and Revenue Package, NBA
[291] 2019 Malthouse et al. Value Ranking Sales and Revenue Self-collected
[182] 2019 Han et al. Value Reinforcement Sales and Revenue MovieLens
[484] 2020 Zhao et al. Value Reinforcement User Engagement Self-collected
[176] 2021 Guo et al. Value Reinforcement User Adoption Self-collected
[189] 2022 He et al. Value Policy All Business Values Amazon

Table 3.3: Articles of the surveyed literature that focus on value‐aware ads recommendations.

purchase non-discounted products. Additionally, regarding the topic of personalized promotions, Zhao et al.,
[481] proposed customizing the discount of recommended products based on customer willingness to pay pre-
dictions, while Beladev et al. [41] propose recommending product bundles by pricing them tomaximize revenue.

3.3.2 Advertising Recommendation
Several value-aware systems have beenproposed to optimize the business value of advertising systems, seeTable 3.3.
Below,weprovide anoverviewof traditional systems in this field andmore recent perspectives that aim to optimize
customer lifetime value.

Traditional Advertising Strategies. In advertising systems, the sponsored space is traditionally sold
through auctions, where different advertisers compete for customers’ attention. The systems often work as fol-
lows [30, 134, 176]: the advertiser first defines a subset of potential target customers based on certain demographic
and/or purchasing characteristics; subsequently, he or she selects an objective to optimize through sponsored rec-
ommendations (e.g., number of clicks, add-to-carts or gross merchandise volume); finally, the advertiser defines
a bid price that he or she will pay when the objective is reached. Therefore, a common strategy used by service
providers to maximize system revenues is to sort advertisers’ products into sponsored space by weighting the bid
price by click-through rate or click-conversion rate. As a result, much of the literature in the field of computa-
tional advertising [30, 75, 134, 166, 191, 302, 339, 494] investigates algorithms to predict the previous metrics
as accurately as possible from the characteristics of the recommended items. Early work [166] by Microsoft pro-
posed a Bayesian algorithm based on a regression model to predict CTR in a Microsoft Bing sponsored search.
Subsequent work focused on the ads systems of Google [302], Facebook [191] and Yahoo [75], Etsy [30], and
Alibaba [134, 339, 494] as well as the algorithms used for CTR prediction.

ConsideringUser InteresttoGenerateHigherReturns. Althoughconventional advertising strate-
gies are widely adopted, alternative approaches have been proposed to optimize other aspects of advertising, par-
ticularly considering users’ interests [283, 291, 480]. Indeed, as previously discussed, indiscriminately promoting
high-profit items that do not match users’ interests could push users away from the system. To consider both the
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interests of the organization and the end users, Zhang et al. [480] proposed amethodology to balance the revenue
generated from the ads of an app store and the overall quality of the recommendations. Adopting a similar perspec-
tive: Long et al. [283] developed an algorithm that optimizes the overall profitability of a promotional campaign
while maintaining a certain number of satisfied customers; Malthouse et al. [291] proposed a multi-stakeholder
system that jointly optimizes ad revenue and user utility. Considering the user’s interests in recommendations
would increase customer lifetime value and improve many business value categories at the same time.

MaximizingCustomer Lifetime Value andAdvertiser Revenue. As previously observed, the inter-
ests of multiple stakeholders should be balanced appropriately to maximize customer lifetime value. Trying to
increase short-term profitability with overly biased recommendations could negatively impact an organization’s
reputation. If the trust relationship is broken, some customers may decide to purchase from competitors, and
the company may lose valuable sources of revenue. To address this problem, some works [176, 182, 411, 484]
have studied how to optimize the long-term performance of an advertising system. Instead of recommending to
customers ads that have the highest probability of being clicked, Theocharous et al. [411] and Han et al. [182]
proposed leveraging reinforcement learning techniques to optimize customer lifetime value and, more generally,
cumulative reward for the platform. Zhao et al. [484] further adapted the approach in the case of sequential recom-
mendations by proposing an approach thatmaximizes cumulative user engagement by balancing longer browsing
sessions and the click-through rate. Moreover, in addition to the interests of service providers and customers, the
system should consider the interests of advertisers. According to the latter perspective, Guo et al. [176] proposed
a system based on multi-armed bandits to recommend the best advertising strategy to advertisers. The system
aims to encourage the adoption of the platform by helping advertisers define customer targets and bid prices to
improve the performance of marketing campaigns by reducing the cost of trial and error.

3.3.3 News Recommendation
Some value-aware recommenders have beenproposed to optimize the business value of news systems, seeTable 3.4.
Below,weprovide anoverviewof conventional news recommendation strategies, the existing relationshipbetween
click-through rate and user engagement, and the optimization of long-termmetrics to generate greater returns for
the service provider.

Conventional News Recommendation Strategies. The reputation of a news company is directly re-
lated to the impact of the information it provides on society [495]. The businessmodelmay be subscription based,
advertising based, or both. Conventionally, the number of clicks or views a certain news obtains during its overall
lifespan is directly related to the organization’s returns. Since the click-through rate is directly related to a news
service provider revenue, a common goal is to maximize the number of clicks. Therefore, traditional news RSs
[133, 231] use CTR as a primary indicator to determine which articles most closely match the reader’s interests.
The systems generate news candidates with the highest probability of being clicked by the users.

On the CTR/User Engagement Relationship. As for advertising, although the CTR measures the
probability of clicks in the current step, it does not capture the engagement that may occur due to the action
itself. In fact, even if a user clicks on an article simply for curiosity, he or she might not necessarily be interested in
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Ref Year Author Technique Used Optimized Value Dataset

[262] 2010 Li et al. Value Reinforcement Click-Through Rate,
User Engagement Self-collected

[47] 2016 Besbes et al. Value Ranking Click-Through Rate,
User Engagement Self-collected

[449] 2017 Wu et al. Value Reinforcement User Engagement Self-collected
[485] 2018 Zheng et al. Value Reinforcement Click-Through Rate Self-collected
[499] 2019 Zihayat et al. Value Ranking User Engagement Self-collected

[500] 2019 Zou et al. Value Reinforcement Click-Through Rate,
User Engagement Self-collected

[286] 2020 Lu et al. Value Ranking User Engagement Self-collected

[398] 2022 Spyridou et al. Value Ranking Click-Through Rate,
User Engagement Self-collected

Table 3.4: Articles of the surveyed literature that focus on value‐aware news recommendations.

reading it. Consequently, a growing body of work [47, 286, 499] has considered the relationship between CTR
and user engagement by proposing to optimize the latter. Besbes et al. [47] formulated a heuristic methodology
that examines the probability of clicking on a news item and the engagement effect that it triggers. Through this
formulation, a certain news is proposed to a user also considering the future navigation paths of the contents.
Moreover, as observed by Lu et al. [286] and Spyridou et al. [398], news recommendation differs from many tra-
ditional recommendation domains, such as e-commerce or entertainment, in that news organizations have a clear
responsibility to society to provide high-quality information. Algorithms should first and foremost consider the
civic role of journalism for an informed citizenry and optimize the editorial value of news (i.e., amix of serendipity,
dynamism, diversity, and coverage) rather than looking solely at CTR.

Optimizing Long-TermMetrics. As with other value-aware systems, the relationship between value and
time should not be underestimated. In some cases optimizing exclusively for short-term CTR may prove coun-
terproductive if the news provided is not of interest for the user. Taking this aspect into consideration, several
works [262, 449, 485, 500] have proposed methodologies to optimize long-term metrics. For example, Wu et al.
[449] propose optimizing long-termuser engagement bymaximizing the total number of clicks per period using a
multi-armed bandit system. Themodel also considers that, in some cases, the usermay abandon the system due to
incorrect recommendations. A similar approach based on contextual bandits was originally proposed by Li et al.
[262] to maximize the total number of user clicks. Furthermore, more advanced approaches based on reinforce-
ment learning have been proposed by Zheng et al. and Zou et al. [485, 500] to optimize both CTR and long-term
user engagement while considering the user’s return pattern on the platform in addition to click information.

3.3.4 Media Recommendation
Some value-aware recommender systems have been designed to optimize the value of multimedia services, see
Table 3.5. Below, we provide an overview of the main topics in the literature mainly concerning the optimization
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Ref Year Author Technique Used Optimized Value Dataset

[211] 2006 Iwata et al. Value Objective Sales and Revenue Self-collected
[212] 2008 Iwata et al. Value Objective Sales and Revenue Self-collected
[346] 2008 Park and Tuzhilin Value Objective Sales Distribution MovieLens
[33] 2013 Azaria et al. Value Ranking Sales and Revenue Self-collected

[345] 2013 Park Value Objective Sales Distribution MovieLens,
Book-Crossing

[197] 2014 Ho et al. Value Objective Sales Distribution MovieLens

[423] 2014 Vargas and Castells Value Objective Sales Distribution Netflix Prize,
Million Song

[441] 2016 Wang et al. Value Ranking Sales Distribution MovieLens, Net-
flix Prize, Jester

[27] 2017 Antikacioglu andRavi Value Ranking Sales Distribution MovieLens, Net-
flix Prize

[180] 2019 Hamedani and Kaedi Value Ranking Sales Distribution MovieLens, Net-
flix Prize

[318] 2021 Najafabadi et al. Value Policy Sales and Revenue Self-collected
[475] 2021 Zhang et al. Value Policy Sales and Revenue Self-collected

Table 3.5: Articles of the surveyed literature that focus on value‐aware media recommendations.

of user engagement and the effects on the sales distribution of items with which the user interacts.

On The Effects of Optimizing User Engagement on Sales Distribution. In contrast to ordinary
goods (e.g., physical products), movies, music and other digital goods are referred to as information goods because
their production and distribution costs are negligible and they can be copied, shared, rented or resold easily [318].
As with news systems, the main revenue models of companies providing multimedia services are based on either
subscriptions or advertising. Thus, especially for companies in the entertainment industry, user engagement is
directly related to profits. As a result, RSs are traditionally designed with the goal of providing the user with the
content of greatest interest [163]. However, given the considerably large amount of content available, RSs tend
to recommend themost popular items, risking boring the users with poorly tailored recommendations [139, 257,
258]. To keep users engaged, one of the main techniques is to optimize the distribution of recommended items
with the goal of helping the user discover surprisingly new and relevant items. This can be done, for example, by
increasing the diversity [252] of recommendations [27, 180, 423] or promoting long-tail items [197, 345, 346]
that tend to be proposed less frequently by RSs because of popularity bias.

Optimizing Sales Revenue According to the RevenueModel. In addition to user engagement, re-
search onmedia value-aware recommenders have proposed approaches to optimize other business value indicators.
Some works [33, 211, 212] have proposed domain-specific approaches to recommend films that have the highest
probability of maximizing system sales revenue. Azaria et al. and Iwata et al. proposed two different variants of
their approach depending onwhether the customer pays a subscription (subscription-based revenuemodel) to have
the opportunity to watch several movies in a given time frame [33, 211] or a fixed price (transaction-based revenue
model) for individual movies [33, 212]. The importance of the value-aware approach on the overall revenues
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of a movie provider based on an on-demand revenue model has also been studied in detail in two recent papers
[318, 475]. In particular, as already observed in similar literature domains, according to Zhang et al. [475], recom-
mendation systems that aim solely at profit optimization could risk driving customers away from the company.
Instead, according to Najafabadi et al. [318], by personalizing the prices would allow the offer to be more tailored
to the customer’s willigness to pay and may simultaneously create more profit for the sellers.

3.4 Available Datasets

In many studies, VARSs have been trained and evaluated on public datasets. These datasets frequently contain
certain kind of economic value information. As shown in Table 3.6, most datasets are related to the product or
media application domain. For example, some studies that focused on product recommendations [82, 316, 459]
have exploited the Foodmart dataset [329]. This is aMicrosoft SQL Server sample database of a supermarket. The
dataset contains sales data (e.g., prices, costs, profitability) and master data about customers (e.g., country) and
products (e.g., brand). Similarly, other studies that focused on product recommendations [69, 189, 266, 459]
have exploited datasets crawled from Amazon [298, 325] and Epinions [376]. These datasets are primarily based
on product review data from various product categories and contain customer ratings, text reviews, and product
metadata (e.g., brand, category, price). Further works have also exploited supermarket transaction [229, 289, 459]
or e-commerce [170, 275, 322, 353, 500] datasets for their analyses such as Dunnhumby [330], SPMF [141],
Chainstore [354], EC-REC [275], REC-RL [353] and JD [170], which contain customer, product, and purchase
transaction information. Instead, many studies that are more focused on media recommendations [27, 180, 182,
189, 197, 202, 214, 345, 346, 441] relied on the well-known MovieLens dataset [186]. This is a very popular
dataset that is used extensively inRSs research. Unlike theprevious datasets,MovieLensdoes not explicitly contain
economic value data. Therefore, in several studies [182, 189, 202, 214], somemethodologies based on probability
calculations have been used to randomly integrate this information. Instead, other studies [27, 180, 197, 345,
346, 441] have used MovieLens to design algorithms capable of optimizing product distributions without the
need to add economic information. Also further research works that focused on media recommendations [27,
180, 345, 346, 423, 441] have adopted a similar philosophy and are based on well-known datasets that do not
contain economic information, such as Netflix Prize [45], Book-Crossing [498], Million Song [301], and Jester
[160].

3.5 Open Challenges and Future Research

Value-aware recommendation systems offermany business benefits over traditional systems. However, optimizing
value brings new challenges. In this section, we discuss someof these challenges to guide future research directions.

Balancing the Interests ofMultiple Stakeholders. As previously discussed, although value-aware
recommendations can in many cases improve some business KPIs, a VARS that always recommends irrelevant
highest-value items could hurt the company’s reputation by driving customers away [214, 240, 491]. To address
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Ref Dataset Domain Content Availability

[329] Foodmart Product
Contains transaction data, prod-
uctmetadata and customer demo-
graphics of a supermarket chain

https : / / github . com /
julianhyde/foodmart-data-
hsqldb

[325] Amazon Product
Contains product reviewdata and
metadata crawled fromAmazon e-
commerce site

https : / / nijianmo . github .
io/amazon/index.html

[170] JD Product
Contains data collected from the
recommender systems logs of the
JD Chinese e-commerce site

https : / / github . com /
guyulongcs/CIKM2020_DMT

[330] Dunnhumby Product
Contains transaction data from a
subset of households that make
frequent purchases from a retailer

https : / / www . dunnhumby .
com/sourcefiles

[141] SPMF Product Contains customer transaction
data from a Belgian retail store

https : / / www . philippe -
fournier- viger.com/spmf/
index . php ? link = datasets .
php

[354] ChainStore Product
Contains transaction data and
product metadata from a super-
market chain in California

http : / / cucis . ece .
northwestern . edu /
projects / DMS / MineBench .
html

[275] EC-REC Product
Contains records of impressions,
clicks and purchases from a large-
scale e-commerce platform

https://drive.google.com/
open ? id = 1rbidQksa _ mLQz -
V1d2X43WuUQQVa7P8H

[353] REC-RL Product
Contains user interaction data
collected from a real-world
e-commerce platform

https : / / github . com / rec -
agent/rec-rl

[376] Epinions Product
Contains who-trust-whom on-
line social network data from the
Epinions consumer review site

https : / / snap . stanford .
edu / data / soc - Epinions1 .
html

[186] MovieLens Media
Contains movie ratings collected
over various timeperiods fromthe
MovieLens web site

https : / / grouplens . org /
datasets/movielens/

[45] Netflix Prize Media
Contains anonymous movie rat-
ings from subscribers to the Net-
flix online movie rental service

https://www.kaggle.com/
datasets / netflix - inc /
netflix-prize-data

[498] Book-Crossing Media
Contains anonymized data of im-
plicit/explicit book ratings from
the Book-Crossing community

http : / / www2 . informatik .
uni - freiburg . de /
~cziegler/BX/

[301] Million Song Media
Contains audio features andmeta-
data for over a million contempo-
rary popular music tracks

http://millionsongdataset.
com/

[160] Jester Media
Contains anonymous ratings of
jokes by users of the Jester Joke
Recommender System

https : / / eigentaste .
berkeley.edu/dataset/

Table 3.6: Main datasets used to build value‐aware recommender systems in the surveyed literature.

53

https://github.com/julianhyde/foodmart-data-hsqldb
https://github.com/julianhyde/foodmart-data-hsqldb
https://github.com/julianhyde/foodmart-data-hsqldb
https://www.amazon.com/
https://nijianmo.github.io/amazon/index.html
https://nijianmo.github.io/amazon/index.html
https://corporate.jd.com/
https://github.com/guyulongcs/CIKM2020_DMT
https://github.com/guyulongcs/CIKM2020_DMT
https://www.dunnhumby.com/sourcefiles
https://www.dunnhumby.com/sourcefiles
https://www.philippe-fournier-viger.com/spmf/index.php?link=datasets.php
https://www.philippe-fournier-viger.com/spmf/index.php?link=datasets.php
https://www.philippe-fournier-viger.com/spmf/index.php?link=datasets.php
https://www.philippe-fournier-viger.com/spmf/index.php?link=datasets.php
http://cucis.ece.northwestern.edu/projects/DMS/MineBench.html
http://cucis.ece.northwestern.edu/projects/DMS/MineBench.html
http://cucis.ece.northwestern.edu/projects/DMS/MineBench.html
http://cucis.ece.northwestern.edu/projects/DMS/MineBench.html
https://drive.google.com/open?id=1rbidQksa_mLQz-V1d2X43WuUQQVa7P8H
https://drive.google.com/open?id=1rbidQksa_mLQz-V1d2X43WuUQQVa7P8H
https://drive.google.com/open?id=1rbidQksa_mLQz-V1d2X43WuUQQVa7P8H
https://github.com/rec-agent/rec-rl
https://github.com/rec-agent/rec-rl
http://www.epinions.com/
https://snap.stanford.edu/data/soc-Epinions1.html
https://snap.stanford.edu/data/soc-Epinions1.html
https://snap.stanford.edu/data/soc-Epinions1.html
https://movielens.org/
https://grouplens.org/datasets/movielens/
https://grouplens.org/datasets/movielens/
https://www.netflix.com/
https://www.netflix.com/
https://www.kaggle.com/datasets/netflix-inc/netflix-prize-data
https://www.kaggle.com/datasets/netflix-inc/netflix-prize-data
https://www.kaggle.com/datasets/netflix-inc/netflix-prize-data
https://www.bookcrossing.com/
http://www2.informatik.uni-freiburg.de/~cziegler/BX/
http://www2.informatik.uni-freiburg.de/~cziegler/BX/
http://www2.informatik.uni-freiburg.de/~cziegler/BX/
http://millionsongdataset.com/
http://millionsongdataset.com/
https://eigentaste.berkeley.edu/dataset/
https://eigentaste.berkeley.edu/dataset/


this issue, many studies [47, 69, 103, 155, 200, 266, 283, 285, 289, 291, 434, 480] propose recommendation al-
gorithms that seek to determine the best trade-off between relevance and business value. More in general, the
interests of multiple stakeholders (i.e., consumers, suppliers and organizations) should be balanced properly in
the recommendation process. However, although several studies have addressed this issue, the proposed algo-
rithms are often proposed in isolated contexts targeting a particular type of industry (e.g., retail, entertainment,
insurance) [268, 318] or revenuemodel (e.g., transaction-based, subscriptions) [211, 212]. Hence, the algorithms
are not always applicable in different contexts without major adaptations. Therefore, generalizing algorithms to
be suitable to many application contexts could be an interesting research direction for the future.

Long-Term Business Value Optimization Algorithms. The majority of algorithms proposed in the
VARSs literature rely on post-processing approaches to optimize the short-term business value of recommenda-
tions without considering the long-term effects [155, 200, 214]. However, althoughwidely employed in the litera-
ture, these approaches are risky because if a potential client notices that the recommendations are biased, he or she
may lose trust in the organization anddecide topurchase fromcompetitors. To address this issue, a few recent stud-
ies proposed to exploit reinforcement learning techniques [176, 182, 221, 229, 268, 353, 411, 449, 484, 485, 500].
Indeed, the recommendation process can be modelled as a sequential decision problem in which an agent inter-
acts with customers to maximize a cumulative business value reward for the organization. However, to date, not
many studies that exploit reinforcement learning for value-aware recommendations are present in the literature.
Hence, this may be a promising research direction for the future.

Dynamic Pricing for Business Value Improvement. Another important point to consider when de-
signing aVARS is that the price of a product is one of the variables thatmay influencemost customers’ purchasing
decisions [72, 492]. To date, VARSs literature has primarily studied how to generate more valuable recommen-
dations while keeping prices static. Some specialized works [41, 72, 223, 230, 318, 481] have instead proposed to
integrate dynamic pricing algorithms into the recommendation model to increase the revenue and overall prof-
itability of the organization. Currently, the study of the integration of dynamic pricing algorithms in value-aware
systems is still in its infancy but could be a valuable future research direction.

Value-Aware Performance EvaluationMethodologies. To evaluate the VARSs performance [171,
216, 218], many studies [39, 343] relied on online A/B tests. However, performing these tests is costly in terms
of both time and money for organizations. Often, an A/B test can last several months if long-term aspects are
evaluated and unexpected effects can sometimes occur, e.g., due to particular world events that may affect the
results. In addition, a poorly performing recommendation system could cause significant financial damage to the
organization by making performance evaluation very risky. Thus, given the complexity and cost of conducting
field tests, most studies on VARSs [69, 82, 189, 202, 214, 266, 275, 289, 316, 322, 353, 459, 494] exploit offline
approaches based on public datasets for performance evaluation. However, as previously discussed, the majority
of popular public datasets [45, 186] do not contain economic information (e.g., prices, profits), making it difficult
to measure the potential business value generated by a VARS.Moreover, another important limitation is that it is
often unclear underwhat circumstances the datawere obtained. The experimental results of various studies could
therefore be affected by bias, e.g., due to certain population characteristics thatmay lead to erroneous conclusions.
Hence, future research may address these issues to provide more reliable performance evaluation methods.
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TrustworthyValue-AwareRecommender Systems. Finally, like other AI-based systems, value-aware
recommenders should be designed in compliance with trustworthyAI principles [233], including alignment with
human values, robustness and safety, privacy preservation, fairness [445], explainability [428] and transparency,
reproducibility, and accountability. Studying each of these aspects in detail could be a valuable research direction.
For example, investigating how to explain value-aware recommendations without degrading business value or
studying the reproducibility of major algorithms in the literature could be interesting for the future.

3.6 Summary of Findings
In this chapter, we provided a systematic review of value-aware recommender systems. These systems are highly
important for industry since they aim to optimize the business value of recommendations, e.g., increasing cus-
tomer lifetime value, maximizing user engagement and improving profitability aspects (see Section 2.3.2).

Analyzing the surveyed literature, we identified various algorithmic approaches that we mainly divided into
post-processing and in-processing, depending on the time the business value optimization occurs. Post-processing
approaches can be applied on top of any RS to re-rank the recommendations of the baseline according to certain
economic criteria. In-processing approaches, instead, typically incorporate business value aspects directly at learn-
ing time, either by extending the objective function of existing supervised learning algorithms or by exploiting
reinforcement learning techniques.

Moreover, we foundmany application domains where value-aware recommender systems can provide benefits
for organizations, i.e., concerning product, advertising, news and multimedia recommendations. Depending on
the application domain, certain value-aware algorithms tend to be more frequently used and some business value
categories are more likely to be optimized.

However, although VARSs can bring great value to the business, the optimization of such value often brings
new challenges, such as balancing the interests of different stakeholders (consumers, suppliers, and organiza-
tions) and maintaining high recommendation performance in the short and long term. More in-depth research
is required especially to improve the reliability of performance evaluation methodologies and to design higher-
performing systems following recent trustworthy AI principles.
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4
Economic Recommender Systems – A

Systematic Review

As mentioned earlier in this document in Section 2.3.4, the optimization of any business value category is benefi-
cial to the companyonly if it helps to increase, to some extent, the economics of the business. Indeed, a value-aware
system may only be partially useful to the company if the firm revenue model does not allow for capitalizing on
certain types of user interaction. For example, if the company relies on a transaction-based revenue model, i.e.,
if it earns revenue when a user makes a purchase, it could result in a potential missed opportunity to employ
a value-aware system designed to optimize uniquely the click-through rate. By contrast, if the company gener-
ates revenue predominantly through advertising mechanisms, the optimization of the number of clicks is directly
related to the optimization of business economics since advertisers typically incur a cost for each user click to
promote their products on any e-commerce platform. For this reason, since the optimization of corporate eco-
nomics is an extremely crucial part of the overall business value optimization, in this chapter we decided to focus
on an important subtype of value-aware value-aware systems that we called economic recommender systems. In
contrast to our previous contribution on VARSs (see Chapter 3), in this chapter we offer a more in-depth exam-
ination of the technical approaches underlying economic recommendation systems, which we divided according
to different dimensions of analysis by exploiting a systematic review approach. Moreover, we also focused on the
methodological aspects of offline and online performance evaluation that were not addressed previously since the
spectrum was too broad to delve into such topics.

The main contributions of this work can be summarized as follows:

• We offered a systematic literature review focused on economic recommender systems which should serve
researchers and practitioners alike as a starting point to understand the state-of-the-art.

• We categorized existing works into different dimensions of analysis to describe technical approaches, eval-
uation methodologies, limitations of today’s research and possible future directions.
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The remainder of the chapter is organized as follows. In Section 4.1 we describe the systematic reviewmethod-
ology. In Section 4.2 we discuss existing ECRSs technical approaches. In Section 4.3 we analyze evaluation
methodologies that can be used to evaluate such systems. In Section 4.4 we point out some open challenges and
future research directions. Finally, Section 4.5 ends the chapter with a summary of findings.

The manuscript entitled “Economic Recommender Systems – A Systematic Review” has been submitted and is cur-
rently under review in the journal Electronic Commerce Research and Applications (2022 impact factor of 6).

4.1 Systematic ReviewMethodology
Similarly to the previous chapter (see Section 3.1), for this study we followed a systematic review process based
on PRISMA guidelines [340] to identify all available research relevant to our purposes. However, we further
specialized the research by decomposing the study of economic recommender systems into different dimensions
of analysis. Below we discuss how we decomposed the study of ECRSs into various dimensions, the underlying
research questions, the search queries used, the eligibility criteria for article inclusion, the overall article analysis
and selection process, and the possible limitations of the survey.

4.1.1 Decomposing Economic Recommender Systems in Various
Dimensions of Analysis

Economic recommender systems can be characterized by several interrelated topics. To identify relevant articles,
we therefore followed an inductive process starting from two related surveys [106, 214], decomposing ECRSs
into different dimensions of analysis (DAs). As Figure 4.1 shows, we identified five types of approaches that can
be divided into customer and organization-oriented ones, depending on their main focus. Customer-oriented
approaches aim to integrate RSs models with purchasing behavior mechanisms to generate more relevant recom-
mendations that could in turn lead to more value for the firm. Instead, organization-oriented ones make use of
specific organizational strategies to directly or indirectly optimize business KPIs. Below, we explain the rationale
behind each of them.

• DA1: Price Sensitivity approaches aim to explicitly consider customers’ price preferences in the recom-
mendation process. In fact, price is one of the variables that most strongly influence customers’ buying
behavior [19, 273]. For example, customers are often willing to pay more for certain types of items based
on presumed greater utility, better aesthetics, brand prestige, supplier reliability, or a combination of var-
ious factors [217]. By considering customers’ price sensitivity in the algorithms [214], more accurate and
relevant recommendations could directly increase the probability of purchase and thus lead to higher sales
revenue for the organization.

• DA2: Economic UtilityModeling approaches aim to explicitly consider the utility of recommendations
for the customer in accordance with an economic perspective. There are many utilitarian dynamics [388]
related to the particular type of purchased products [151, 436]. For example, if a customer has just pur-
chased a computer or a smartphone, it is very likely that he or she will not purchase the same or a similar
product again within a short time. Conversely, there are other products, such as dog food or diapers,
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Figure 4.1: Economic recommender systems dimensions of analysis.

for which he or she is very likely to continue buying repeatedly for an extended period of time. Gener-
ating more relevant recommendations by considering the customer’s utilitarian behavior could increase
conversion rates and generate more profits for the firm.

• DA3: Profit Awareness approaches aim to directly incorporate profit information into the recommenda-
tionmodels. In fact, profit (i.e., sales revenueminus costs) is one of the most important business KPIs for
a successful enterprise [410]. Depending on the particular level of this indicator, a company may or may
not invest in research and development to grow the business, attract investors to finance its operations,
obtain possible financing from banks, and many other issues of strategic interest to entrepreneurs and
managers [154]. Overall, generating more profitable recommendations by explicitly considering profit
information could directly optimize the organization’s economic goals.

• DA4: Promotional approaches generate recommendationswhile strategically setting the prices of certain
products or focusing the customer’s attention on certain brands or promotions. For example, the com-
pany can offer certain products at a discounted price (individually or in bundles) to incentivize impulsive
buying behaviors [159, 314]. Similarly, the firm can make customers aware of certain products that they
would be unlikely to discover on their own and indirectly trigger a possible purchase in the future [246].
Both approaches can be integrated into the recommendation process to optimize profit.

• DA5: Long-Term Value Sustainability approaches aim to generate recommendations considering a
long-term economic perspective. In fact, long-term sustainable business growth is one of the most im-
portant aspects for a company [288, 337, 363]. For example, a company may be interested in making
customers progressively purchase more and more products and services over time to increase their cus-
tomer lifetime value. Generating recommendations by considering such long-term economic goals of the
company thus has the potential to stimulate business growth in a sustainable way over time.
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ID Dimension Search Query Scopus IEEE Springer ACM Total

DA1 Price
Sensitivity

((“recommender system”) AND
(“price preference” OR “price sen-
sitivity” OR “price elasticity” OR
“willingness to pay” OR “price-
aware”))

670 2 469 57 1198

DA2
Economic
Utility
Modeling

((“recommender system”) AND
(“economic”) AND (“utility the-
ory”))

104 0 188 17 309

DA3 Profit
Awareness

((“recommender system”) AND
(“multi-stakeholder” OR “profit-
aware” OR “value-aware”))

351 5 290 63 709

DA4 Promotional
((“recommender system”) AND (“dy-
namic pricing”OR“price personaliza-
tion” OR “product bundling”))

483 0 423 29 935

DA5 Long-Term Value
Sustainability

((“recommender system”) AND
(“customer lifetime value” OR
“RFM” OR “cumulative profit” OR
“long-term value”))

619 4 450 35 1108

Table 4.1: Search queries and results divided by online database of the different dimensions of analysis on which this
article focuses. Queries were run onMay 12, 2023 looking for all documents published since January 1, 2000.

4.1.2 ResearchQuestions

Having identified these dimensions of analysis, we aim to review the state-of-the-art of ECRSs research by answer-
ing the following research questions (RQs):

• RQ1: What technical approaches are used to build ECRSs?

• RQ2: What evaluation methods are used to assess the performance of an ECRS?

• RQ3: What are the main challenges and future research directions in the area of ECRSs?

4.1.3 SearchQuery

As mandated by the PRISMA systematic review process, in our survey we aim to answer previous RQs by query-
ing online libraries such as Elsevier Scopus, IEEE Xplore, Springer Link, and ACM Digital Library to identify
all available yet relevant articles. We created a search query for each of the previous DAs by analyzing the most
recurring key terms identified in a series of specialized articles extracted from the literature of two related surveys
[106, 214]. In Table 4.1, we report the used search queries and the number of identified documents.
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Figure 4.2: Systematic review PRISMA flow diagram of economic recommender systems surveyed literature.

4.1.4 Eligibility Criteria
To be included in the review, articles must meet the following eligibility criteria (EC):

• EC1: Articles must focus on research questions related to one of the dimension of analysis of ECRSs.

• EC2: Articles must explicitly mention the business KPIs included in the search queries.

• EC3: Articles must be unique, written in English, and the full content must be accessible to the authors.

• EC4: Articles must be peer-reviewed by either scientific journals or conferences.

• EC5: Graduate theses and doctoral dissertations are not included.

4.1.5 Article Selection Process
As shown in the PRISMA flow diagram in Figure 4.2, we followed a multi-stage process to identify all the rele-
vant resources included in this review. At each stage we applied the eligibility criteria defined in Section 4.1.4 to
discard non-relevant documents. In the first identification phase 2227 articles from Elsevier Scopus, 11 articles
from IEEE Xplore, 1820 articles from Springer Link, and 201 articles from ACMDigital Library were identified
for subsequent analyses. In this phase, 329 duplicated records and 39 non-English articles were identified and
removed as a result of applying EC3, EC4 and EC5 criteria. In the second screening phase, the titles and abstracts
of the remaining 3891 articles were analyzed, and 3479 records were removed after applying EC1 and EC2 criteria
because the covered topics were not relevant to the present review. In this phase, 414 articles were then sought for
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Figure 4.3: Distribution of surveyed papers per year divided by dimension of analysis.

retrieval and assessed for eligibility, excluding 350 articles after full text reading as they did not met EC1 and EC2
criteria. From this subset of 64 eligible articles, an additional 616 articleswere identified by searching for references
in their bibliographies. These articles were then assessed for eligibility, removing 547 records after reading the full
text as a result of applying EC1 and EC2 criteria. At the end of this overall process, 133 studies were included in
the review. In Figure 4.3, we show some statistics of the references obtained at the end of the analysis process by
reporting the distribution by year of surveyed papers divided by subdimension of analysis. As can be seen from
the figure, there is a growing interest in the literature for all ECRSs dimensions.

4.1.6 Study Limitations

The possible study limitations (SL) are the following:

• SL1: Articles were primarily selected from Elsevier Scopus, IEEE Xplore, Springer Link, ACM Digital
Library, and from reference searches in the bibliographies of articles that passed the screening stage. Ad-
ditional online libraries may be considered in future research.

• SL2: The study does not cover preprints, non-English articles, non-accessible articles, graduate theses,
doctoral dissertations, industry products, and demos.

• SL3: Other dimensions of analysis of ECRSs beyond those identified in Section 4.1.1 are left for future
extensions of this work.
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Approach Price Sensitivity EconomicUtility
Modeling Profit Awareness Promotional Long-Term Value

Sustainability
In
-P
ro
ce
ssi
ng [77, 78, 87, 153,

167, 168, 293,
383, 430, 431,
447, 476, 489,
490]

[109, 151, 293,
431, 436, 456,
478, 479, 482]

[16, 60, 69, 88,
96, 119, 165,
206, 268, 275,
289, 320, 355,
361, 437, 438,
439, 448]

[15, 32, 36, 73,
74, 110, 146,
148, 150, 157,
230, 248, 249,
280, 296, 383,
406, 431, 452]

[176, 189, 211,
212, 221, 229,
353, 411, 449,
470, 471, 484,
500]

Po
st-
Pr
oc
es
sin

g

[34, 72, 175,
217, 240, 394,
429, 459]

[7, 102, 367, 459,
481, 486, 487]

[33, 82, 103, 155,
205, 240, 285,
287, 290, 291,
316, 366, 390,
434, 435, 459,
480]

[8, 34, 35, 41,
108, 131, 177,
217, 223, 224,
225, 235, 390,
481, 497]

[39, 200, 202,
343]

Table 4.2: ECRSs studies divided by dimension of analysis and algorithmic approach.

4.2 Economic Recommendation Algorithms

In this section, we discuss the underlying algorithmic approaches to each of the ECRSs dimensions of analysis
introduced in Section 4.1.1, i.e., price sensitivity, profit awareness, promotional, long-term value sustainability,
and economic utility modeling, referring to the notation proposed in Section 2.2.2.

In Table 4.2 we report the studies identified by the present survey that propose technical approaches, cate-
gorized by dimension of analysis and algorithmic method. The approaches can be divided into in- and post-
processing* methods, depending on the time the economic value optimization occurs. In-processing approaches
aim to incorporate economic aspects directly into themodels, either by extending the objective function of known
algorithms (e.g., by introducing new variables or regularizers) or by developing entirely new algorithms. The
underlying algorithms may be based, for example, on supervised or reinforcement learning paradigms. Post-
processing approaches, on the other hand, can be mounted on top of any recommender and aim to transform
the recommendations generated from the baselines by applying specific heuristic economic criteria. These may
incorporate the economic value by simply re-ranking the output of the original algorithm or by exploiting also
additional learning models.

Analyzing the distribution of the studies in Table 4.2, we can make some observations. In particular, it can be
noted that there are several relevant works for all the dimensions of analysis. In addition, in-processing and post-
processing methods are equally used across all dimensions. This implies that the research field is broad and that
there are various lines of active research. Overall, given that there is a substantial number of works in each dimen-
sion of analysis, we are confident that our categorization scheme properly reflects the various types of activities in
this research area.

*Pre-processing methods may also exist in industry, e.g., when a recommendation provider wants to rule out
certain unprofitable items. Our literature search, however, did not surface such approaches.
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4.2.1 Price-Sensitivity Algorithms
Price is one of the variables that most influence customers’ buying behavior [19, 273]. Accordingly, many studies
in the literature [78, 153, 167, 240, 490] propose algorithms to explicitly consider customers’ price sensitivity,
as more accurate and relevant recommendations (i.e., in terms of being in the right price range) could directly
increase the probability of purchase and thus lead to higher sales revenue for the organization. Below, we give
some insights on how these methods work by discussing a set of selected articles.

In-Processing Price-SensitivityMethods

Most of the approaches used to generate price-sensitive recommendations are based on in-processing algorithms.
The main characteristic of these algorithms is that price sensitivity is incorporated directly into the model.

In particular, this methodology proved particularly flexible to be applied to the well-knownMatrix Factoriza-
tion (MF ) [242, 243] model. The original model estimates the expected interest of the user toward a given item
via the dot product of latent factor vectors. These are traditionally learned through a dimensionality reduction
algorithm applied to the user-item interaction matrix. Considering price-sensitive methodologies based on MF,
for example, one paper [153] proposes to incorporate cost factors* into the model’s objective function to gener-
ate more accurate travel tour recommendations. The experiments reported by the authors indicate that explicitly
incorporating cost factors improves the overall accuracy of the recommendations when compared with a plain
MF model. Also, extending MF, other papers in the literature [77, 78] propose incorporating customers’ price
preferences explicitly into the objective function through the use of particular regularizers. However, whereas
previously the purpose was to enhance the overall performance of the system, here the study is about the use of
price preferences tomake recommendations in product categories that the user has never explored (transfer learn-
ing). In particular, according to the authors, generating recommendations for customers’ unexplored product
categories can cause significant performance drops (-40%) if traditional algorithms are used, since the learned
product user preferences are difficult to transfer from one category to another. Instead, explicitly incorporating
customers’ price preferences into the objective function can help to significantly improve (+43%) performance
on unexplored categories compared to state-of-the-art baselines.

Other studies in the literature [167, 168] propose incorporating customers’ price preferences within existing
context-aware recommendation algorithms [251]. According to an experimental study with real customers in the
food & beverage field [168], explicitly incorporating discount sensitivity into the algorithms can help to signifi-
cantly improve performance in a coupon recommendation task when compared to the CAMFmethod [37], i.e.,
a context-aware variant of matrix factorization. Specifically, in the domain of location-based deals, the analysis
shows that the most important feature for predicting purchase probability is the discount-to-distance ratio: the
higher the discount offered by the store, the more likely the customer is to travel longer distances to obtain it.
However, as is well known in the literature, context variables often depend on the considered business domain.
In particular, eBay.comhas some unique characteristics [167]. In thismulti-seller platform, the same products are
offered at various prices simultaneously by various sellers with different reputation scores. According to a study
[167], in this business domain, incorporating customers’ willingness-to-pay (WTP), discounting, and seller repu-

*Note that here we respect the original paper’s terminology by referring to the cost, but actually the cost for
the user is simply the item’s price.

64



Ref Re-RankingMethod Description

[394] argmax
yu,k

∑
i∈yu,k

x̂u,i · prsu,i (4.1)
Recommendation of the top-k items
with the highest price-sensitivity
weighted predicted scores.

[429]* argmax
yu,k

∑
i∈yu,k

w1 · x̂u,i + w2 · prsu (4.2)
Recommendation of top-k items that
best balance customer’s expected in-
terest and price sensitivity.

[240]
argmax

yu,k

∑
i∈yu,k

x̂u,i ·

((
1+ log10

(
0.1+

0.9 · prci
csti

))ζ
+

+
(
1+ log10

(
0.1+

0.9 · prci
prc¯ u

))π)
(4.3)

Recommendation of the top-k items
that best balance the customer’s ex-
pected interest and price sensitivity
with the organization’s profitability.

Table 4.3: Price‐sensitive re‐ranking methods. *The formula captures the main essence of the described approaches.

tation features into a context-aware recommender can help to significantly improve the accuracy of predictions,
with an 84% improvement over MFmodels.

In addition, recent studies [476, 489, 490] propose incorporating customers’ price preferences into algorithms
by exploitingGraphNeuralNetworks (GNNs) [143]. Specifically, in two related studies [489, 490], it is proposed
to construct aGNN-based recommender by building a heterogeneous graph consisting of different types of nodes:
customers, items, prices, and product categories. The key idea is to propagate price influence from prices to users
by leveraging items as a bridge so that price preferences are implicitly encoded into the embeddings. The use
of price-sensitive GNNs is also exploited in the field of session-based recommendations [476]. For all studies
based on GNNs [476, 489, 490], the models are able to generate slightly more relevant recommendations than
the baselines. However, as various authors pointed out, it is difficult to handle heterogeneous information and
model complex relationships underlying customer buying behavior, and research still offers many opportunities
to develop better-performing models that can fully exploit the potential of GNN-based algorithms.

Post-Processing Price-SensitivityMethods

A number of price-sensitive recommendation algorithms also make use of post-processing methods. The latter
are primarily re-ranking algorithms, which can be applied on top of any price-agnostic recommender baseline.

In this domain, it is proposed, for example, to generate recommendations by weighting the expected interest
x̂u,i by the price-sensitivity prsu,i. The latter is a particular variable, learned through a different model, indicating
how price-sensitive a given user is to a given item (see Eq. (4.1)) [394]. A similar approach is also proposed in
another study [429]. However, in this case, the price-sensitivity variable prsu depends only on the customer and
not on the item (see Eq. (4.2)). In addition, it is necessary to use another regressionmodel to learn how to properly
weigh (through w1, w2 coefficients) the price-sensitivity with the user’s expected interest. Both studies show that
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through the use of price-sensitivity algorithms, more relevant recommendations can be obtained.
Recently, another research [240] proposes a hybrid approach (see Eq. (4.3)) combining the price-sensitive and

the profit-aware* subdomains. This approachweighs the expected interest x̂u,i by balancing a user price preference
factor prci

prc¯ u
with a profitability factor prci

csti , where ζ, π ∈ [−1, 1] in Eq. (4.3) are regularization parameters. In
particular, consideringprc¯ u as the average user price, the first factor captures the difference between the customer’s
typical price level and the actual item’s price. The second factor, prci

csti = 1 + prfi
csti , captures how much an item’s

sale is able to repay the underlying cost and bring profit to the organization. In this way, it becomes possible to
effectively balance the interests of customers with those of the organization because the increase in profitability
that traditionally adversely affects the relevance of recommendations is more than offset by the increase in the
latter due to the influence of price preferences.

In Table 4.3, we formally characterize the three discussed price-sensitive re-ranking methods.

4.2.2 Economic UtilityModeling Algorithms
In the economic literature [299], user behavior is often modeled using utilitarian theories to construct systems
that can describe and/or optimize certain dynamics. According to the Rational Choice Theory (RCT ), at each
time instant, a rational user, when faced with a set of alternatives, will choose those with the highest utility for
him or her [388]. Accordingly, many studies in the literature [151, 436, 482] propose algorithms that explicitly
consider the customer’s utilitarian behavior to generate more useful recommendations that can in turn increase
conversion rates and profitability. Below we give some insights on how these methods work by discussing a few
selected articles focused, respectively, on multi-attribute, repurchase, and complementary recommendations.

In the field ofRSs, many studies in the literature assume that the utility ρu,i of a product to a customer depends
on his or her purchase history [436]. Most existing RSs recommend for each user u a list yu,k consisting of the
top-k items (see Eq. (2.3)) with the highest predicted scores x̂u,i. The list yu,k is traditionally selected from a set
of items with which the user has never interacted before. Interpreting this assumption from the perspective of
economic utility theory (see Eq. (4.4)) [436], then, the utility τ(yu,k) of a recommendation yu,k is nothing but the
sum of the predicted scores, i.e., ρu,i = x̂u,i. In this case, a recommendation yu,k generated by optimizing the total
utility of a set of k recommended items optimizes the expected user interest estimated by any recommendation
algorithm.

However, in addition to the previous utility definition, alternative definitions are recently emerging in the
literature. For example, in the field ofMulti-Criteria Recommendation Systems (MCRSs) [17], in the presence
of a setA of attributes associated with items, various studies in the literature [109, 120, 207, 387, 486] propose
to generate recommendations by exploiting theMulti-Attribute Utility Theory (MAUT ) [234]. MAUT is one
of the most widely used utilitarian theories in decision making, which aims to weigh a set of relevant variables
to determine the overall utility of each alternative. In the context of recommendations, in particular, the overall
optimized utility (see Eq. (4.5)) in this case depends on the utility ρi,a of the single attribute a of item i, and a
weight wu,a that each user can provide to indicate the importance of that attribute.

Other studies focus on the problem of repeated purchase recommendations [151, 436, 478, 482]. Unlike tra-
ditional RSs, algorithms developed for this task generate recommendations by also considering items that the user

*We discuss profit-aware methods in Section 4.2.3.
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Ref Name Utility Function Description

[436] Standard τ(yu,k) =
∑
i∈yu,k

ρu,i (4.4)

Function that determines the
utility of top-k recommended
items based on the user ex-
pected interest.

[207] Multi-Attribute τ(yu,k) =
∑
i∈yu,k

∑
a∈A

wu,a · ρi,a (4.5)

Function that determines the
utility of top-k recommended
items based on the utility of
each item’s feature to the user.

[436]* Constant Elastic-
ity of Substitution

τ(yu,k) =
∑
i∈yu,k

ρu,i · qnt
ξi
u,i (4.6)

Function that determines the
utility of top-k recommended
items based on the quantity of
items purchased by the user
up to a specific time.

[478] King-Plosser-
Rebelo

τ(yu,k) =
∑
i∈yu,k

ρu,i · ln(1+ qntu,i)

(4.7)

A variant of the previous func-
tion that determines theutility
of top-k recommended items
based on the quantity of pur-
chased items.

[482] Multi-Product

τ(yu,k) =
1
|yu,k|

∑
i,j∈yu,k:i̸=j

(
ci,j · qnt

1−bi,j
u,i +

+ (1− ci,j) · qnt
1−bi,j
u,j

) 1
1−bi,j

(4.8)

Function that determines the
utility of top-k recommended
items by considering the com-
plementary and substitutabil-
ity relationships of a potential
purchase for the user.

[151] Marginal Utility
per Dollar τ(yu,k) =

∑
i∈yu,k

tanh (ρu,i) · rsku,i
(1+ qntu,i) · prci (4.9)

Function that determines the
utility of top-k recommended
items by considering the cus-
tomer’s risk aversion.

Table 4.4: Economic utility functions from rational choice theory. *The formulas capture the main essence of the described
approaches.
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already purchased in the past. In particular, it is observed that the repurchase cycle of some products may follow
the Law of Diminishing Marginal Utility [299, 436]. According to this theory, many products have decreasing
utility for the user as the quantity of purchased products increases (e.g., computers, cell phones), while others, in-
stead, are likely to be purchased frequently over time (e.g., baby diapers, pet food). Using the standard utilitarian
criterion in Eq. (4.4) it is not possible to model this behavior. Indeed, in this case, the usefulness of recommen-
dations for the user highly depends on the quantity qntu,i of item i purchased by him or her until a specific time.
In this context, promising results can be obtained bymodeling the repurchase cycle through theConstant Elastic-
ity of Substitution Utility Function [420]. This allows the decreasing marginal utility of product i to be properly
modeled through a parameter ξi ∈ [0, 1] associated with item i (see Eq. (4.6)). This parameter can be learned by
extending the MF objective function. In this way, the algorithm can explicitly consider the decreasing utility of
certain products for the user and generate more relevant recommendations.

With similar methodologies, other utilitarian functions are also used in the literature to model customer pur-
chasing behavior [151, 478, 482]. However, these studies focus on different objectives. For example, one study
[478] proposes three different business cases (i.e., e-commerce, P2P lending, freelancing) that exploit the King-
Plosser-Rebelo Utility Function (see Eq. (4.7)) to optimize the Total Surplus, i.e., an indicator that considers both
the usefulness of the recommendations for the customer and the profit for the producer. Another study [482] in
contrast propose to use theMulti-Product Utility Function (see Eq. (4.8)) in order to also consider any comple-
mentary and substitutability relationships among the recommended products. In the equation, the variables bi,j
and ci,j are additional parameters that the recommendation algorithm can jointly learn with the latent factors to
model the indifference curves between pairs of products, i.e., how much the increase in one product affects the
relativemarginal utility of another product. Finally, one study [151] proposes using theMarginal Utility perDol-
lar Function (see Eq. (4.9)). This function considers the price prci of item i and a risk attitude coefficient rsku,i to
model customers’ risk-aversion, i.e., the tendency of consumers to spend only a small portion of their total wealth
on a single purchase.

In Table 4.4, we formally characterize the utility criteria discussed above.

4.2.3 Profit-Awareness Algorithms
Profit is one of the most important business KPIs for a successful enterprise [410]. Accordingly, many studies in
the literature [82, 96, 165, 240, 268, 320] propose profit-aware recommendation algorithms to directly optimize
the firm’s profitability. Below we give some insights on how these methods work by discussing a few selected
articles.

In-Processing Profit-AwareMethods

Profit-aware in-processing approaches in the literature are quite heterogeneous, scattered, and there are several
parallel lines of research. Below, we offer a brief overview of major research directions in this area.

Some early studies [206, 355, 459] exploit Association Rules [196]. According to this particular methodology
[344], recommendations are generated through a frequentist approachbased on statistical support and confidence
constructs [338]. One of Amazon’s most prominent recommenders, i.e., “customers who bought this item also
bought”, is seemingly based on association rules. In particular, many studies in the literature [88, 437, 438, 439]
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propose to generate association rules while also optimizing profitability. The main methods incorporate profit
considerations when weighting the rules [68]. However, unlike modern RSs based on collaborative and content-
based filtering algorithms, association rules [439] are not personalized, i.e., different users do not get different
recommendations. In addition, association rules may generally face challenges when the total number of recom-
mendable items is very large.

Other earlier studies [16, 60, 361] propose graph-based approaches. In particular, one research [16] focuses
on social networks. The proposed algorithm is designed to explicitly optimize the value of recommendations
in customer-product graphs. However, in the study, profit is operationalized through non-monetary metrics.
Another relatively recent approach based on graphs [361] is developed specifically for the taxi industry. In this
particular application domain, if we assume an hourly rate, a taxi driver’s profit depends solely on the hours billed
to customers: simply put, it is critical for a taxi driver to minimize the distance to find a customer and maximize
the distance traveled with a customer on board. The proposed algorithm recommends pick-up points for taxi
drivers in order to maximize the profit of driving routes while balancing the potential congestion resulting from
multiple requests from different customers at the same location.

More recently, a study [69] proposes a profit-aware RS based on collaborative filtering. The algorithm is based
on an extension of the well-known neighbor selection criterion of the user-based nearest-neighbor collaborative
filteringmodel [326]. The original algorithm calculates the predicted score based on aweighted sumof similarities
between users belonging to a given neighborhood. The authors of [69] instead propose to calculate the predicted
scores by selecting the neighbors that would allow the generation of the highest value-weighted expected interest.
Although the focus of the paper is on shilling attacks, i.e., attacks by malicious users who generate biased ratings
to influence recommendations for their interests, the subprocedure for selecting the most valuable users can be
used to generate more profitable recommendations.

Other recent approaches [268, 275, 448] are based on Learning To Rank (LTR) [93]. This is a well-known
technique in Information Retrieval (IR) [42, 238]. IR algorithms aim to help users to find the most relevant
items based on specific search queries. In particular, one study [448] uses this methodology in a product search
application context. The proposed algorithm integrates the price into the objective function in order to optimize
the overall sales revenue of an e-commerce. This technique is later applied [268, 275] also to generate recommen-
dations without the need to anchor them to an underlying search query. For example, one study [275] proposes
a multi-objective algorithm that is able to optimize multiple objective functions simultaneously through LTR.
The algorithm is Pareto-efficient, i.e., it optimizes each objective (e.g., CTR and GMV*) one at a time, with the
constraint that no single objective can be further improved without affecting others.

Finally, some studies [96, 320] propose using profit-awaremulti-objectiveEvolutionaryAlgorithms (EAs) [199,
488]. One of these [320] is based on Non-dominated Sorting Genetic Algorithm II (NSGA-II). A more recent
one [96] is based onMulti-Objective Artificial Bee Colony (MOABC). In these cases, the optimization target is a
combination of the item’s profit and the user’s expected interest. Both algorithms obtained very promising offline
results on the overall profit improvement, although the comparison was performed exclusively with a traditional
user-based collaborative filtering algorithm [326].

*We provide the definition of the most frequently used online metrics in Table 4.8.
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Post-Processing Profit-AwareMethods

In the context of this survey, many profit-aware approaches rely on post-processing re-ranking methods. As men-
tioned earlier, these approaches consider the recommender baseline as a black box and generate recommendations
by exploiting a combination of certain heuristics.

All examined profit-aware approaches are based on a simple but important assumption [106, 214]: the items
most relevant to the user are often not those of the highest business value to the organization. Consequently, pri-
oritizing the highest-profit items in recommendations would allow for increased business profitability as a result
of actual user purchases of those items. In one of the earliest approaches [82, 316] it is proposed to weight the
probability of purchase (i.e., the estimated expected interest) by profitability in order to maximize an average ex-
pected profit (see Eq. (4.10)). This approach shouldmake it possible to providemore profitable recommendations
than those generatedby traditionalRSs. Experiments in a synthetic dataset about a subset of groceries transactions
show encouraging results: the proposed algorithmwas able to increase profitability without excessively impacting
the relevance of recommendations. However, as also reported by the authors [82, 316], the interests of customers
and the organization must be balanced appropriately. In fact, the organization could risk losing loyal customers
should they feel dissatisfied with overly biased recommendations toward higher-value items and decide to leave
the platform.

Tomitigate this drawback, and thus to avoidproviding completely irrelevant recommendations, various studies
proposemore or less straightforward extensions of Eq. (4.10) based on constrained optimization techniques. One
of the earliest papers [103] proposes a constrained re-rankingmethod based on theDice coefficient (see Eq. (4.11)).
This can help prevent the system from providing recommendations that are too dissimilar from the original ones
based on a threshold ν. However, the study is based on various simplifying assumptions and does not provide
an empirical evaluation of the approach. In two related studies [434, 435] instead, it is proposed to maximize
profitability under customer satisfaction andbudget constraints (see Eq. (4.12)), where γ and ϱu are two thresholds
used to keep the probability of purchase and the price of itemswithin certain ranges, respectively. In particular, an
expert system is proposed where different optimization goals can be specified in order to optimize profitability or
balance profitability and satisfaction in order to achieve awin-win situation for suppliers and customers. A similar
variant of this approach (see Eq. (4.13) and Eq. (4.14)) is also proposed in two related studies [155, 214] where
the short- and long-term profit-relevance tradeoff is investigated through the use of simulations. In Eq. (4.14),
δ ∈ [0, 1] is a regularization parameter.

In addition, other studies [290, 291, 480] propose algorithms to address the problem of sponsored recommen-
dations. In this scenario, a supplierwhodecides to sponsor its products pays the platform for each user interaction.
One study [291] in particular proposes amulti-objective post-processing re-ranking algorithm (see Eq. (4.15)). In
the equation, yu,i is a decision variable (yu,i = 1 iff i ∈ yu,k), and spn < k is the maximum number of sponsored
items that can be included in the recommendation list. The algorithm is designed to balance the recommendation
of high ad revenue sponsored items with the user’s interests.

In Table 4.5, we formally characterize the profit-aware re-ranking methods discussed above.
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Ref Re-RankingMethod Description

[82] argmax
yu,k

∑
i∈yu,k

x̂u,i · prfi (4.10)
Recommendation of the top-k items
with the highest profit-weighted pre-
dicted scores.

[103]
argmax

yu,k

∑
i∈yu,k

x̂u,i · prfi

s.t. dice(x̂u, x̂⊺uprf) ≥ ν
(4.11)

Recommendation of the top-k items
with the highest profit-weighted pre-
dicted scores under theDice similarity
constraints.

[435]*
argmax

yu,k

∑
i∈yu,k

prfi

s.t. x̂u,i ≥ γ, prci ≤ ϱu

(4.12)

Recommendation of the top-k
most profitable items under cus-
tomer expected interest and budget
constraints.

[214]*
argmax

yu,k

∑
i∈yu,k

x̂u,i · prfi

s.t. x̂u,i ≥ γ
(4.13)

Recommendation of the top-k items
with the highest profit-weighted pre-
dicted scores, keeping the expected in-
terest above a certain threshold.

[155] argmax
yu,k

∑
i∈yu,k

δ · x̂u,i + (1− δ) · prfi (4.14)
Recommendation of the top-k items
that best balance consumer and busi-
ness value.

[291]*
argmax

yu,k

∑
u∈U

∑
i∈I

δ · yu,i · x̂u,i + (1− δ) · yu,i · prfi

s.t.
∑
i∈I

1(yu,i · prfi > 0) ≤ spn (∀u ∈ U)
(4.15)

Recommendation of the top-k items
that best balance consumer and busi-
ness value, keeping the maximum
number of sponsored items below a
certain threshold.

Table 4.5: Profit‐aware re‐ranking methods. *The formulas capture the main essence of the described approaches.
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4.2.4 Promotional Algorithms
Promotional methods [308, 314] aim to increase sales figures by promoting products and services to the most
appropriate customer segments. We identify three main strategies in the RSs literature that can be used to opti-
mize profit and related business KPIs. Pricing methods, can be used to offer products at a discounted price or to
strategically adjust prices in order to increase the market demand. Bundling methods, are special pricing methods
that are applied to product bundles. Brand-awareness methods, finally, can be used to focus customers’ attention
on the organization’s products in order to generate extra sales. Belowwe give some insights on how thesemethods
work by discussing a few selected articles in each category.

PricingMethods

As discussed earlier in Section 4.2.1, price is one of the most influential variables of customer buying behavior,
and considering this variable explicitly would allow for recommendations more in line with customers’ interests.
However, while the previous section focuses on customer-oriented methodologies that integrate price sensitivity
as additional information in order to generate more relevant recommendations, in this section we instead discuss
promotional techniques that an organizationmight want to apply to incentivize the purchase of certain products
by strategically setting the prices [46, 157]. In the following, we describe two organizational strategies referring to:
(a) occasional discounting; (b) personalized dynamic pricing.

One of themost commonly used promotional strategies to incentivize product purchases is to offer occasional
discounts [86], for example at certain times of the year (e.g., winter sales) or special events (e.g., Black Friday). In
the context of RSs many studies [177, 217, 223, 225, 383, 431, 452] aim to generate recommendations while con-
sidering discounts. Some studies propose, for example, to use re-ranking algorithms [217] to promote products
on sale or in-processingmethods [431] based on adaptations ofMF-basedmodels to explicitly consider customers’
discount sensitivity [383]. Another method is proposed in two related studies [223, 225]. In particular, as noted
by the authors, theremay be inter- and cross-category effects when discount products are bought. Thus, especially
in e-commerce, organizations can exploit RSs to incentivize customers to buy discount products but also those
products that are related to them but not on sale (e.g., camera on sale and full-price lens). A similar analysis is also
made [177] to determine the optimal shipping-fee discount to attract customers to the platform and encourage
them to purchase products related to the discounted ones.

While discounts may be occasional and the same for all customers, some methodologies are proposed in the
RSs literature to generate dynamic customer-specific prices in order to strategically promote certain products
and generate higher profits. In this context, some initial studies [34, 35] propose to use survey-based techniques
(conjoint analysis) to estimate customer WTP (recall Section 4.2.1) and filter items that are priced higher than
WTP in the ranking. The authors also discuss some possible configurations of the algorithm to set the prices
based onWTP in order to generatemore profit for the organization. However, the proposed pricingmodel is only
theoretical as it is not validated by empirical experiments. Another study [230] proposes a system that classifies
customers based on whether they would buy products only if discounted or not. Based on the type of customer,
the system can offer a discount in order to incentivize purchases. However, as discussed later [296], the study
is based on assumptions that are not feasible in practice: all products have the same price; only two price values
are available (i.e., standard and discounted price). Another work [481] proposes a different methodology. The
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study focuses on a lottery-based mechanism that aims to obtain the exact WTP for one subset of products and
then to exploit this information to predict the WTP for another subset of products. In this way, the system can
offer a personalized promotion to increase the conversion rate of the latter product subset. The authors report
significant results on the potential ability of this system to increase profit over conventional systems. However, the
experiments are based on a user study with a low number of users. Finally, another study [8] proposes a dynamic
personalized pricing recommender system for information goods (e.g., digital movie rentals). These goods differ
from physical goods in that their production and distribution costs are negligible and they can be copied, rented,
and resold easily. In this context, traditionalmarkup-basedpricingmethods (i.e., cost plusmargin) are not effective
because there is no true underlying unit cost. The proposed system first classifies customers according to their
WTP and quality sensitivity (e.g., whether they prefer a premium version of the same product). Then it calculates
a personalized price to incentivize purchase.

BundlingMethods

One frequently used promotional strategy [426] to increase sales revenue of certain products is to offer them at
a discount if purchased in bundles [185]. In the literature [457] it is proposed, for example, to include in the
bundles: (a) products that are complementary to each other in order to incentivize cross-selling; (b) products that
are uncorrelated, for example, to clear the stock in the warehouse; (c) the same product in multiple quantities
(e.g., 2x1 promotion). Specifically, in RSs research [265], one branch of the literature focuses on recommending
bundles to optimize profit by exploiting price modeling techniques. The other branch, in contrast, does not
exploit such techniques and focuses solely on optimizing relevance*. In this review, we focus only on bundling
approaches that aim to explicitly optimize business KPIs.

Concerning price modeling bundle recommendation techniques, two related earlier studies [146, 148] focus
on the development of a shopbot (i.e., comparison shopping agents) capable of offering bundles at a discounted
price based on an integer linear programming model. The proposed algorithm is validated using data from Ama-
zon.com and Buy.com reporting significant results from the perspective of potential economic savings of price-
sensitive bundle purchasing customers. However, the data sample used is very small, and optimization of business
KPIs is not explicitly considered. In contrast, two other studies [224, 497] leverage similar integer programming-
based approaches to recommend bundles with the goal of optimizing profitability [224] or any business objective
[497]. In particular, considering the case where the bundle can be created directly by the customer by selecting
the products of his or her preference, the first study [224] proposes a multistage approach that can dynamically
determine the price of the added products in real-timewith the goal ofmaximizing profits for the organization. In
contrast, the second study [497] investigates how to incorporate product compatibility and potential cost savings
to generate bundles that, if recommended, could optimize certain business objectives (e.g., profitability, revenue,
and others). Both studies report results regarding the potential ability of the proposed systems of increasing prof-
itability and conversion rates. In addition, two other approaches [41, 131] are proposed recently. The first ap-
proach [41] is based on a collaborative filtering algorithm that integrates demand estimation and price modeling
techniques tomake recommendations with the goal of jointly maximizing purchase probability and sales revenue
considering the customer WTP. The second approach [131] is based on an algorithm that can recommend bun-

*Relevance-based bundling algorithms [406] can be based for example on association rules [132, 227, 460],
graph-based approaches [36, 110, 150, 280, 280], GNNs [15, 73, 74] and transformers [32].
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dles with customized discounts to customers considering also inventory levels. However, in the former case, the
bundle does not offer an additional discount over the full price of the individual products. Instead, the bundle is
created exclusively so that the total price of the products inside it is aligned with the customer’s WTP to meet his
or her price preferences. In the latter case, on the other hand, the evaluation is based on a simulation focused on
the aviation industry with a large number of assumptions.

Brand-AwarenessMethods

Somemethods in the literature can be used to promote the organization’s products and services, raise brand aware-
ness, and increase profitability in the long run. These methods can be interpreted by referring to the sales funnel
[425]. The sales funnel is a theoretical model that describes the customer journey in different stages according
to the type of customer interaction with the organization [347]. Depending on the status of the customer in the
sales funnel, it might be advisable to design an RS with different purposes.

If the customer has not yet made the first purchase (which is referred to as the prospect state), it might be
promising to maximize the conversion rate by closing the first deal as quickly as possible [181]. At this early stage,
recommending the most popular products may not be the best strategy. Since many popular products are com-
monly purchased together, customers would discover them on their ownwithout the need of a recommendation.
Instead, it could be more beneficial to present still popular but unrelated products, optimizing coverage. In this
way, it may be possible to attract more customers to the platform and increase the probability theymake their first
purchase.

Once the customer hasmade the first purchase, the company can exploitmechanisms to optimize profits in the
long run [56, 165]. One option could be tomainly recommend itemswith high consumer ratings [219]. However,
similarly to the previous case, this may not be the best choice either, as many customers might search for and buy
such items anyway. Instead, it might be more valuable to stimulate the purchase of products of possible interest
that are likely unknown to the customer [56], e.g., products that do not fall in the top-k but have medium-high
ranking positions. This way, the company may get both the revenue from the purchases of products that the
customer would discover on their own without the recommendations, and an additional revenue through the
purchases thatwere triggeredby the recommendations. With similar objectives, itmight alsobeworthwhile for the
company to leverage an RS [165] to launch a marketing campaign with the purpose of promoting new products
in the market. Such a system could be designed to select a set of seed consumers for the marketing campaign such
that if these seed consumers provide relatively high ratings, the number of other consumers to whom the new
product is recommended is maximized.

4.2.5 Long-Term Value Sustainability Algorithms

It is very important for organizations to grow sustainably over time [288, 363]. Accordingly, a number of studies in
the literature [200, 212, 353] propose recommendation algorithms that consider temporal dynamics to optimize
long-term business value. Many of them rely on the Customer Lifetime Value (CLV ) [49, 53] and other related
conceptual models (e.g., Recency Frequency Monetary - RFM) from the business literature. CLV represents the
expected business value of all future cash flows attributed to a specific customer discounted to the present time.
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Similarly towhat is found forbundlingmethods (in Section4.2.4), someRSs studies propose to exploitCLVto
optimize long-termprofit [212, 353]while others exploit it solely to optimize relevance* [393, 409]. In this review,
we focus only on algorithms that aim to optimize long-term business KPIs. Below we give some insights on how
these methods work by discussing a few selected articles. In particular, we first discuss in- and post-processing
methods based on supervised learning and then we delve into recent algorithms based on reinforcement learning.

Post-Processing and Supervised Learning Methods for Long-Term Business
Value Optimization

Some studies [39, 200, 202, 343] propose post-processing algorithms to maximize the long-term business value
of recommendations by exploiting heuristic criteria. In particular, Hosanagar et al. [200] propose an algorithm
following this simple but effective intuition: when a customer trusts anRS, the system should bias the recommen-
dations to increase profitability; instead, when the customer trust is below a certain threshold, the system should
recommend the most relevant products to restore trust at the expense of profitability. The original study [200]
proposes only a theoretical assessment of the profit surplus that can be generated using this algorithm. However,
the algorithm’s performance is also evaluated in an online study [343] and in a recent post-hoc econometric anal-
ysis [39]. These recent studies demonstrate both the effectiveness of the proposed methods in generating higher
sales revenue than a content-based filtering algorithm [343] and how trust is positively correlatedwith higher sales
revenue [39].

Other approaches based on supervised machine learning algorithms are also studied to explicitly optimize the
long-term business value of recommendations. In particular, in two related studies [211, 212], a recommenda-
tion system is proposed to explicitly maximize CLV. The algorithm is designed specifically for subscription-based
[211] and transaction-based [212] revenue models. In particular, survival analysis techniques are used to identify
frequent purchasing patterns among higher CLV users. Then, recommendations are generated to match those
patterns as closely as possible. The algorithms are evaluated using real data from a mobile cartoon provider with
a subscription-based revenue model [211] and an online music provider with a transaction-based revenue model
[212], both from Japan. However, although results regarding the improvement of the subscription period and
the number of items purchased over time are reported, the evaluation is only based on a simulation system of user
purchasing behavior.

Reinforcement LearningRecommendationMethods for Long-Term Business
Value Optimization

Recent studies proposemethodologies based onReinforcement Learning (RL) for optimizing the long-term busi-
ness value of recommendations [408]. RL is a learning approach that aims to learn an optimal policy (i.e., recom-
mendation strategy) based on the sequential interaction between an agent and the environment through trial and

*Typically, RSs that rely on CLV-related models to optimize relevance [53, 91, 232, 278, 279, 392, 393, 409,
444] follow a common workflow. Algorithms first group users into similar customer value segments. Then they
generate recommendations through association rules or collaborative filtering leveraging this additional informa-
tion.
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error to maximize a reward. This methodology is used many times in the literature [176, 189, 221, 229, 353, 411,
449, 484, 500] to optimize the customer lifetime value.

A few studies propose algorithms to directly optimize profit [229, 353]. These studies focus on the transaction-
based revenuemodel where each customer purchase brings a certain profit to the organization. Specifically, in this
context, one study [353] considers that a certain profit share can be allocated to each user action (i.e., click, add-to-
cart, pay). Hence, the overall profitability can be maximized by optimizing the sum of the profit allocated to each
user action considering the probability that such an action will occur given the recommendations. Other studies
[176, 221, 411, 449, 484, 500], in contrast, propose algorithms to optimize user engagement, or more generally
some strategic interrelated business indicators [189]. One study [411] is based on the advertising revenue model.
In this particular context, advertisers are used to pay the platform a certain monetary amount for each click or
conversion generated. Hence, in this case, by optimizing user engagement, profit is directly optimized. Instead,
other works [176, 221, 449, 484, 500], although they similarly propose to optimize user engagement, are not
based on advertising revenue models. Therefore, in these cases, the relationship with profitability is indirect, as
user engagement positively correlates with retention.

4.3 Economic Recommendation Evaluation
In this section, we review the evaluation methodologies used in the surveyed papers. First, we give some insights
into the different methodologies that are used to evaluate algorithms. Next, we discuss the metrics used in offline
evaluation. Then we discuss the results that have been obtained in the real world from ECRSs algorithms by
analyzing in detail those studies that report online performance. Finally, we analyze related topics concerning
public datasets and the current level of reproducibility.

4.3.1 Evaluation Approaches
In the field of RSs, several methods are proposed to evaluate the performance of algorithms and systems. Depend-
ing on the objective of the study, the evaluationmay vary in order to assess specific aspects of the recommendations
and the system. We identify fivemethods that are used in the surveyed literature. Some of these are used for offline
evaluation (e.g., static predictions, simulation studies, and econometric analyses) [483], while others are used for
online evaluation (e.g., user studies, and A/B tests) [83]. While offline methods aim to give a plausible estimate
of the performance the system could achieve under real circumstances if certain assumptions are verified, online
ones are instead based on real user interactions. In Figure 4.4 we report the distribution of evaluationmethods in
the literature according to the subdomain of analysis. As can be seen, offline methods are used more frequently
than online ones. Moreover, among offline methods, static predictions is the most frequently used method.

Static Predictions. Themost commonly used evaluationmethod in the RSs literature is to hide some data
(e.g., ratings, interactions) from a particular dataset, train a model on the remaining data, and then predict the
hidden data [216, 483]. After constructing a dataset that contains all the necessary information, the adopted
standard is to measure the performance of the system with respect to some underlying objectives [20, 213] with
the help of certain metrics. In terms of metrics, given the underlying purposes of ECRSs, the surveyed literature
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Figure 4.4: Distribution of evaluation methods in the surveyed literature organized by dimension of analysis.

often measures not only relevance prediction metrics (e.g., precision, MRR, NDCG) [171], but also business
value metrics* (e.g., profit, revenue) [214, 216, 291].

Simulation Studies. While static predictions methods [483] are mainly used to obtain an estimate of RSs
performance in the short term, other studies propose to use dynamic simulations to assess long-term performance
[155]. Themethodology first involves building a simulator tomimic user behavior [353, 411, 471]. Next, the sim-
ulator is used to train and test RSs algorithms on the simulated behavior [177, 449]. Simulators are often adopted
to evaluate the performance of reinforcement learning-based recommendation algorithms [14] (e.g., RecoGym
[378], RecSim [210]). Moreover, in the surveyed literature there are also simulators [155, 212, 287] created to
evaluate supervised learning algorithms. One of these [155], based on agent-based modeling, is designed to real-
istically mimic customer behavior considering various factors known in the literature to have a high correlation
with purchase probability (e.g., trust).

Econometric Analyses. For some algorithms in the surveyed literature [103, 200, 225], performance is as-
sessed with the help of econometric analyses [6, 335]. These are quantitative approaches based on statistical or
mathematicalmethods used to estimate the impact of the systemon certain variables of interest (e.g., profit [200]),
considering some underlying assumptions. For example, one study [200] investigates the impact of recommenda-
tions on corporate profit and consumer welfare bymodeling the behavior of a system that considers the simplified
case in which the company can sell only two products.

*We discuss the most frequently used offline metrics in Section 4.3.2.
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User Studies. In many cases, the impact of the system on certain factors (e.g., user satisfaction) is difficult to
model through offline methods. This occurs because in some cases it is not possible to find a good proxy for the
target variable, while inother cases itwouldbenecessary touse a largenumber of assumptions. Especiallywhen the
factors are qualitative and the response is subjective (e.g., perceived fairness), the literature adopts user studies as
a research methodology [83]. These methods typically involve recruiting a group of users (e.g., through emails or
through crowdsourcing platforms like AmazonMechanical Turk), randomly splitting them into distinct groups,
requiring them to perform a particular task (e.g., interacting with an RS designed for the study), observing their
(objective) behavior, and asking them about their subjective perceptions. In the surveyed literature thesemethods
are used [33, 343] for example to determine the impact of algorithms on profitability and user trust.

A/B Tests. When it is necessary to measure the performance of recommender systems in real-world circum-
stances, A/B tests are often performed [83]. In such tests, two (or more) versions of a system are deployed for a
certain period of time and users either interact with one or the other version [216]. Although these tests are of-
ten complex to execute and require significant effort, the main advantage is that they are able to directly measure
business KPIs (e.g., revenue, profit) [83] and to compare different algorithms in production. These tests are used
many times in the surveyed literature* since algorithms are often designed to optimize such KPIs. For example,
A/B tests are used to measure the effects of a profit-aware algorithm deployed on Alibaba’s AliOS appstore [480]
and the CTR of a reinforcement learning-based algorithm deployed on a large e-commerce platform [353].

4.3.2 Metrics Used in Offline Evaluations
A variety of metrics are used in the literature in offline evaluations, including both relevance metrics introduced
in Section 2.2.3 as well as other metrics aimed to investigate the business value of recommendations. We report
in Table 4.6 the business value metrics we identified in our review. In the table we indicate for each metric the
reference, the formula and its definition.

The general principle is the same for all value metrics. Similarly to relevance prediction metrics, first a list
of top-k recommendations is generated for each user. Then the recommendations are compared to the ground
truth and certain value-related aspects are collected. Those value-related aspects are connected to the price and
profit (and in more general terms also to the utility) of each recommended item. In particular, differently from
prediction relevance metrics, value ones do not only count the hits but multiply that hit by the items’ price and
profit. We briefly introduce the most frequently used value metrics as follows:

• Revenue@k (see Eq. (4.16)) [33, 290, 291] indicates the total revenue from the sale of recommended prod-
ucts actually purchased by users;

• Profit@k (see Eq. (4.17)) [96, 155, 214, 320] indicates the total profit from the sale of recommended
products actually purchased by users;

• EP@k (see Eq. (4.18)) [69] indicates the statistical expected profit from the recommendation. EP@k com-
pared to Profit@k is referred to as statistical because the probability of the user accepting the recommen-
dations is considered rather than the ground truth information;

*We discuss results of A/B tests in Section 4.3.3.
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Refs Metric Definition

[291]* Revenue@k =
∑
u∈U

k∑
j=1

relyu,j · prcj (4.16)
Revenue at position k is the revenue from rel-
evant items in the recommendations list.

[214]* Profit@k =
∑
u∈U

k∑
j=1

relyu,j · prfj (4.17)
Profit at position k is the profit from relevant
items in the recommendations list.

[69]* EP@k =
∑
u∈U

k∑
j=1

x̂u,j · prfj (4.18)

Expected Profit at position k is the statisti-
cal profit it is expected to achieve by the
recommendations considering the expected
user interest x̂u,j. EP@k is referred to as
statistical profit (compared with Profit@k in
Eq. (4.17)), because the probability that the
user accepts the recommendations instead of
the actual ground truth relevance informa-
tion is considered.

[240]** PAH@k =
1
|U|
· Profit@k
Volume@k

(4.19)
Profit-at-Hit at position k is the average profit
per user from relevant items in the recommen-
dations list.

[285]*
P-NDCG@k =

1
|U|
∑
u∈U

∑k
j=1

relyu,j·prcj
log2(j+1)

P-IDCGu@k
(4.20)

Price-Based Normalized Discounted Cumula-
tiveGain at position k is defined asNDCG@k,
where the gain is given by the items price. In
the equation, P-IDCGu@k is the Price-Based
Ideal Discounted Cumulative Gain obtained
by sorting theprices of all relevant items to the
user in descending order.

Table 4.6: Most frequently used offline business value metrics in the surveyed literature. *Note that for the sake of nota‐
tion we used prcj and prfj as variables to indicate the price and profit of the recommended item at position j, but these
variables depend only on the item and not on the position. **The formulas capture the main essence of the metrics.
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• PAH@k (see Eq. (4.19)) [240] indicates the overall profit generated by the recommendation per user di-
vided by the number of items sold;

• P-NDCG@k (see Eq. (4.20)) [275, 285] indicates the total revenue generated on average per user from
the recommendation compared to the theoretically achievable maximum revenue. P-NDCG@k, like
NDCG@k (see Eq. (2.11)) [171], gives more importance to the higher-priced items positioned on the
top of the ranking*.

However, analyzing the surveyed articles, some open issues can be identified. In particular, we observe that the
literature is mostly scattered, application-specific, and there are no well-defined standards in offline assessment
of business value [106, 214]. Often the same metric is referred to by different names (e.g., Price-Based NDCG
[285], vs. G-DCG [275]). Other times, researchers report results that are not comparable to each other because
application-specificmetrics are proposed in the article to investigate certain types of value (e.g., perishability [390],
marginal utility per dollar [151]). In fact, under certain circumstances, it would not even be possible to use certain
metrics. For example, in the case where the underlying dataset carries only price information and not profit in-
formation (e.g., Amazon [325], Tmall [496]), the metrics related to the latter would not be computable without
using synthetic profit distributions of the dataset†. Finally, in cases where simulations are used, the calculation of
value metrics may be based on assumptions. The main assumption that can be found [155, 214] is that in some
studies the user is supposed to always buy at least one item of the top-k recommended ones. In these cases, since
the user may not have actually purchased any of the recommended items if his or her purchase history is analyzed,
the underlying ground truth information may be unrealistic.

4.3.3 Real-World A/B Tests and User Studies
Many authors evaluate the performance of ECRSs algorithms using A/B tests or user studies. As is known in the
literature, offline evaluation results are not necessarily a valid indicator of online performance [215, 216]. This is
often due to the fact that differentmetrics are used for the two types of experimental evaluation [115, 389]. While
offline metrics are often used to measure relevance prediction accuracy (e.g., Precision, NDCG), online metrics
are used instead to measure business value (e.g., CTR, GMV, Revenue) [145, 236]. Companies are usually much
more interested in assessing how algorithms impact real-world business KPIs exploiting online metrics.

In Table 4.7 we list the studies in the surveyed literature thatmeasure the performance of the proposed systems
through A/B tests or user studies. In Table 4.8 we then briefly summarize the meaning of each online metric that
is considered for the analysis‡ (i.e., IPV, CTR, CVR, GMV, Revenue, Profit). We refer readers to a recent survey
[216] on this topic for further insights into online metrics.

AnalyzingTable 4.7 we canmake some interesting observations. Some considerations depend on the nature of
the particular evaluation methodology (i.e., A/B test vs. user study). For example, considering the recommenda-
tions channel and the number of subjects, we note that user studies typically involve few users recruited through

*Note that, as in IR [42, 238], value metrics can be rank-agnostic (e.g.,Revenue@k, Profit@k) or rank-aware
(e.g. P-NDCG@k), depending on whether the position of the recommended items in the ranking is considered
for evaluation or not.

†We discuss the synthetic profit issue in Section 4.3.4.
‡Some niche metrics used to measure certain application-specific factors reported in the studies are not con-

sidered
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Ref Year Eval. Channel Subjects Durat. Baseline Δ%IPV Δ%CTR Δ%CVR Δ%GMV Δ%Rev. Δ%Prof.

[293] 2022 A/B
Test

E-Commerce
Platform
(Walmart)

36M ses-
sions - Walmart

Ranker +0.71%

[72] 2022 A/B
Test

Booking Plat-
form

1M
searches

20
days

Platform
Ranker

[-0.50%,
+2.00%]

[15] 2022 A/B
Test

E-Commerce
Platform - - Co-

Purchase +35.0%

[268] 2021 A/B
Test

Online Insur-
ance Platform - 1

week LogReg +[1.05%,
3.98%]

+[2.7%,
16.2%]

[221] 2021 A/B
Test

E-Commerce
Platform
(Taobao)

- 1
week

Vanilla-
CTR

+[6.25%,
8.67%]

+[12.31%,
18.03%]

[110] 2020 A/B
Test

Video Game
Platform
(NetEase)

- 1
year

Platform
Ranker +60.0% +15.0%

[353] 2019 A/B
Test

E-Commerce
Platform 1M users 1

week Item KNN +8.80% +8.20% +27.90%

[275] 2019 A/B
Test

E-Commerce
Platform - 3

days LETORIF +23.76% +13.80% +3.62%

[480] 2017 A/B
Test

Appstore (Al-
ibaba AliOS) 1M users 2

weeks LinDP -6.00% +32.0%

[343]* 2016 User
Study

Mail Cam-
paign 260 users 9

weeks CBF +94.39% +137%

[481] 2015 User
Study

Amazon Me-
chanical Turk 79 users - Amazon

Price
+[241%,
248%]

[497] 2014 User
Study

Mail Cam-
paign few users 1

week
Markov
Model +7.43% +48.92%

[33] 2013 User
Study

Amazon Me-
chanical Turk 245 users - Pers.

NonCF +28.57%

Table 4.7: Results of real‐world A/B tests and user studies in the surveyed literature. In the table we report: the channel
used to convey the recommendations; the number of subjects (i.e., users, searches, or sessions); the overall duration of the
study (e.g. 20 days, 1 year); the baseline against which the proposed algorithm in the study is compared; and the relative
improvements in online metrics of the proposed algorithm compared to the baseline. *The relative improvements are
determined by analyzing the sentence “Overall revenue generated during the experiment was €428 for the content‐based
group, €832 for the profit‐based group” and Figure 11b in the original paper [343].

Metric Meaning

IPV Individual Page View is the overall number of clicked items on the platform.
CTR Click-Through Rate is the number of user clicks divided by the number of items shown.
CVR Click-ConversionRate is the number of purchases (or other events) divided by the number of clicks.
GMV* Gross Merchandise Value is the number of items sold multiplied by their price.
Revenue* Revenue is equal to GMVminus any commissions from item sellers.
Profit** Profit is equal to Revenue minus any item costs.

Table 4.8: Most frequently used online metrics in the surveyed literature [216]. *GMV and Revenue almost always indicate
the same measure except in B2C marketplaces like eBay. **Depending on the type of subtracted cost (e.g., raw materials,
marketing), profit can be gross, net, or have additional nuances (e.g., EBITDA, EBIT).
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e-mail campaigns [343, 497] or Amazon Mechanical Turk [33, 481]. Instead, A/B tests are typically performed
on a large scale, exploiting existing systems with large customer bases [353, 480], some of well-known brands
(e.g., Walmart, Taobao, Alibaba, NetEase) [110, 221, 293, 480]. Moreover, from a performance point of view, all
the studies, whether they are based on user studies or A/B tests, show that ECRSs are able to potentially bring
huge business value to the firm. In fact, increases in online metrics are reported in all studies. In some cases, the
authors report significant performance improvements* (e.g., +48.92% CVR [497], +35% revenue [15], +32%
profit [480]).

However, there may be some limitations regarding the insights we can get from the studies. For example, most
of theA/B tests last a very short time, i.e., less than threeweeks† [33, 72, 221, 268, 275, 353, 480, 481, 497]. In some
cases, the baselines are proprietary algorithms and their internalmechanisms are unknown [33, 72, 110, 293] (e.g.,
Walmart Ranker). In other cases, results depend on assumptions. For example, a study [481] based on Amazon
Mechanical Turk uses synthetic profit information, as the authors did not have product costs available. Another
study [343] uses some proxies for offline purchases in addition to explicit purchase data from the firm’s online
site to measure revenue. In that specific context, offline purchases cannot be connected to the online identities
of experiment participants. In particular, the authors treated items that received high ratings by users after they
clicked on the “see more details” link as purchases to calculate profit.

4.3.4 Available Datasets
Analyzing the ECRSs literature, our survey reveals that many studies report results based on proprietary datasets.
This is mainly due to the fact that certain types of information (e.g., prices, profits, purchases, demographics) are
of strategic importance to companies, and uncontrolled sharing could create significant economic damage. For
example, some information is sensitive to the user, and non-anonymized sharing could have major legal implica-
tions due to privacy laws, as well as significant impact on brand reputation. In addition, competitors could make
use of economic data related to purchasing and profitability to study weaknesses in the business model and take
away market share. However, especially recently, several studies also report results based on public datasets. In
this section we extend our previous analysis of the datasets in the literature that have been used to build VARSs
(see Section 3.4) by focusing on the information available in these datasets that can be used to build ECRSs, such
as prices and profits.

In Table 4.9 we report the most frequently used public datasets in the ECRSs surveyed literature. Specifically,
in addition to statistical information such as thenumber ofusers, items, interactions, and thedensity of thedataset,
we also report the type of event/interaction (e.g., click, add-to-cart, purchase, rating), and the presence of relevant
features for ECRSs algorithms, i.e., date, user demographics, product category, price, and profit.

*To ensure evaluation reliability, many authors test the proposed algorithm in different configuration envi-
ronments reporting different results for each of them [268]. In these cases, Table 4.7 shows a range instead of a
single value in metrics improvement.

†Performing long-termA/B tests on a real platform is complex [216] and significant effort is required both in
the planning and analysis phases. Often the test could cause financial damage to the brand as users could lose trust
in the company due to ineffective recommendations. Other times, it is necessary to re-run the test because of bugs.
Or again, certain events (e.g., Easter, Super Bowl) or global macroenomic circumstances (e.g., 2020 COVID-19
crisis, 2022 Ukranian war) may impact performance.
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Ref Dataset #User #Item #Inter Density Event Date Dem. Cat. Price Prof.

[333] Cosmetics 1.64× 106 5.46× 104 2.07× 107 0.023 %

View, Add-
to-Cart,
Remove-
From-Cart,
Purchase

✓ ✓ ✓

[331] Diginetica 2.05× 105 1.84× 105 9.93× 105 0.002 %
Query,
Click,
Purchase

✓ ✓ ✓

[325] Amazon(2018)* - 1.55× 107 2.33× 108 - Review,
Ratings ✓ ✓ ✓

[474] Yelp(Full)* 5.56× 106 5.39× 105 2.89× 108 0.009 % Review,
Ratings ✓ ✓ ✓

[124] Yahoo!Music 1.95× 106 9.82× 104 1.16× 107 0.006 % Ratings
[203] Ta-Feng 3.23× 104 2.38× 104 8.18× 105 0.106 % Purchase ✓ ✓ ✓ ✓
[186] MovieLens(20M)* 1.38× 105 2.73× 104 2.00× 107 0.529 % Ratings ✓ ✓ ✓
[45] Netflix Prize 4.80× 105 1.78× 104 1.00× 108 1.177 % Ratings ✓
[141] SPMF - 1.65× 104 8.82× 104 - Purchase ✓ ✓

[275] EC-REC - - - -
View,
Click,
Purchase

✓ ✓

[498] Book-Crossing 1.05× 105 3.41× 105 1.15× 106 0.003 % Ratings ✓
[329] Foodmart 8.84× 103 1.56× 103 2.61× 105 1.894 % Purchase ✓ ✓ ✓ ✓ ✓
[301] Last.fm 1.89× 103 1.76× 105 9.28× 104 0.027 % Listen ✓ ✓
[376] Epinions 2.27× 105 2.32× 105 1.13× 106 0.002 % Ratings,

Graph ✓
[160] Jester 7.34× 104 1.01× 102 4.14× 106 55.779 % Ratings
[348] Steam 2.57× 106 3.21× 104 7.79× 106 0.009 % Purchase ✓ ✓ ✓

[496] Tmall 9.64× 105 2.35× 106 4.45× 107 0.001 %

View, Add-
to-Cart,
Add-to-
Wishlist,
Purchase

✓ ✓

[353] REC-RL 4.90× 107 2.00× 108 7.63× 108 7.79 ×
10−6 %

Click,
Add-to-
Cart,
Add-to-
Wishlist,
Purchase

✓ ✓

[330] Dunnhumby 2.50× 103 9.24× 104 2.60× 106 1.125 % Purchase ✓ ✓ ✓ ✓
[354] Chainstore - 4.61× 104 1.11× 106 - Purchase ✓
[332] NetEase 1.85× 104 1.24× 105 1.13× 106 0.049 % Playlist

Table 4.9: Most used datasets in the surveyed literature. *Since there may be multiple versions of the same dataset, we
report the statistics of the most recent one.
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https://www.kaggle.com/datasets/mkechinov/ecommerce-events-history-in-cosmetics-shop
https://competitions.codalab.org/competitions/11161
https://nijianmo.github.io/amazon/index.html
https://www.yelp.com/dataset
https://webscope.sandbox.yahoo.com/catalog.php?datatype=r
https://www.kaggle.com/datasets/chiranjivdas09/ta-feng-grocery-dataset
https://grouplens.org/datasets/movielens/
https://www.kaggle.com/datasets/netflix-inc/netflix-prize-data
https://www.philippe-fournier-viger.com/spmf/index.php?link=datasets.php
https://drive.google.com/open?id=1rbidQksa_mLQz-V1d2X43WuUQQVa7P8H
http://www2.informatik.uni-freiburg.de/~cziegler/BX/
https://github.com/julianhyde/foodmart-data-hsqldb
http://millionsongdataset.com/lastfm/
https://snap.stanford.edu/data/soc-Epinions1.html
https://eigentaste.berkeley.edu/dataset/
https://github.com/kang205/SASRec
https://tianchi.aliyun.com/dataset/649
https://github.com/rec-agent/rec-rl
https://www.kaggle.com/datasets/frtgnn/dunnhumby-the-complete-journey
http://cucis.ece.northwestern.edu/projects/DMS/MineBench.html
https://github.com/cjx0525/BGCN


Analyzing the reported information, we canmake some observations. First, both the datasets’ density and size,
i.e., the number of interactions, vary greatly. Some of them are quite sparse (e.g., REC-RL [353]), whereas others
are dense (e.g., Jester [160]). Some are quite small (e.g., Foodmart [329]), while others are large (e.g., Amazon
[325]). In addition, as expected, most of the datasets contain economic information related to actual purchases,
as well as prices and possibly profit of products (e.g., in the Cosmetics [333], Diginetica [331], Ta-Feng [203],
and Tmall [496] datasets). Indeed, as discussed earlier, economic information is typically used for both algorith-
mic and evaluation purposes. However, as we also noted in Section 3.4, some datasets do not contain prices (e.g.,
MovieLens [186], Netflix Prize [45], Book-Crossing [498], Epinions [376], Last.fm [301]) and currently only
Foodmart [329] contains profit. In particular, although profit is very important especially to train profit-aware
models, there are various studies [16, 60, 69, 96, 155, 214, 287, 320, 355] assuming some synthetic profit distri-
bution, e.g., normal [155], or random [320]. This assumption would allow to overcome the profit availability
issue. However, as reported in almost all the studies, this also constitutes an important limitation. In fact, under
real circumstances, the profit distribution could be very different from the synthetic one used for the experiments,
and the results could vary considerably.

4.3.5 Reproducibility Aspects

The impact of reproducibility on the progress of science is undeniable. However, although there has generally
been an increase in reproducible papers in AI over the years [172], many of them are still not sufficiently well
documented to reproduce the results of the reported experiments [178]. This problem is observed several times
in the field of RSs [40, 100], with well-known cases regarding articles that proposed neural algorithms [135, 370],
highlighting for example: non-uniformand lax standards in adopting the correct experimental evaluationmethod-
ologies [405]; questionable choices on the use and fine-tuning of baselines for comparative experiments [136].

In particular, by reviewing the ECRSs literature, we note several limitations concerning the reproducibility of
the studies. As reported in Table 4.10, only a very small subset of 15 articles, out of 133 (11.27%) identified by
the present systematic review share the implementation code*. Notably, as can be seen from the table, we find no
article that publicly share the codeprior to 2019. In addition, the level of reproducibility is quite unevenwhen con-
sidering the different subdomains of ECRSs. In particular, we note the following critical issues: there are many
articles published in the profit-awareness subdomain but only two of them share the code; all the articles pub-
lished in the field of promotional strategies refer to relevance-based bundlingmethods (i.e., there is no code shared
about brand-awareness and pricingmethods); the code of articles concerning price-sensitivity and long-term value
methods is published only for the most recent and advanced GNN- and RL-based algorithms. Consequently, it
would be beneficial and significantly accelerate progress in this field if researchers would pay special attention to
increasing the level of reproducibility.

*We did not dive into the code details because even if the code is shared, it was found earlier in the RSs
literature [100, 136, 405] that in many cases important information is missing to ensure reproducibility (e.g., pre-
processing code).
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Ref Year Dimension Link

[74] 2023 Promotional https://github.com/cjx0525/BGCN
[476] 2022 Price-Sensitivity https://github.com/Zhang-xiaokun/CoHHN
[447] 2022 Price-Sensitivity https://github.com/PCNet-Code
[155] 2022 Profit-Awareness https://github.com/nadaa/rec-strategies-abm
[32] 2022 Promotional https://github.com/tzoof/BRUCE
[15] 2022 Promotional https://github.com/muhanzhang/SEAL

[470] 2021 Long-Term Value
Sustainability

https://github.com/google-research/google-research/tree/
master/recs_ecosystem_creator_rl

[489] 2020 Price-Sensitivity https://github.com/DavyMorgan/ICDE20-PUP

[456] 2020 Economic Utility
Modeling

https://github.com/zhichaoxu-shufe/E-commerce-Rec-with-
WEU

[152] 2020 Economic Utility
Modeling

https : / / github . com / TobyGE / Risk - Aware - Recommnedation -
Model

[102] 2020 Economic Utility
Modeling https://github.com/xydaisjtu/U-rank

[73] 2020 Promotional https://github.com/cjx0525/BGCN

[353] 2019 Long-Term Value
Sustainability https://github.com/rec-agent/rec-rl

[275] 2019 Profit-Awareness https://github.com/weberrr/PE-LTR

[151] 2019 Economic Utility
Modeling

https://github.com/TobyGE/Maximizing- Marginal- Utility-
per-Dollar-for-Economic-Recommendation

Table 4.10: Studies in the surveyed literature that provide the code.
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4.4 Open Challenges and Future Research
In this section we extend our previous analysis of open challenges and future research of VARSs (see Section 3.5)
by focusing on the current challenges and possible future research directions of ECRSs.

ComparingDifferentAlgorithmicApproaches. Amultitude of algorithmic approaches for optimiz-
ing corporate economics are proposed in the literature. In this paper, we categorize them at a high level into
in-processing and post-processing methods [106] considering five dimensions of analysis. However, most of the
approaches are never compared with each other and may have specificities that may make them preferable in cer-
tain circumstances over others. For example, no study has yet compared in-processing with post-processing ap-
proaches. In addition, different types of in-processing algorithms are found in the literature. In particular, it is
proposed for example to extend the objective function ofMF [77, 78, 153, 383], or to use GNNs [476, 489, 490]
to generate price-sensitive recommendations. Moreover, value neighbor selection [69], graph-based [16, 60, 361]
or evolutionary [96, 320] profit-aware algorithms are proposed as well. However, some types of methods are
applied only to certain dimensions of analysis. For example, although feasible in practice, no profit-aware MF
objective function extensions or GNNs were surfaced through our study. Similarly, no neighbor selection or evo-
lutionary price-sensitive algorithmwas found so far. Therefore, it might be useful for the future both to compare
in-processing and post-processing approaches and to implement theoretically feasible algorithms not yet found in
the literature, comparing them with existing ones.

Optimizing Economics Trade-Offs. Economics optimization is complex, and the systemsmust consider
multiple trade-offs [106, 214] in the optimization process. For example, considering real-world businesses based
on an advertising revenue model (e.g., YouTube, Alibaba’s AliOS), it is very important to find the right balance
between the ad revenue generated by sponsored items and the actual interests of the user [291, 480]. In particular,
special care must be taken not to compromise user trust [200, 343]. In fact, it is shown both through simulations
[155], in user studies [327] and subsequent A/B tests [343] that trust is positively correlated with propensity to
purchase. A system that is too biased toward higher-profit items that provides irrelevant recommendations to the
user [106, 214] could risk impacting the organization’s reputation and driving away customers. To address this
issue various studies [33, 240, 287, 291, 434, 480] propose algorithms with the goal of balancing the interests of
multiple stakeholders [3, 4], particularly considering the profitability/relevance trade-off [214], and optimizing
short- or long-term profit [202]. Furthermore, as various studies pointed out, algorithms should take care also of
explainability [413, 477], fairness [351, 356, 467, 468], and diversity [252, 343] since they are directly related to
trust [110]. However, the current literature has not thoroughly investigated the impact of many of these factors
on corporate economics. Hence, providing efficient algorithms to simultaneously optimize multiple economics
trade-offs (e.g., profit, fairness, and trust) could be a valuable research direction for the future.

Comprehensive Purpose-Oriented Offline and Online Evaluation. Evaluating ECRSs often re-
quires the use ofmethods that are different from those used for traditional RSs [83, 483]. As a result, there are still
manyopen challenges in order to tobe able to evaluateECRSs in a comprehensive, purpose-orientedway [20, 213]
(i.e., that considers the purposes forwhich the system is designed). Several of these challenges follow from the anal-
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ysis presented in this work and from the analysis offered in our previous contribution in Section 3.5. For example,
in offline evaluation, it is necessary to use business value metrics besides the widely adopted relevance prediction
metrics [171]. Studies often exploit a variety of metrics [69, 177, 214, 240, 285] albeit with similar objectives, and
the results reported are not comparable with each other. In addition, offline evaluation methodologies are not
standardized and often are designed ad-hoc according to specific needs [200]. Moreover, besides a few exceptions
[151, 155, 275, 353, 456, 470, 476], most studies are difficult to reproduce and are often based on proprietary
datasets or public datasets with synthetic data [96, 320]. In fact, most datasets [45, 186, 203, 325, 333, 376, 498]
do not contain information such as profitability [329], which is however needed for model training. Regarding
A/B tests on the other hand, many of them last for a short time [268, 275, 353] and involve a small set of users
[33, 343, 481, 497] to avoid potential economic risks [216, 343] for the organization hosting the test. Hence,
there could be several future research directions in the field of evaluation. For example, it is necessary to develop
better offline value metrics that are indicative of online performance in a given (prototype) scenario. In addition,
large-scale A/B tests (i.e., involving many users) and reproducibility studies are also required.

Design of Holistic Algorithmic Methods. In this work, decomposing the literature on ECRSs into
five different dimensions of analysis, various algorithmic approaches for optimizing business value are explored.
However, most of the existing methods [78, 82, 151, 353, 481] focus exclusively on one of the five perspectives.
There are a few exceptions [240, 293] that involve more than one dimension of analysis that study, for example
[240], how to combine price-sensitivity with profit-awareness to generate more profit while keeping relevance
high. A very small subset of studies [108, 131, 390], on the other hand, provide broader reasoning by also dis-
cussing inventory management techniques that might be useful for analogous purposes. Currently, the literature
lacks holistic methods capable of leveraging multiple approaches simultaneously [106, 214] complementing each
other to optimize different nuances of business value [216] while also considering the interrelationship [189] be-
tween them. In addition, it is also necessary to consider the relationship between sales and marketing processes
with operational [108, 131, 390] and financial processes so as to propose methods for improving the entire busi-
ness ecosystem, e.g., reducing raw material costs, minimizing logistics delays, or optimizing cash flows.

4.5 Summary of Findings
With this chapter, we reviewed the existing literature on economic recommender systems. Unlike traditional RSs,
economic ones aim to directly optimize profitability by exploiting purchase information (e.g., price and profit)
and related concepts from economics and marketing. This topic is highly important because organizations aim
to optimize (long-term) profit.

In this survey, we identified a number of relevant works addressing a multitude of related issues on economic
RSs. In particular, although the literature is highly scattered, five different approaches that jointly consider the
interests of customers and organizations are discussed, i.e., price sensitivity, economic utility modeling, profit
awareness, promotional and long-term value sustainability.

In addition, we also delved into the methodological aspects of evaluating the performance of such economic
recommender systems. In particular, we identified variousmetrics that are currently used in the literature to assess
the expected business value of recommendations, e.g., Revenue@k, Profit@k and PAH@k. We also discussed the
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main A/B tests and user studies in the field noting that ECRSs have the potential to bring huge business value to
the firm.

Finally, we reported some open challenges and interesting research directions for the future. Besides com-
paring different algorithmic approaches and designing optimization methods able to consider multiple business
value trade-offs (e.g., profitability, fairness and diversity), in the future it may worth to study more comprehen-
sive evaluation methods and holistic algorithms that combines different approaches together to further improve
performance.
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5
Model-Based Approaches to Profit-Aware

Recommendation

As mentioned in the previous chapter in Section 4.4, although various approaches to build ECRSs have been
proposed in the literature, most of them have never been compared with each other and may have specifics that
might make them preferable in certain circumstances over others. In particular, in this work we focus on the
profit-aware approaches that were described earlier in Section 4.2.3 that take the value perspectives of the dif-
ferent stakeholders into account by creating recommendation lists that contain items that are both relevant for
consumers and highly profitable for the provider. Many of these profit-aware approaches rely on re-ranking tech-
niques [82, 103, 155, 291, 316, 434, 435], where a given baseline recommendation list, which is optimized for
consumer relevance, is post-processed to promote items with higher profitability. Commonly, certain guardrails
are implemented in the re-ranking process to avoid that items of too little consumer relevance appear in the highest
places of the re-ranked lists [103, 434, 435]. A general advantage of such post-processing techniques is that any
recommendation model can be used to generate the relevance-optimized baseline list [10]. On the other hand,
on high-traffic e-commerce sites, post-processing every single recommendation list may easily lead to a significant
computational overhead [459]. Moreover, the effectiveness of the re-ranking process may be limited when the
guardrails are set too narrow [155].

In this work, we instead explore the use of newmodel-based (or: in-processing) [106] approaches for building
profit-aware recommender systems [214]. In such approaches [69, 268, 355, 361], the task of balancing the com-
peting goals of consumer relevance and provider profitability [155] is embedded directly in the learning process.
Specifically, we propose novel profit-aware loss functions for three important families of collaborative filtering
techniques: matrix factorization [242, 243], learning-to-rank [368, 369], and neural models [190]. Moreover, we
consider a profit-aware variant of the model-free nearest neighbors recommendation approach [326] that was re-
cently proposed in a different context in [69]. Experiments on three real-world e-commerce datasets [325, 329,
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474] reveal that our novelmodel-based approaches are effective in balancing consumer and provider values. More-
over, we compare our models with recent post-processing techniques [82, 155, 214]. This additional comparison
reveals our novel model-based approaches can be a favorable alternative to existing re-ranking approaches because
they exhibit comparable or better performance in recommending more profitable yet relevant items to the users
(with respect to the baselines) but lower prediction times. Because of this greater efficiency, in-processing models
might therefore be preferred in practical cases where post-processing methods might be inapplicable, e.g., consid-
ering large-scale production systems with millions of active users and catalog items.

The main contributions of this work can be summarized as follows:

• We studied how to optimize the profitability of recommendations by defining four novel objective func-
tions inspired by different families of state-of-the-art recommender systems widely used in industry, i.e.,
nearest neighbors, matrix factorization, learning-to-rank and neural models.

• Wecomparedournovel in-processingmodelswith someof themost commonlyused re-ranking approaches
in three different real-world datasets, demonstrating how the proposed models may represent more effi-
cient alternatives with comparable or better performance.

The rest of the chapter is organized as follows. In Section 5.1 we formalize the problemwe aim to address. The
technical approaches for embedding profit-awareness for different families of collaborative filtering techniques
are presented in Section 5.2. Section 5.3 and Section 5.4 describe the experimental setting of our research and the
outcomes of the evaluation. The paper ends with a discussion of the findings in Section 5.5 and an outlook on
future works in Section 5.6. Finally, Section 5.7 concludes the work with a summary of findings.

The manuscript entitled “Model-Based Approaches to Profit-Aware Recommendation” has been submitted and is
currently under review in the journal Expert SystemsWith Applications (2022 impact factor of 8.5).

5.1 Top-k ValueMaximization Problem

In this paper, we target an integrated problem formulation which we call top-k value maximization problem. As
Figure 5.1 shows, the top-k valuemaximization problem, differently from thewell-known top-k recommendation
problem described in Section 2.2.2 [368, 483], aims to identify the most valuable, yet relevant items for each
user (i.e., that the user may consider for future purchases) in descending value order*. Below we focus on the
optimization of short-term profit as a particular business value category†.

*Similarly to other settings in the RSs literature [155], the top-k value maximization problem considers that
consumer attention is often limited and purchase probability likely decreases according to the position of recom-
mended items (position bias).

†By “short-term profit” optimization we refer to the optimization of the overall profit from a unique recom-
mendation of k items to each user, disregarding the potential harm that an overly profit-oriented recommendation
may in some cases have on the future cumulative business value (see Section 2.3.5 and Section 4.2.5). The study
can be extended to include possible long-term value optimization perspectives in future work [106].
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Figure 5.1: Comparison of the top‐k recommendation and top‐k value maximization problems. (a) Considering an implicit
feedback setting, with xu,i = 1 if an item is relevant to a user and xu,i = 0 if not, the top‐k recommendation problem
aims to determine the top‐k most relevant items for each user. To target this problem, a traditional RS may first rank the
items by predicted relevance and then select the top‐k as described in Section 2.2.2. (b) Considering for example a generic
business value vali ∈ [0, 10] associated to each item, the top‐k value maximization problem aims to find the top‐k most
valuable, yet relevant items for each user in descending value order. To target this problem, a profit‐aware RS may exploit
in‐processing or post‐processing approaches described in Section 5.2.1 and Section 5.2.2.

5.2 Algorithmic Approaches
Profit-aware recommender systems [214] have recently emerged in the literature with the goal of directly opti-
mizing profit using different techniques. As described in Section 4.2.3, it is possible to divide the underlying
approaches mainly into two macro-categories [106] called post-processing and in-processing, depending on when
the profit optimization step is applied. Post-processing methods can be applied to the outputs of any recommen-
dation algorithm, treating it as a black box. In-processing methods, on the other hand, can be used to optimize
profit directly at learning time. Using the notation in Section 2.2.2, in the next sections we explore how profit-
aware post-processing and in-processing algorithms [106, 214] can be used to properly address the top-k value
maximization problem described in the previous section.

5.2.1 Post-ProcessingProfit-AwareRecommendationAlgorithms
for the Top-k ValueMaximization Problem

As described in Section 2.2.2, in typical circumstances [219, 368], where an RS is designed to recommend the
most relevant items (top-k recommendation problem), an ordered list yu,k of k items for each user can be obtained
by choosing the items with the highest scores (see Eq. (2.3)). However, as argued in Section 3.2, the most relevant
items may not necessarily be the most valuable ones. Therefore, an RS algorithm based on Eq. (2.3), although it
may optimize the relevance of recommendations for the end users, does not guarantee to optimize the profit for
the firm as well.

Analyzing the literature of profit-aware recommendations (Section 4.2.3) [106, 214], we can observe that re-
ranking approaches are viable methods to address the top-k value maximization problem. For example, these
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methods [82, 316]may weigh the consumer’s expected interest with the items’ profit vali to rank higher the items
of higher value for the company (see Eq. (4.10)). Some algorithms, e.g., as in [214], may also exploit constrained
variations of this approach to consider only those items having the predicted scores above a certain threshold γ ∈
[0, 1], as thesemay be the onesmost interesting for the consumers (see Eq. (4.13)). Similarly, other algorithms, e.g.,
as in [155], may also consider to balance business and consumers’ interests by exploiting an additional regularizer
δ ∈ [0, 1] (see Eq. (4.14)). Note that, considering the referred equations, when γ = 0 Eq. (4.13) falls back to
Eq. (4.10), whereas when δ = 1 Eq. (4.14) falls back to the base case in Eq. (2.3).

5.2.2 In-ProcessingProfit-AwareRecommendationAlgorithms
for the Top-k ValueMaximization Problem

In-processing algorithms [106] can be theoretically used for the same purposes [213] as post-processing ones.
However, these algorithms are typically proposed in isolated contexts [69], often tailoring certain industries (e.g.,
taxi drivers) [361] and cannot be used in practical applications to properly target the top-k value maximization
problem without major adaptations (Section 4.2.3) [106, 214].

To study how in-processing algorithms can be used tomore properly address our problem, in the following we
focus on four collaborative filtering algorithms. Specifically, we first describe how to embed profit-awareness into
the neighbors selection procedure of a User-Based Nearest Neighbors algorithm [326] by referring to a recently
proposed paper [69] (Section 5.2.2.1). Then, we propose profit-aware loss functions for three well-knownmodel-
based algorithms: Matrix Factorization [243], Neural Collaborative Filtering [190], and Bayesian Personalized
Ranking [369] (Sections 5.2.2.2, 5.2.2.3).

5.2.2.1 Profit-Aware Nearest Neighbors Adaptations

User-Based Collaborative Filtering (UCF ) [326, 373] is a well-known nearest neighbors algorithm that has been
successfully applied in various application domains [401] (see Section 2.2.5.1). Considering an explicit feedback
context (e.g., where xu,i is a rating in the range [1, 5]), the algorithm calculates the predicted score x̂u,i of an item
i that user u has never interacted with based on a weighted sum of similarities between users belonging to a given
neighborhoodP(u, i) (see Eq. (2.13)). Thus, by selecting the neighbors most similar to each user:

argmax
y,P

∑
i∈yu,k

∑
v∈P(u,i) sim(u, v) · (xv,i − x̄u)∑
v∈P(u,i) |sim(u, v)| (5.1)

it is possible to generate a list yu,k of k recommendations. However, although the algorithm can be used to deter-
mine the most potentially interesting items for each user, it may not optimize the profit for the business.

Instead, as noted in a recent study focused on a different context [69], by extending Eq. (5.1) and selecting a
set of similar but more profitable neighbors V(u, i):

argmax
y,V

∑
i∈yu,k vali

∑
v∈V(u,i) sim(u, v) · (xv,i − x̄u)∑
v∈V(u,i) |sim(u, v)| (5.2)
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it may be possible to increase profitability while still keeping the relevance of recommendations high. Intuitively,
it is possible to determine the set of profitable neighbors for each user, by selecting those with higher similarity-
weighted cumulative profit, where the cumulative profit can be calculated considering the kmost profitable items
from each neighbor purchase history.

In this paper, we propose to adapt Eq. (5.2) for the class of implicit filtering based CF algorithms employed in
various practical applications:

argmax
y,V

∑
i∈yu,k

vali
∑

v∈V(u,i)

sim(u, v) (5.3)

by avoiding mean centering and normalization. On the contrary, considering each user-item interaction xu,i ∈
{0, 1}, the k items included in the list yu,k may not be the optimal ones. In fact, in an implicit feedback setting,
both the user-item interaction xv,i of neighbor v and the average rating x̄u of user uwould be equal to one. Hence,
the nominator in Eq. (5.2) would always be equal to zero.

5.2.2.2 Profit-Aware Matrix Factorization and Neural Collaborative Fil-
tering Extensions

Matrix Factorization (MF ) [241, 242, 243] is a well-known latent factors model for recommendation (see Sec-
tion 2.2.5.2). The algorithm aims to estimate the expected interest of user u in item i through the dot product
between lower-dimensional embeddings (see Eq. (2.17)). The user and item embeddings, pu ∈ Rd and qi ∈ Rd,
are traditionally learned through a dimensionality reduction algorithm, applied to the user-item interaction ma-
trix. The model can handle both explicit and implicit feedback, albeit with some adaptation. If the feedback is
implicit (i.e., xu,i ∈ {0, 1}), as in this work, the learning algorithm typically optimizes a binary cross-entropy loss
function. By optimizing such loss the algorithm is trained to recommend the most relevant items for each user.

Adopting the underlying principles of profit-aware in-processing approaches presented in Section 4.2.3, in this
work we propose to extend the loss function of MF as follows to optimize profitability and relevance:

L = −
∑

(u,i)∈D

vali · xu,i log x̂u,i + (1− xu,i) log(1− x̂u,i) (5.4)

where vali is the profit of the item. This way the algorithm can give more weight to higher-profit items in the
learning process. In addition, we also note that other adaptations can be proposed by considering, for example,
explicit feedback scenarios (e.g., xu,i ∈ [0, 5]). In these cases, the widely employed squared loss function can be
weighted as well:

L = −
∑

(u,i)∈D

vali · (xu,i − x̂u,i)2 (5.5)

for the item’s profit to optimize overall profitability.
The two proposed profit-aware loss functions in Eq. (5.4) and Eq. (5.5) can be used also to plug-in the business

value intoNeural Collaborative Filtering (NCF ) [190], a deep learning variant of matrix factorization [243] that
uses the same loss functions but replaces the user-item dot product with a multi-layer perceptron to learn any
arbitrary pattern from data (see Section 2.2.5.5). Similar extensions can be proposed considering also other neural
recommendation algorithms (e.g., considering variational autoencoders in Section 2.2.5.6).
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5.2.2.3 Profit-Aware Bayesian Personalized Ranking Adaptations

Bayesian Personalized Ranking (BPR) [368, 369] is a state-of-the-art optimization framework applicable to var-
ious algorithms to generate recommendations in implicit feedback settings (see Section 2.2.5.3). Typically, BPR
is applied on top of matrix factorization [243], exploiting a pairwise loss function that approximates the AUC
ranking statistic (see Eq. (2.19)). By minimizing such loss functionL, the score of positive items becomes higher
than the score of negative ones. This way, the algorithm can be trained to recommend the most relevant items.

Inspired by the principles behind profit-aware in-processing approaches presented in Section 4.2.3, in this
paper we propose to modify BPR’s objective function as follows to optimize profitability and relevance:

L = −
∑

(u,i,j)∈D

vali · ln σ(x̂u,i − x̂u,j) (5.6)

by weighting the probability σ(x̂u,i − x̂u,j) of user u preferring positive item i over negative item j by the profit
vali of the positive item. This way, the algorithm can give more weight to higher-profit items that are relevant
to the user, thus guiding the overall learning process. In addition, we also note that similarly to the profit-aware
re-ranking methods (considering Section 4.2.3), there can be alternative variations of the loss function:

L = −υ
∑

(u,i,j)∈D

ln σ(x̂u,i − x̂u,j)− (1− υ)
∑

(u,i)∈D

vali (5.7)

thus weighting the profit of positive items vali and the probability σ(x̂u,i − x̂u,j) according to a regularization
parameter υ ∈ [0, 1] to balance consumer utility and business value at learning time.

5.3 Experimental Setting
In this section we describe the experiment preparation phase. Below we discuss the datasets, evaluation metrics,
compared algorithms, and hyperparameter tuning.

Experiments are executed on anon-premise server runningUbuntu 20.04OS equippedwith 12 vCPUs, 32GB
RAM, and 2NVIDIAGeForce RTX 2080 Ti GPUs based onCUDA® 11.6 architecture. The code is developed
in Python 3.9.15, is based on TensorFlow 2.11.0, and extends LibRecommender 0.10.2 *.

5.3.1 Data Preparation
To ensure a comprehensive evaluation, we chose three real-world datasets to run the experiments. Each dataset
comes from a different application domain and correspondingly has certain distinctive characteristics:

• Amazon† [325]: this dataset contains product reviews and corresponding metadata (e.g., price, brand)
obtained from Amazon.com. Each review is associated with a rating on a [1, 5] scale. The data are orga-
nized into different categories (e.g., Books, Fashion, Electronics). Similarly to another study [490], since

*https://github.com/massquantity/LibRecommender
†https://nijianmo.github.io/amazon/index.html
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Dataset # Users # Items # Interactions Density

Amazon 7.039·103 56.365·103 182.379·103 0.046 %
Foodmart 4.115·103 1.559·103 212.547·103 3.313 %
Yelp 1.959·103 9.392·103 58.065·103 0.316 %

Table 5.1: The number of users, items, interactions, and the corresponding density of datasets used for experiments [325,
329, 474] after the data preparation phase.

the number of categories is very large, we limit our analysis by selecting only theTools andHome Improve-
ment category. In addition, in accordancewithmany real-world business cases, e.g., [193, 382], we assume
markup pricing is used, associating the item price with a proportional profit, i.e., profit equal to 20% of
the price.

• Foodmart* [329]: this dataset contains a sample of sales transactions from various consumers of a super-
market chain - the dataset is usually exploited in Microsoft SQL Server as a test sample [306, 316]. Each
product belongs to a different category (e.g., Food, Drink, Non-Consumable). Since the dataset is not
very large, we consider all the categories for the experiments. Moreover, given that each transaction in-
cludes the product price and its corresponding cost for the firm, similarly to other studies [82, 316], we
use this information to calculate the profit of each item, i.e., subtracting the item’s cost from the price.

• Yelp† [474]: this dataset contains the user reviews of various real-world businesses organized into different
categories (e.g., Shopping, Automotive, Medical). Similarly to Amazon, each review is associated with a
rating on a [1, 5] scale. As in two other studies [489, 490], we consider theRestaurants category where the
price bucket of each item is indicated using a different number of dollar symbols (from $ to $$$$). For
this dataset, we associate this price bucket indicator with a proportional economic value, considering a
hypothetical case in which the profit of the item is difficult to estimate a priori with certainty, e.g., due to
highly variable costs.

Before performing the experiments, some preliminary data preparation is carried out. In accordance with the
objectives of the top-k value maximization problem described in Section 5.1, we prepare the various datasets for
an implicit feedback recommendation task [368] as follows: every purchase transaction in Foodmart is considered
as a positive user-item interaction; every review associated with a rating greater or equal than four inAmazon and
Yelp is considered as a positive user-item interaction. All users who have not positively interacted with at least 20
items are excluded, as done in the well-knownMovieLens 20M dataset [186], as we are not focusing on cold-start
situations. However, no cold-start item is excluded because often unpopular items are those associated with the
highest business value [155]. Instead, we exclude all items with null, zero, or negative economic value. In fact,
although in real circumstances there may exist occurrences with negligible or even negative profit, this may occur
only as a result of specific business strategies [22, 163], e.g., unprofitable popular itemsmay be used as loss leaders
to stimulate the purchase of complementary higher-margin niche items [147]. In the following, we do not assume
any of those cases for the datasets considered.

The statistics of the datasets after the data preparation phase are shown in Table 5.1. As can be seen from the
table,Amazon is the least dense dataset with the largest number of items, Foodmart is themost dense dataset with

*https://github.com/julianhyde/foodmart-data-json
†https://yelp.com/dataset
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Figure 5.2: Popularity and profit histograms (in blue) with best‐fit gamma distributions (in black) of datasets used for exper‐
iments [325, 329, 474] after the data preparation phase.

the highest number of interactions, while Yelp has an intermediate density and the lowest number of interactions.
Popularity and profit histograms of the datasets with fitted gamma distributions are shown in Figure 5.2. As can
be noted, considering popularity, bothAmazon andYelp show a long-tail distribution. Instead, Foodmart exhibits
a normal popularity distribution. On the other hand, considering profit, Amazon shows a long-tail distribution
where the profit of most items is very low and very few items are highly profitable. On the contrary, Foodmart
shows a distribution similar to a normal one with most of the profit generated by the central bins. Finally, Yelp
shows a left-skeweddistributionwith themajority of itemsofmedium-lowprofit. AnalyzingPearson’s correlation
between popularity and profit, we can note that forAmazon (corr = −0.03486) and Foodmart (corr = 0.00720)
there is no correlation while for Yelp (corr = 0.20893) there is a low positive correlation. This fact could have
an impact on the experimental results since generally, RSs tend to recommend the most popular items more fre-
quently (popularity bias) [2].

5.3.2 EvaluationMetrics
To evaluate the performance of profit-aware algorithms according to the goals of the top-k value maximization
problem defined in Section 5.1, we select two metrics that can be used to measure different aspects of recom-
mendations. Using Normalized Discounted Cumulative Value (NDCV@k), we aim to assess the ability of the
algorithms to place the most profitable items actually purchased by each user in the highest positions of the rank-
ing. In addition, using the more widely-knownNormalized Discounted Cumulative Gain (NDCG@k), we want
to measure how any increase in profitability might adversely affect the relevance of recommendations for the con-
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sumers. Given thatNDCG@k andNDCV@kmeasure partly competing aspects (i.e., consumer vs. business value)
we expect that optimizing one metric will likely result in some reduction in the other.

Differently from NDCG@k that evaluates only relevance aspects of recommendations, NDCV@k is a met-
ric that aims to evaluate both consumer relevance and organizational value. The idea underlying this metric is
taken from a recent paper that measures performance using the Price-Based NDCG@k [285], i.e., a variant of the
NDCG@kwhere the gain is given by the item’s price (see Section 4.3.2). In our context, instead of explicitly con-
sidering the price, we consider a generic business value (e.g., short-term profit) [214, 216] that the company may
aim to optimize in accordance with the purposes of value-aware RSs [106]. Hence, considering valj as the value
an organization obtains if an item recommended at position j is purchased by a user*, we define theNormalized
Discounted Cumulative Value at position k:

NDCV@k =
1
|U|
∑
u∈U

∑k
j=1

relyu,j·valj
log2(j+1)

IDCVu@k
(5.8)

as an inverse value-based log reward over all positions with valuable yet relevant items among the top-k recom-
mended ones. In the equation, similarly to the IDCGu@k, we refer to IDCVu@k as the Ideal Discounted Cumu-
lative Value obtained by sorting all the items relevant to the user in descending value order. Therefore,NDCV@k
can be used to measure how precise an RS algorithm is in recommending the most valuable yet relevant items
actually purchased by each user in the highest ranking positions.

Note that, although othermetrics from the literature on profit-awareRSs can also be used tomeasure business
value (e.g., overall profit or expected profit as described in Section 4.3.2) [69, 214], these are not rank-aware, i.e.,
they do not consider the items’ ranking positions for evaluation purposes. Therefore those metrics are limited in
terms ofmeasuring the ability of anRS to recommend themost valuable items in descending profit order for each
user as mandated by the top-k value maximization problem. In addition, note also that unlike other papers in the
profit-aware RSs field [155, 214], we do not unrealistically assume that the user must always buy one item among
the recommended ones (i.e., guaranteed purchase simulation discussed in Section 4.3.2). Instead, we rely on the
actual consumer purchasing history for performance evaluation.

5.3.3 Compared Algorithms
Various algorithms are compared in the experiments. Inparticular,we select representativeprofit-aware in-processing
algorithms belonging to the main classes described in Section 5.2.2, namely:

• Value Neighbor Selection (VNS): a UCF variant that selects the most profitable neighbors to generate
recommendations as defined in Eq. (5.3).

• ValueMatrix Factorization (VMF): anMFvariantwepropose in this paper that exploits the profit-aware
cross-entropy loss defined in Eq. (5.4).

• Value Neural Collaborative Filtering (VNCF): an NCF variant we propose in this paper that exploits
the profit-aware cross-entropy loss defined in Eq. (5.4).

*For the sake of notation valj is used to indicate the value of the recommended item at position j, but typically
the value depends only on the item and not on its ranking position.
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• Value Bayesian Personalized Ranking (VBPR): a BPR variant we propose in this paper that exploits the
profit-aware pairwise loss defined in Eq. (5.6).

Moreover, to denote the profit-aware post-processing algorithms presented in Section 5.2.1 we refer to:

• Hybrid Perspective Recommender System (HPRS) [82]: a profit-aware re-ranking algorithm that rec-
ommends the top-k items with the highest profit-weighted predicted scores as defined in Eq. (4.10).

• Constrained Profit Ranking (CPR) [214]: a constrained variant of HPRS that generates recommen-
dations by considering only items with an expected interest above a certain threshold γ ∈ [0, 1] as in
Eq. (4.13).

• Multi-Objective Profit Ranking (MOPR) [155]: a multi-objective variant of HPRS that balances con-
sumer and organizational interests with a regularizer δ ∈ [0, 1] as in Eq. (4.14).

5.3.4 Hyperparameter Tuning
The hyperparameter tuning procedure proceeds as follows. The users in each dataset are split into training, val-
idation and test sets (60% / 20% / 20%) ensuring that users in one set do not appear in any other set. For each
validation and test set user, 4 items are kept as known positive interactions to avoid cold-start situations. The
remaining positive interaction items are used as the only relevant ones to evaluate performance. For eachmodel, a
grid search is performed by optimizing theNDCV on the validation set to find the best hyperparameters. All the
models are trained for amaximumof 1000 epochs using early stopping with a patience of 10 epochs. Experiments
are performed considering a different number of recommended items k ∈ {10, 20}. Results are averaged across
3 random splits of users using different seeds. In the following experiments we report the mean and the standard
deviation over the different runs.

The following hyperparameter ranges are explored in the grid search. In particular, for UCF and VNS, the
number of neighbors is selected from {1, 2, 3, 5, 8, 10, 25, 50}. Regarding MF and BPR, and their profit-aware
variants VMF and VBPR, embeddings sizes are selected in {32, 64, 128, 256} and learning rates in {10−3, 10−4}
are exploredwhile fixing the batch size at 128. As forNCF andVNCF, embeddings sizes in {16, 32, 64, 128, 256},
learning rate in {10−3, 10−4}, and batch sizes in {64, 128, 256} are explored while setting the multi-layer percep-
tron hidden units as suggested in the original paper [190] to {2 · d, d, d

2}, where d is the embedding size. In addi-
tion, concerningpost-processing approaches,CPR’s threshold γ inEq. (4.13) is varied in the range{0.45, 0.5, 0.55,
0.6, 0.65, 0.7, 0.75, 0.8, 0.85, 0.9, 0.95} andMOPR’s regularizer δ inEq. (4.14) is varied in the range{0, 0.1, 0.2,
0.3, 0.4, 0.5, 0.6, 0.7, 0.8, 0.9, 1}.

5.4 Experimental Results
In this section we discuss the results of the experiments. We first analyze the performance of our proposed in-
processing profit-aware algorithms, comparing themwith relevance-based baselines. Thenwe compare the results
of the most widely known post-processing approaches with the baselines and our proposed in-processing algo-
rithms.
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5.4.1 Analysis of Profit-Aware In-ProcessingMethodsResults
In Table 5.2 we report the results obtained by applying four in-processing methods (i.e., VNS, VMF, VNCF, and
VBPR), one from the literature (i.e., VNS) and three proposed in this paper (i.e., VMF, VNCF, andVBPR). Each
method is related to an underlying baseline recommendation model. Three real-world datasets with different
characteristics are considered in the experiments. The number of recommended items is varied according to two
widely used settings in the literature (i.e., k ∈ {10, 20}). Given that the four underlying models (i.e., UCF, NCF,
MF, and BPR) are widely used in industry and one model may be preferred over another by a firm for different
aspects (e.g., explainability, cost of ownership)with this experimentwedonotwant to identify onemodel superior
to all others in terms of performance, e.g., in fact a firm might want to optimize the business value of a specific
model that is already in production. Instead, what we aim to demonstrate is how any baseline model can be
adapted to optimize profitability by exploiting the methodologies discussed in Section 5.2.

As can be seen, all three proposed model-based methods (i.e., VMF, VNCF, and VBPR) proved successful
in improving NDCV@k over the baselines for all the datasets and the number of recommended items consid-
ered. The VNS algorithm that was proposed earlier in [69] proved also effective, except for the Amazon dataset.
This indicates that profit-aware algorithms are generally able to balance consumer relevance and profit as well, by
recommending higher profit items yet relevant to the users compared to the baselines. Clearly, as expected (see
Section 5.3.2), an increase inNDCV@k almost always results in a corresponding decrease inNDCG@k, because
profit-aware algorithms give more weight to the company’s interests in the learning process. In fact, similarly to
what is observed in other studies in the literature [82, 155, 214, 316], although profit-aware algorithms are able
to include in the top-k recommendations list items of higher profit, this occurs at the expense of a more or less
significant loss of relevance.

In addition, we note that from a computational point of view, the overall prediction time of the model-based
algorithms is comparable to the various baselines. Only VNS reports slightly higher prediction times because it
performs some more computational operations compared to the UCF baseline. This indicates that in-processing
methods are overall efficient and no particular computational overhead (e.g., due to re-ranking operations) is re-
quired at prediction time to optimize profit. Moreover, our proposed in-processing algorithms do not lead to
additional hyperparameters to tune compared to the baseline models.

5.4.2 AnalysisofProfit-AwarePost-ProcessingMethodsResults
In Table 5.2 we also report the results obtained by applying three post-processingmethods (i.e., HPRS, CPR, and
MOPR) on top to four baseline recommendation models.

As can be observed, by looking at NDCV@k the results are mixed. In many cases, considering for example
the Foodmart dataset, an improvement over the baselines is found, but not always. We note that this is different
from our modeling approaches, which always proved effective. For example, the Amazon and Yelp datasets seem
particularly challenging for post-processing algorithms, e.g., considering results for MF and BPR.

Moreover, considering each post-processing algorithm individually, we found also different behaviors. For ex-
ample, as for HPRS, the algorithm almost never succeeds in improving NDCV@k over the baseline (except for
Foodmart and a few other cases). In contrast, CPR and MOPR algorithms often succeed in improving perfor-
mance. However, differently fromHPRS andour proposedmodelingmethods, these post-processingmethods re-

99



NDCV@10 NDCG@10 NDCV@20 NDCG@20 Pred. Time (s)*
Dataset Model Algorithm mean std mean std mean std mean std mean std

A
m
az
on

UCF

Base 0.0326 0.0062 0.1802 0.0087 0.0325 0.0041 0.1920 0.0077 3.53 0.09
VNS 0.0139 0.0021 0.0273 0.0032 0.0180 0.0022 0.0357 0.0042 5.45 0.01
HPRS 0.0207 0.0058 0.0400 0.0071 0.0246 0.0023 0.0507 0.0079 7.18 1.63
CPR 0.0133 0.0013 0.1059 0.0070 0.0130 0.0020 0.1060 0.0070 7.25 0.38
MOPR 0.0345 0.0078 0.1693 0.0074 0.0360 0.0045 0.1762 0.0060 8.12 0.03

NCF

Base 0.0060 0.0013 0.0336 0.0143 0.0090 0.0050 0.0466 0.0287 6.47 4.04
VNCF 0.0150 0.0045 0.0249 0.0055 0.0237 0.0069 0.0339 0.0107 9.53 7.09
HPRS 0.0021 0.0009 0.0013 0.0007 0.0042 0.0016 0.0020 0.0009 40.15 2.52
CPR 0.0029 0.0011 0.0058 0.0039 0.0052 0.0052 0.0048 0.0056 30.60 3.31
MOPR 0.0057 0.0021 0.0263 0.0165 0.0094 0.0045 0.0431 0.0306 36.24 2.57

MF

Base 0.0141 0.0020 0.0869 0.0104 0.0217 0.0021 0.1050 0.0115 4.79 0.05
VMF 0.0205 0.0005 0.0880 0.0107 0.0309 0.0004 0.1061 0.0088 3.71 0.91
HPRS 0.0029 0.0022 0.0018 0.0011 0.0036 0.0035 0.0017 0.0012 31.14 0.53
CPR 0.0164 0.0029 0.0322 0.0124 0.0269 0.0051 0.0287 0.0054 20.54 0.67
MOPR 0.0101 0.0009 0.0723 0.0147 0.0171 0.0014 0.0849 0.0087 31.38 0.95

BPR

Base 0.0260 0.0037 0.1291 0.0034 0.0375 0.0032 0.1464 0.0031 4.94 0.28
VBPR 0.0327 0.0007 0.1223 0.0023 0.0428 0.0068 0.1289 0.0174 5.02 0.30
HPRS 0.0035 0.0011 0.0021 0.0007 0.0051 0.0020 0.0024 0.0007 31.10 0.51
CPR 0.0210 0.0032 0.0318 0.0031 0.0329 0.0053 0.0485 0.0033 20.62 0.19
MOPR 0.0181 0.0025 0.0740 0.0051 0.0277 0.0025 0.0932 0.0064 30.81 0.66

Fo
od

m
ar
t

UCF

Base 0.0202 0.0013 0.1223 0.0088 0.0267 0.0020 0.1670 0.0080 3.20 0.11
VNS 0.0213 0.0016 0.0781 0.0072 0.0276 0.0007 0.1102 0.0025 7.63 4.00
HPRS 0.0299 0.0028 0.1160 0.0098 0.0392 0.0023 0.1560 0.0057 7.32 0.02
CPR 0.0272 0.0009 0.1175 0.0089 0.0319 0.0022 0.1601 0.0099 7.30 0.06
MOPR 0.0303 0.0031 0.1101 0.0109 0.0389 0.0028 0.1482 0.0079 7.36 0.04

NCF

Base 0.0099 0.0008 0.0730 0.0030 0.0145 0.0014 0.1099 0.0049 1.89 0.33
VNCF 0.0191 0.0039 0.0750 0.0136 0.0249 0.0030 0.1033 0.0096 1.81 0.38
HPRS 0.0212 0.0013 0.0760 0.0044 0.0280 0.0026 0.1049 0.0097 4.21 0.12
CPR 0.0075 0.0116 0.0278 0.0392 0.0278 0.0025 0.1059 0.0076 4.22 0.22
MOPR 0.0213 0.0007 0.0757 0.0031 0.0269 0.0024 0.1029 0.0095 4.17 0.22

MF

Base 0.0112 0.0021 0.0768 0.0134 0.0153 0.0015 0.1105 0.0130 0.14 0.01
VMF 0.0195 0.0002 0.0800 0.0026 0.0261 0.0002 0.1166 0.0038 0.15 0.01
HPRS 0.0205 0.0003 0.0735 0.0022 0.0284 0.0010 0.1069 0.0055 2.92 0.05
CPR 0.0196 0.0005 0.0697 0.0022 0.0275 0.0002 0.1029 0.0023 2.88 0.04
MOPR 0.0196 0.0019 0.0722 0.0083 0.0284 0.0012 0.1076 0.0048 2.92 0.09

BPR

Base 0.0164 0.0006 0.1044 0.0015 0.0223 0.0009 0.1461 0.0043 0.14 0.00
VBPR 0.0215 0.0016 0.0828 0.0036 0.0273 0.0018 0.1125 0.0058 0.11 0.04
HPRS 0.0260 0.0004 0.0921 0.0010 0.0352 0.0016 0.1302 0.0041 2.96 0.07
CPR 0.0249 0.0021 0.0912 0.0029 0.0354 0.0011 0.1311 0.0036 2.87 0.10
MOPR 0.0255 0.0010 0.0894 0.0060 0.0351 0.0016 0.1295 0.0049 2.87 0.05

Ye
lp

UCF

Base 0.1725 0.0045 0.4552 0.0065 0.2025 0.0042 0.4773 0.0045 0.89 0.10
VNS 0.1755 0.0051 0.4153 0.0130 0.2064 0.0063 0.4444 0.0090 1.41 0.07
HPRS 0.1802 0.0056 0.4180 0.0044 0.2133 0.0044 0.4450 0.0041 1.83 0.07
CPR 0.1532 0.0056 0.3989 0.0068 0.1616 0.0066 0.4171 0.0068 1.79 0.04
MOPR 0.1785 0.0026 0.4478 0.0007 0.2101 0.0045 0.4637 0.0082 1.83 0.03

NCF

Base 0.0578 0.0278 0.1947 0.0951 0.0699 0.0339 0.2212 0.1018 0.91 0.15
VNCF 0.0657 0.0267 0.2043 0.0679 0.0789 0.0310 0.2379 0.0685 0.79 0.17
HPRS 0.0367 0.0111 0.0963 0.0229 0.0386 0.0157 0.1079 0.0343 1.81 0.11
CPR 0.0248 0.0089 0.1033 0.0121 0.0091 0.0079 0.0575 0.0518 1.44 0.37
MOPR 0.0650 0.0343 0.1918 0.0933 0.0821 0.0318 0.2186 0.0938 1.76 0.03

MF

Base 0.1239 0.0043 0.3540 0.0030 0.1451 0.0051 0.3857 0.0047 0.20 0.01
VMF 0.1378 0.0047 0.3792 0.0084 0.1622 0.0044 0.4115 0.0051 0.17 0.00
HPRS 0.0555 0.0040 0.1412 0.0057 0.0691 0.0023 0.1740 0.0045 1.35 0.05
CPR 0.0849 0.0048 0.2437 0.0158 0.0905 0.0050 0.2655 0.0046 1.01 0.05
MOPR 0.1027 0.0058 0.2744 0.0096 0.1217 0.0014 0.3143 0.0053 1.35 0.03

BPR

Base 0.1578 0.0052 0.4234 0.0125 0.1810 0.0031 0.4500 0.0125 0.17 0.02
VBPR 0.1600 0.0048 0.4126 0.0206 0.1902 0.0015 0.4428 0.0144 0.18 0.02
HPRS 0.0740 0.0094 0.1870 0.0140 0.0921 0.0034 0.2202 0.0091 1.34 0.04
CPR 0.0764 0.0091 0.2270 0.0134 0.0677 0.0085 0.2401 0.0083 0.83 0.02
MOPR 0.1435 0.0069 0.3969 0.0123 0.1716 0.0039 0.4153 0.0260 1.35 0.10

Table 5.2: Results (i.e., NDCV, NDCG, and overall prediction time in seconds) of different profit‐aware in‐processing (i.e.,
VNS, VNCF, VMF, VBPR) and post‐processing algorithms (i.e., HPRS, CPR, MOPR) compared to their actual baseline rec‐
ommendation models (i.e., UCF, NCF, MF, BPR) for different datasets (i.e., Amazon, Foodmart, Yelp) by varying the number
of recommended items (i.e., k ∈ {10, 20}). *The prediction time is not reported for different cut‐off length k because
the time needed to compute a recommendation list, which is the focus here, is independent of how many items are used
to compute a certain metric.
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quire additional hyperparameters to tune howmuch to weigh users’ and organizational interests in the re-ranking
process.

Finally, observing the overall prediction time, we note that post-processing methods take longer to generate
recommendations compared to the baselines. For example, considering the Amazon dataset and the underlying
model BPR, the baseline and the VBPR in-processing algorithm take about 5 seconds to generate predictions,
while the HPRS andMOPR post-processing methods take about 30 seconds and the CPR* method takes about
20 seconds. This behavior is expected because, unlike our proposed model-based algorithms, after generating
recommendations, post-processing methods need to perform a subsequent re-ranking step that may involve sig-
nificant computational overhead. This limitation is highly important to consider because in practical cases it could
make post-processing methods completely inapplicable for large-scale production systems with millions of active
users and very large item catalogs.

5.5 Discussion
Asmentioned in the previous sections, in-processing and post-processing methods can both theoretically be used
for generating profit-aware recommendations. However, thesemethods have scarcely been compared in the profit-
aware literature and may have some peculiarities that may make themmore suitable for being used in certain con-
texts rather than others. For example, it is known in the literature [106, 214] that post-processing methods are
flexible and can bemounted on top of various recommender systems. Moveover, although in-processingmethods
are typically tailored to specific RSs families, they are potentially more efficient since they avoid re-ranking over-
head. Below we discuss the performance and computational aspects of both profit-aware post-processing and
in-processing approaches.

5.5.1 Performance Aspects of Profit-Aware Algorithms
What emerges from the experiments presented in this paper is that our three proposed model-based algorithms
(i.e., VMF, VNCF, and VBPR) proved successful in improvingNDCV@k in all the considered cases. The adap-
tation of the VNS algorithm [69] for the implicit feedback setting proved also effective, except for the Amazon
dataset. This may depend on the particular characteristics of this dataset (see Section 5.3.1). In particular, Ama-
zon is very sparse and exhibits long-tail distributions of both popularity and profits. Moreover, given that there
is also no correlation between popularity and profit, by selecting the most profitable neighbors to generate rec-
ommendations instead of those most similar to the current user (see Section 5.2.2.1), much relevance is lost, thus
negatively impactingNDCV@k.

As for post-processing methods, they were also effective, but not always. In particular, the Amazon and Yelp
datasets proved especially challenging. This behavior may be due to the fact that post-processing methods ex-
ploit heuristic criteria to re-rank recommendations from an underlying model (see Section 5.2.1). In the case of

*Note that the prediction times of the various post-processing algorithms (i.e., HPRS, CPR, MOPR) are
comparable to eachother given the samedataset andunderlyingmodel. OnlyCPRshows slightly lowerprediction
times because it performs re-ranking not on the entire item spectrum, but on a subset of items with predicted
scores above a certain threshold (see Eq. (4.13)).
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Amazon and Yelp datasets, for example, the sparsity is high (see Table 5.1), and since post-processing algorithms
perform re-ranking operations on the entire spectrum of items, this may negatively affect the subsequent quality
of recommendations, including in the final ranking items that are highly profitable but not relevant to users.

5.5.2 Computational Aspects of Profit-Aware Algorithms
From a computational point of view, differently from post-processing methods, in-processing algorithms do not
show any computational overhead at prediction time. In practice, post-processing methods could have major
limitations in many commercial applications as the high prediction time could be prohibitive in large scale pro-
duction systems with millions of active users and very large item catalogs. Instead, in-processing algorithms may
be preferable to save computational resources or where it is necessary to instantly provide recommendations to
users.

Moreover, considering the actual implementation of the methods, the CPR andMOPR post-processing algo-
rithms use an additional hyperparameter to balance consumer utility and provider profits thus requiring alsomore
time to trainwith respect to the various in-processing algorithms. In fact, inmany cases, especially for theAmazon
dataset, theHPRS post-processing algorithm, which did not require the use of additional hyperparameters, failed
to improveNDCV@k performance over the baseline.

5.6 FutureWork and Limitations of the Study

In this chapter we addressed what we called the top-k value maximization problem, comparing in-processing and
post-processing approaches that we used to build profit-aware recommender systems (Section 5.2). A variety of
extensions of our work are possible in the future. Below we discuss some possible future algorithms adaptations
and comparative analyses.

5.6.1 Possible Algorithms Extensions for Future Studies
We identified several research directions for possible future algorithms extensions.

First, in the chapter, we considered to incorporate profitability aspects through in-processing methods into
major RSs algorithmic classes such as nearest neighbors, matrix factorization, learning-to-rank, and neural algo-
rithms. In future works, we might consider embedding profit-awareness in other algorithmic classes (e.g., based
on linear models, graph neural networks or association rules mining techniques) [328, 439, 450] or in other algo-
rithms belonging to the same class (e.g., neural algorithms) [90, 174].

In addition, in this chapter wemainly focused onmodel-based approaches (i.e., algorithms based onMF, BPR
and NCF). In the future, it might also be interesting to study in more detail how to improve the performance
of the VNS algorithm [69]. For example, by modifying the neighbors selection criterion with an additional hy-
perparameter, we may adjust the number of profitable neighbors with that of similar neighbors. This way, the
algorithmmay be able to increase the profitability of recommendations without losing too much relevance, thus
making it possible to perform well even for the Amazon dataset.

102



Moreover, in the chapterwe chose to focus on an implicit feedback setting. Therefore, although it is possible to
extend the proposed algorithms in various ways, in the experiments we compared only profit-aware in-processing
algorithms exploiting the loss functions in Eq. (5.3), Eq. (5.4) and Eq. (5.6). Hence, we leave the comparison of
any algorithms designed to handle explicit feedback possibly exploiting the losses in Eq. (5.2) and Eq. (5.5) for
the future. Moreover, also the comparison of other variants of in-processing profit-aware algorithms that may use
additional hyperparameters, such as in Eq. (5.7), could be incorporated in future experiments.

Furthermore, considering the current experiments, we chose to compare the in-processing methods we de-
signed with three post-processing algorithms we found in the literature. In the future it could be interesting to
supplement experiments with the comparison of pre-processing methods that although not found in the litera-
turemay be possible alternatives for generating profit-aware recommendations, e.g., completely ruling out unprof-
itable items with a static threshold before the training phase. Moreover, considering computational aspects, the
analysis pointed out some limitations of current post-processing approaches. Hence, a future research direction
may be to design more effective or efficient post-processing algorithms that may reduce computational overhead
by applying re-ranking only to the most potentially relevant items, thus avoiding to consider the complete spec-
trum of items. Also studying the possibility of combining pre-, in-, and post-processing approaches to achieve
better results could be an interesting future research direction.

5.6.2 Possible Future Comparative Studies

We identified the following research directions for possible future comparative analyses.
First, in this chapter, we focused on the optimization of short-termprofit as a particular business value category

using collaborative filtering algorithms that arewidely used in practice. Given this objective, we left to futurework
the study of algorithms thatmay consider temporal dynamics to optimize the long-termbusiness value (e.g., based
on reinforcement learning) [212, 353, 411]. In addition we also left for the future the possible study of niche
methods [16, 96] or applications (e.g., considering the taxi drivers domain) [268, 361]. An interesting research
direction for the future could be also to compare promotional approaches [214] thatmay increase profitability by
incentivizing impulsive purchasing behaviors (e.g., dynamic pricing or bundling methods) [8, 131, 148, 481].

In addition, we recall that in our work the NDCV@k metric was mainly used to evaluate the ability of a rec-
ommendation algorithm to place the most profitable, yet relevant items to the users in descending profit order in
the ranking. However, the metric gives equal weight to relevance and profitability during evaluation. In the cur-
rent experiments, considering an implicit feedback setting, we normalized both profitability and relevance before
calculating the metric. Nevertheless, in possible future studies that may consider an explicit feedback setting (e.g.,
where the relevance range can be [0, 5]), the width of the profitability and relevance ranges before normalization
may have an impact on the final results. Correspondingly, a future research direction might be to consider these
factors to investigate how to evaluate profit-aware recommendation algorithms offline, which may also involve
the design of additional metrics.

Finally, three datasets with different characteristics were used in the paper to evaluate the algorithms. However,
the distribution of popularity and profitability and the correlation between these two factors may have an impact
on the final results. Since more popular items are generally more relevant to the users, they would be more likely
to bring an increase in profitability in the ranking if they also positively correlate with profits. Thus, a future
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research direction might be to study the relationship between popularity and profitability (and related cold-start
aspects) in more depth to understand the contribution of both factors in the final performance of algorithms.

5.7 Summary of Findings
In many practical applications, such as in electronic commerce, a highly important goal for companies is to use
a recommender system to generate business value, e.g., increasing profit, conversion rates, or customer retention.
Correspondingly, in this chapter, we investigated the use of modeling approaches for major families of collabora-
tive filteringmodels, i.e., nearest neighbors, matrix factorization, learning-to-rank and neural algorithms, as viable
alternatives to the more common re-ranking approaches to build profit-aware recommender systems.

All three proposedmodel-based approaches proved consistently effective in generatingmore profitable, yet rel-
evant recommendations without requiring any computational overhead at running time for three datasets with
different characteristics. Hence, model-based approaches can be considered viable alternatives to re-ranking ap-
proaches, which are currentlymore popular but have several limitations. Many extensions of thiswork are possible
in the future. We hope that our study will foster further research in this area, for example, considering alternative
approaches to those proposed or studying the optimization of long-term business value.
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6
On the Problem of Recommendation for

Sensitive Users and Influential Items:
Simultaneously Maintaining Interest and

Diversity

As discussed in Section 4.4, while optimizing for certain business values a value-aware RS should consider multi-
ple trade-offs [106, 214], taking special care to diversity and fairness aspects that may affect the user trust in the
platform. In this studywe concentrate on this problem considering an alternative definition of value and focusing
on broader issues about the optimization of the value for the society as a whole.

In particular, while RSs have traditionally been used as information filtering technologies to help users choose
from a large number of alternatives [58], it has been argued in the literature that the tendency of these systems
to encourage selective user exposure to a subset of content in order to maximize performance could result in
controversial effects. Especially in the social networks field, the repeated exposure to certain contents (e.g., in the
form of social pages that deliberately promote certain positions such as the uselessness of vaccines, incitement to
violence and drug use) would lead to the occurrence of echo chambers [94], i.e., environments in which users
reinforce their position on certain topics due to repeated exposure to similar contents. According to the theory
of group polarization [407], this repeated exposure would lead users in a group to develop extreme positions
without evaluating alternative positions. Therefore, while in some cases the effects of polarization are limited to
extremization of public opinion or to the reinforcement of beliefs and bias, in other cases, they may be associated
with an increased risk of violent and aggressive behaviors [130] orwith the spread of unhealthy and risky behaviors
(e.g., drug use, self-injury). Correspondingly, in this chapter we argue that just as it is important for the business
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to have RSs that can optimize business KPIs, it is of great value for the society to have RSs that do not encourage
risky or aggressive behaviors.

By focusing on the optimization of such kind of value for the society, we address the problem of optimizing
the performance of a recommender system that diversifies the distribution of certain items to positively affect the
behavior of some users who may be more sensitive than others to specific topics. In particular, we refer to as sen-
sitive, the users whose behavior can be influenced by certain items (e.g., depressed and aggressive users). Similarly
we refer to as influential, the items that can influence the behavior of sensitive users. Based on the effect of influ-
ential items on the behavior of sensitive users, we distinguish two subgroups of items: controversial and favorable
items. Moreover, we define as controversial the items that could have negative consequences on the behavior of
sensitive users (e.g., violence, delinquency, andweapons content), and as favorable the items that could have a pos-
itive impact (e.g., sports, and hobbies content). Considering the above definitions, in the following we propose
various diversity-based recommendation algorithms to mitigate the overexposure to controversial items that can
negatively impact the behavior of sensitive users and instead encourage the exposure to favorable items that can
positively affect their behavior.

In particular, we propose two approaches that take inspiration from both the research fields of diversity and
fairness (see Section 2.3.5.1 and Section 2.3.5.2). The first technique we propose is a redesign of a well-known
[399] calibration algorithm. The original algorithm allows the topic proportions of a user’s recommendations to
be calibrated based on the topic proportions of the ground truth. To suit themethod to our context, wemodified
the objective function in order to calibrate the proportions of influential items for sensitive users based on the
distribution of the same items for non-sensitive users. The second technique we propose takes inspiration from
an existing algorithm [466] that aims to maximize the value of a ranking under a set of constraints. In this case,
we redesigned the algorithm to maximize the expected value of recommendations to sensitive users according to
constraints based on target percentages of influential items. Moreover, we also propose a joint approach that can
be used to combine the outputs of the two techniques and any additional ranker together to further improve the
results taking inspiration from the literature of hybrid recommenders [63] and rank fusion [253]. Compared to
the current literature [252, 303, 356] that traditionally proposes very general methods that only consider item or
user characteristics separately, themethodswe propose consider them simultaneously. This allows for appropriate
diversification of recommendations, avoiding potentially negative consequences on sensitive users behavior while
simultaneously leading to potentially positive implications for society, without significantly affecting the overall
performance of the recommender system.

We evaluated our approaches by exploiting a subset of a real-world dataset containing the social data of 92,255
users who completed a self-reported psychological questionnaire to determine their personality profile according
to the Big Five personality theory [418] (see Section 6.1.1). We used correlations between personality traits and
respectively depressive disorders [247] and violent behaviors [38] to conduct a comprehensive case analysis on
two subsets of sensitive users that can be negatively affected by the echo chamber effect, i.e. potentially depressed
and potentially aggressive users. We compared the results obtained with a strong baseline algorithm [498] in the
diversity literature, which was the algorithm best suited in the literature to address the problem proposed in this
paper. All proposed techniques proved successful in diversifying the distribution of influential items in sensitive
user recommendations while maintaining high overall performance.

The main contributions of this work can be summarized as follows:

• We formalized the problem of maximizing the performance of a recommender system that diversifies the
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recommendations of influential items for sensitive users with the aim of not encouraging risky or aggres-
sive behaviors.

• We introduced two techniques that could be used to address the proposed problem taking inspiration
from diversity and fairness studies and a joint approach that can be used to combine the output of any
recommendation technique together to achieve better results.

• We conducted a full case analysis about potentially depressed and aggressive users based on a real-world
dataset to test the proposed techniques.

The remainder of this chapter is organized as follows. In Section 6.1 we formalize the problem. In Section 6.2
we describe the techniques used to address the problem. In Section 6.3 and Section 6.4we describe the experimen-
tal setting of our research and results obtained on a real-world dataset. In Section 6.5 and Section 6.6 we discuss
the results and highlight some future research directions. Finally, Section 6.7 summarizes our findings.

The article entitled “On the Problem of Recommendation for Sensitive Users and Influential Items: Simultaneously
Maintaining Interest and Diversity” [105] was published in the journal Knowledge-Based Systems (2022 impact
factor of 8.8).

6.1 Problem Statement
In real-world circumstances, recommender systems tend to recommend items that belong to topics of interest
to the user to maximize performance [127]. However, this reduces user exposure to a narrow subset of content
leading to the well-known echo chamber phenomenon [94]. Echo chambers are environments in which users
reinforce their opinions on certain topics due to repeated exposure to content of similar positions. Consequently,
according to the theory of polarization [407], this will lead users belonging to the same group to increasingly
reinforce their beliefs toward extreme positions without valuing different opinions. According to various studies,
these extremepositions can trigger a number of different issues, including an increased risk of local or international
violent conflict [130]. It is important that platforms, especially social ones, address this problem and promote
depolarization interventions with the aim of transforming conflicts into more constructive forms [117].

In this paper, we consider the consequences of polarization on the behavior of different users. Among all users,
there are some who are more sensitive than others to certain topics. We define sensitive, as those users whose
behavior can be influenced by certain types of items. Some examples of sensitive users may include depressed or
aggressive users. Thebehavior of these users canbe influencedby someparticular content. For these properties, we
define influential, as those items that could influence the behavior of sensitive users. In turn, influential items can
be further divided into controversial or favorable items, depending on the type of behavioral influence. We define
controversial, as those items that could have a dangerous influence on the behavior of sensitive users. Controversial
items may include items associated with violence, alcohol and weapons. Over-recommending controversial items
to aggressive users could result in a potential spread of verbal and physical aggression, self-injury acts, depressive
symptoms, fears, anxiety, and delinquency. On the other hand, we define favorable, as those items that might
have a positive influence on sensitive users behavior. Favorable items may include items associated with sports,
support groups and hobbies. Recommending enough favorable items could positively affect depressed users by
supporting people in difficulty, promoting emotional balance, or encouraging healthy lifestyles.
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Personality Trait High Level Low Level

Openness (O)
wide interests, imaginative, intelli-
gent, original, insightful, curious, so-
phisticated

commonplace, narrow interests, sim-
ple, shallow, unintelligent

Conscientiousness (C)
organized, thorough, planful, effi-
cient, responsible, reliable, depend-
able

careless, disorderly, frivolous, irre-
sponsible, slipshot, undependable,
forgetful

Extraversion (E) talkative, assertive, active, energetic,
outgoing, outspoken, dominant

quiet, reserved, shy, silent, withdrawn,
retiring

Agreeableness (A) sympathetic, kind, appreciative, affec-
tionate, soft-hearted, warm, generous

fault-finding, cold, unfriendly, quar-
relsome, hard-hearted, unkind, cruel

Neuroticism (N) tense, anxious, nervous, moody, wor-
rying, touchy, fearful stable, calm, contented, unemotional

Table 6.1: Adjectives describing the two polarities (high level vs. low level) of each Big Five personality trait [228].

It is indeed fundamental to correctly balance controversial and favorable items in sensitive user recommenda-
tions. Some strategies have been introduced to degenerate the feedback loop of recommendations by promoting
the diversity of items [222]. However, these strategies are quite generic, do not consider user sensitivity, and
could significantly decrease system performance. Therefore, the aim of this paper is to address the problem of
maximizing the performance of a recommender system while diversifying the items suggested for sensitive users.
Recommendations that meet the latter criterion could avoid the potential negative consequences that come from
item distributions too skewed toward controversial item sets. Moreover, these could simultaneously carry positive
consequences by promoting distributions that are more skewed toward favorable item sets.

In the following section, we formalize the problem andwedefine a probability criterion that aRS should satisfy
to preserve influential items’ diversity in order to positively affect sensitive users’ behavior.

6.1.1 Personality Traits, Sensitive Users and Social Issues
One way to identify certain types of sensitive users may be based on their personality traits. Personality is defined
as a set of cognitive and behavioral patterns that account for individual differences: a personality trait leads to
a specific behavioral response that is repeated with a certain constancy of time, regardless of the stimulus that
causes it. In particular, theBig Five theory is a taxonomyof personality traits originally hypothesized byTupes and
Christal [418] in the 1960s and subsequently developed in the 1980s and 1990s by different authors [98, 161, 228].
Such theory defines five basic dimensions throughwhich personality can be described. Researchers have identified
a set of adjectives that can be grouped into five clusters that are capable of describing permanent traits of human
behavior: Openness to experience, Conscientiousness, Extraversion, Agreeableness and Neuroticism (OCEAN
model). Each trait can be viewed as a continuous dimension between two polarities, i.e., high level vs. low level
(seeTable 6.1). Self-reportedquestionnaires are currently the gold-standard for assessingpersonality inpsychology.
Different questionnaires have been proposed in literature for the measurement of the five main personality traits
and their sub-dimensions according with the Big Five theory. Two of the most popular are theNEO Personality
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Inventory (NEO-PI) [98] and the International Personality ItemPool (IPIP) [162]. In addition to questionnaires,
more recently othermethods have beenproposed to determine personality, such as usingmachine learningmodels
[5, 23, 52, 113, 125, 144, 183, 244, 274, 294, 305, 402, 403, 446, 463, 465].

In the field of recommender systems, personality traits have been usedmainly as additional features [261, 427]
to address the well-known cold-start problem [114, 415]. Indeed, since users tend to exhibit similar behaviors
basedon these features, personality traits canbe exploited in the learningphase as additional data to guide inference
of recommender systems in the space of themost likely solutions [267, 317]. However, besides addressing the cold-
start, personality traits have been exploited also to enhance the effectiveness of recommendations [128, 204, 416],
to make cross-domain recommendations exploiting transfer learning mechanisms [432] or to adjust the degree of
diversity in recommendations according to the users’ openness to experience [81, 414, 451].

However, in this work we argue that personality traits can be also used to identify certain subsets of users
whose behavior may be problematic for the society. In particular, one of the most important social problems
today involves mental disorders. A significant part of the population suffers from clinical conditions such as
anxiety, depression, and substance abuse. In particular, depression has a high prevalence, affecting around 7%
of the population [31] with major socio-economic impacts (e.g., increased mortality, direct costs of medications
and hospitalization, generation of indirect costs for absence from work, turnover and disability compensation)
[312]. Another relevant social problem concerns aggressive behaviors, such as bullying, racial violence, physical
and verbal abuse, minor and major crimes, and anti-social behaviors. Although in recent years there has been a
reduction in major crimes in many countries*, aggressive behaviors persist and are also evolving in the world of
social networks (e.g., cyberbullying, hate speech) [129]. Different studies revealed that being the victim, as well as
the perpetrator, of cyber-aggressions is related to lower well-being and mental health [28, 310]. In the following,
a brief discussion on the relationships between personality traits and these social issues is reported.

6.1.1.1 Personality Traits and Depressive Disorders.

The correlation between personality traits and mental disorders is known in the literature. A meta-analysis [384]
examined the relationship between the Big Five traits and personality disorders defined inDiagnostic and Statis-
tical Manual of Mental Disorders (DSM) [31]. The study reports that each personality disorder is associated
with a particular pattern of personality traits. For example, personality disorders characterized by emotional dis-
tress (e.g., paranoid, schizotypal, borderline, avoidant, and dependent disorders) show a positive correlation with
Neuroticism; histrionic and narcissistic disorders show a positive correlation with Extraversion while schizoid,
schizotypal, and avoidant disorders show a negative correlation with this trait. Disorders characterized by difficul-
ties in relationships (e.g., paranoid, schizotypal, antisocial, borderline, and narcissistic) show negative correlations
with Agreeableness. Furthermore, obsessive-compulsive disorder seems to be positively correlated with Consci-
entiousness, while antisocial and borderline disorders show a negative correlation with this trait. Other studies
have investigated specific mental disorders in more depth. Ameta-analysis of 175 studies published from 1980 to
2007 [247] found that depressive, anxiety, and substance abuse disorders in adults are predominantly correlated
with traits of highNeuroticism and lowConscientiousness. People affected by dysthymic disorder and social pho-
bia show low levels of Extraversion. Similar results on depression were also reported by another study [179]. A

*https : / / ec . europa . eu / eurostat / statistics - explained / index . php ? title = Crime _
statistics
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meta-analysis of 10 cohort studies suggests that depressive symptoms and personality traits are prospectively re-
lated. Personality traits are associated with the development of depressive symptoms, while depressive symptoms
are associated with temporary or persistent personality changes.

6.1.1.2 Personality Traits and Aggressive Behavior.

There is strong scientific evidence supporting that violent acts are highly correlated with specific personality pro-
files [122]. The personalities that are more strongly associated with a higher risk of committing criminal behavior
are antisocial personality disorder andpsychopathy. The literature also demonstrated the link between specific per-
sonality profiles and the risk of committing mild violence, such as bullying. For example, a meta-analysis revealed
that studies that assessed personality through the Big Five personality model consistently reported an association
between lower levels of Agreeableness and Conscientiousness and higher levels of Neuroticism and Extraversion
with both bullying and victimization. On the contrary, cognitive and affective empathy was negatively associated
only with bullying behavior [311]. Consistently, other studies [158, 192] found that Agreeableness is negatively
correlated with deliquency and aggressive behavior. Sharpe andDesai [391] found also that Neuroticism tends to
be positively correlated with aggressive behavior while Conscientiousness tends to be negatively correlated. An-
other research [38] distinguished between physical aggression and violent behavior, showing that the former is
directly and indirectly related to Openness, Agreeableness, and Neuroticism, while the latter is indirectly related
to Openness, and Agreeableness. Recent studies have also confirmed the relationship between the Big Five traits
and other forms of aggression, such as relational aggression [364] and sexual aggression [70].

6.1.2 Recommending Influential Items to Sensitive Users
Consider the task of recommending top-k items to a user and the notation in Section 2.2.2. Let snsu ∈ {0, 1} be
a variable indicating whether user u belongs to a set S ⊆ U of sensitive users. Let nfli ∈ Z = {0, 1} be a binary
variable defined over Z categories indicating whether the item i belongs to a set L ⊆ I of influential items. We
define the set of influential items as a set of items that can potentially affect the behavior of sensitive users. These
include a combination of controversial and favorable items depending on the type of influence on sensitive user
behavior. Let favi ∈ {0, 1} and coni ∈ {0, 1} be two variables indicating whether the item i belongs to a set
F ⊆ L of favorable items or C ⊆ L of controversial items, respectively. For the case studies analyzed in our paper
and to simplify the problem, the influential item set will contain only favorable (F = L∧C = ∅) or controversial
(C = L∧F = ∅) items. Finally, considering yu,k as the list of k recommended items to the user, let yu,i ∈ {0, 1}
be a variable indicating whether the item i belongs to yu,k. According to our objectives, a recommender satisfies a
first diversity criterion with respect to the sensitive user group S and the influential item setL if:

P(yu,i = 1|snsu = 1, nfli = 1) = P(yu,i = 1|snsu = 0, nfli = 1) (6.1)

The criterion requires an equality between the probability that an influential item is selected in the top-k recom-
mendations for a sensitive user and the probability that the same item is selected in the recommendations for a
non-sensitive user.

To give an example of how this affects a real-world scenario, let us examine two different cases. First, consider a
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set of potentially aggressive sensitive users and a set of influential items composed of social pages about controver-
sial topics (e.g. weapons, alcohol). Then, assume to have a recommender system that tends to over-recommend
these types of item to sensitive users compared to the non-sensitive group. According to echo chamber theory, in
these circumstances, the system could influence the users, potentially making them even more aggressive. On the
contrary, a recommendation system that meets the diversity criterion in Eq. (6.1) would balance the distributions
of controversial items of potentially aggressive userswhile reducing the echo chamber effect. Second, consider a set
of potentially depressed sensitive users and assume to have a recommender system that tends to under-recommend
sets of favorable social pages (e.g., sports, support groups) to this group of users. In this case, the system under
normal circumstances could keep users in their depressive state without providing any kind of help. In contrast,
if it meets the diversity criterion, it could positively impact these people’s mental state. Indeed, the exposition to
positive stimuli (e.g., sports, social activities), could affect their emotional state and encourage them to engage in
activities (e.g., practicing sports, seeking social or clinical support) that promote their well-being, leading them
a step forward to get out of their depression condition. Note that while the diversity criterion in Eq. (6.1) may
be useful in some cases, it may not always be sufficient. Promoting an imbalanced item distribution to highly
sensitive users could bring greater benefits on their behavior. For highly depressed users, it might be desirable to
promote more favorable items compared to non-sensitive users. Conversely, for highly aggressive users, it might
be desirable to recommend even less controversial items. Therefore, in these cases, a more general formulation of
the previous criterion might be useful:P(yu,i = 1|snsu = 1, favi = 1) ≥ α

P(yu,i = 1|snsu = 1, coni = 1) ≤ β
(6.2)

with α > P(yu,i = 1|snsu = 0, favi = 1) as a lower bound on the probability of recommending favorable items
to sensitive users and β < P(yu,i = 1|snsu = 0, coni = 1) as an upper bound on the probability of recommending
controversial items. The recommender system that meets the diversity criterion in Eq. (6.2) is able to recommend
even fewer controversial items and even more favorable items to sensitive users compared to the non-sensitive
group. Note that α and β are defined in the range [0, 1]. Thus, by setting α = 0 or β = 1 it is possible to enforce
just one of the two constraints defined in the above equation. The algorithmic implementations we propose in
the next section will rely on the criteria in equations (6.1) and (6.2).

6.2 Algorithmic Approaches
In the following, we introduce the techniques designed to solve the problem introduced in Section 6.1. We took
inspiration from some existing methods used in the field of fairness and redesigned them to suit our context (see
Section 2.3.5.1 and Section 2.3.5.2).

6.2.1 CalibratingInfluential ItemDistributionofSensitiveUsers
We developed a first possible solution by modifying a well-known calibration approach [399]. The original algo-
rithm was designed to solve a class imbalance problem to reflect the full spectrum of ground truth interests of
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Figure 6.1: Behavior of Calibration and Re‐ranking for non‐sensitive users: the algorithms sort the predicted scores in
descending order and return the top‐k items.

the users in the recommendations. We redesigned the algorithm to calibrate the recommendations for each sensi-
tive user based on a target distribution of items from all non-sensitive users. A brief description of the proposed
approach follows based on the notation introduced in Section 6.1.2.

Given the categorical probability distribution g(Z|i) of categoriesZ for each item i, we define the distribution
g(Z|U \ S) over categoriesZ of the set of items recommended over all non-sensitive users as:

g(Z|U \ S) =
∑

u∈U\S
∑

i∈yu,k wi · g(Z|i)∑
u∈U\S

∑
i∈yu,k wi

(6.3)

where ai is a weight associated with item i that can be used to weight the distribution. Some possible choices to
define wi can be the predicted score x̂u,i, the position of item i in the ranking yu,k or others. For our experiments,
we weighed all items uniformly i.e., wi = 1. Then, we define the probability distribution h(Z|u ∈ S) over
categoriesZ of the set of items recommended to a single sensitive user as:

h(Z|u ∈ S) =
∑

i∈yu,k wi · g(Z|i)∑
i∈yu,k wi

(6.4)

For the sake of notation, in the following we omit the category and user dependence in the distributions g and h
if clear from the context.

We can now define an utility function (inspired by the one proposed by Steck [399]), to find the optimal set
y∗u,k of k items to recommend to the sensitive user (snsu = 1) as:

argmax
yu,k

(1− λ)
∑
i∈yu,k

snsu · x̂u,i − λ · kl(g || h) (6.5)

where λ ∈ [0, 1] is a regularization parameter. The algorithm optimizes the predicted interest while calibrating
the distribution (6.4) of each individual sensitive user tomake it as close as possible to the target distribution (6.3)
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Figure 6.2: Execution of Calibration (Algorithm 6.1) on a sensitive user: at each iteration (e.g., 5‐th iteration), it is evalu‐
ated which item to be added based on the utility function in Eq. (6.5) that considers the predicted score x̂u,i and the KL
divergence in Eq. (6.6).

defined over all non-sensitive users. The term kl(g || h) is the Kullback-Leiber divergence, defined to quantify the
distance between the two distributions as:

kl(g || h̃) =
∑
Z

g(Z|U \ S) log g(Z|U \ S)
h̃(Z|u ∈ S)

(6.6)

with h̃(Z|u ∈ S) = (1−ε) ·h(Z|u ∈ S)+ε ·g(Z|U \S) and ε = 0.01 as an approximation of the distribution
h(Z|u ∈ S) to avoid that the KL function diverges when h(Z|u ∈ S) = 0 and g(Z|U \ S) > 0.

The problem is solved with a greedy approach that operates as follows (Algorithm 6.1). For each user: if the
user is non-sensitive, the algorithm sorts the predicted scores in descending order and returns the top-k items
(Figure 6.1); if the user is sensitive, the algorithm returns a set of k items by exploiting an iterative procedure,
depicted in Figure 6.2 and described in the following.

For any sensitive user, the algorithm starts from an empty set y∗u,k ← ∅ (line 14) and iteratively adds items until
a set of the required size is obtained (line 15). At each iteration, for each item j : j ∈ I, j /∈ y∗u,k the algorithm
computes the KL divergence in Eq. (6.6) between the distribution hy′u(Z|u ∈ S) of the set y

′

u = y∗u,k ∪ j and the
distribution g(Z|U \ S) of the top-k items of all non-sensitive users (line 21). The algorithm then adds the item
jbest to y∗u,k (line 29) that maximizes the objective function in Eq. (6.5) (line 22).

In Figure 6.2 we provide an illustrative example of the execution of the Calibration algorithm on a sensitive
user to obtain a list of 10 items. We focus on the 5-th iteration. For each item j : j ∈ I, j /∈ y∗u,k the algorithm
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Algorithm 6.1 Calibration
1: Input:
2: u: user identifier;
3: S : set of sensitive users;
4: x̂u: scores predicted by the backbone model for user u;
5: g(Z|U \ S): categorical distribution of recommended items over all non-sensitive users;
6: γ: objective function regularization parameter;
7: k: number of items to be recommended;
8: Output:
9: y∗u,k: top-k items to recommend to user u;
10: Procedure:
11: if u /∈ S
12: return argsort(x̂u, order = descending)[0 : k]
13: else
14: y∗u,k ← ∅
15: while |y∗u,k| < k
16: objbest ← − inf
17: jbest ← −1
18: for j ∈ x̂u.items
19: if j ̸∈ y∗u,k
20: y′

u ← y∗u,k ∪ j
21: kly′u ← kl(g || hy′u)
22: obj← (1− λ)

∑
i∈y′u

snsu · x̂u,i − λ · kly′u
23: if obj > objbest
24: objbest ← obj
25: jbest ← j
26: end if
27: end if
28: end for
29: y∗u,k ← y∗u,k ∪ jbest
30: end while
31: return y∗u,k
32: end if
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defines the set y′

u = {i32, i44, i29, i67, j}. Thus, the algorithm first calculates the KL divergence between the set
y′

u and the top-k items of the set of non-sensitive users and then the objective function. Item i13 is added to y∗u,k
because it’s the one that maximizes the value of the objective function.

6.2.2 RecommendingInfluential ItemstoSensitiveUsersUnder
Constraints

Another simple yet effective solution was designed taking inspiration from a well-known methodology in the lit-
erature on fairness [142, 466]. The original algorithm aimed to eliminate discrimination in rankings by achieving
demographic parity through fairness constraints. The algorithm we propose allows to determine the list of top-k
items thatmaximize the expected value of sensitive users recommendations under constraints on the percentage of
controversial and favorable items. Below is a brief description of the proposedmethodology based on the notation
defined in Section 6.1.2.

The list of top-k items yu,k recommended to the sensitive user (su = 1) satisfies the diversity constraint in
Eq. (6.2) if: 

∑
i∈yu,k

snsu·favi
k ≥ α∑

i∈yu,k
snsu·coni
k ≤ β

(6.7)

where α and β in the range [0, 1] are, respectively, a lower and an upper bound on the percentage of favorable and
controversial items allowed in the top-k list.

The optimization problemwe propose aims to find the optimal set y∗u,k of k items thatmaximizes the predicted
value for the sensitive user:

argmax
yu,k

∑
i∈yu,k

snsu · x̂u,i (6.8)

subject to the constraints in Eq. (6.7).

The problem is solved with an efficient greedy algorithm that works as follows (Algorithm 6.2). As for the
previous approach: if the user is non-sensitive, the algorithm returns the k items with the highest predicted scores
(Figure 6.1); if the user is sensitive, the algorithm exploits an iterative procedure to determine the set of top-k items
(Figure 6.3).

For each sensitive user, the algorithm starts from an empty set y∗u,k ← ∅ (line 14) and sorts the items according
to the predicted scores x̂u in descending order (line 15). The algorithm then cycles through the ordered list x̂sortedu

(line 16). At each iteration the item j that matches the constraints in Eq. (6.7) (lines 18-19) is addeed to the set
y∗u,k (line 21) until a list of the required size is obtained.

In Figure 6.3 we provide an illustrative example of the execution of the Re-ranking algorithm on a sensitive
user to obtain a list of 10 items. In the first 6 iterations, the algorithm adds the items in order of predicted scores
because they all match the constraints in Eq. (6.7). In the 7-th iteration, the algorithm discards the controversial
item i2 because it does not match the constraint β = 0 and replaces it with the next item i56. Finally, at the 10-th
iteration, the algorithm discards the non-influential item i65 because it does not match the constraint α ≥ 0.2
and replaces it with the next available favorable item i59.
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Figure 6.3: Execution of Re‐ranking (Algorithm 6.2) on a sensitive user: after sorting the items according to the predicted
scores in descending order, at each iteration the algorithm adds the item that matches the constraints in Eq. (6.7) until a
list of k items is obtained.

Algorithm 6.2 Re-ranking
1: Input:
2: u: user identifier;
3: S : set of sensitive users;
4: x̂u: scores predicted by the backbone model for user u;
5: α: minimum percentage of favorable items allowed;
6: β: maximum percentage of controversial items allowed;
7: k: number of items to be recommended;
8: Output:
9: y∗u,k: top-k items to recommend to user u;
10: Procedure:
11: if u /∈ S
12: return argsort(x̂u, order = descending)[0 : k]
13: else
14: y∗u,k ← ∅
15: x̂sortedu ← sort(x̂u, order = descending)
16: for j ∈ x̂sortedu .items
17: if |y∗u,k| < k
18: constraintα ← ((favj +

∑
i∈y∗u,k

snsu · favi)/k ≥ α)
19: constraintβ ← ((conj +

∑
i∈y∗u,k

snsu · coni)/k ≤ β)
20: if constraintα ∧ constraintβ
21: y∗u,k ← y∗u,k ∪ j
22: end if
23: else
24: return y∗u,k
25: end if
26: end for
27: end if

116



6.2.3 Combining DifferentMethods for Influential Items Rec-
ommendation

In the previous section, we presented two algorithms for recommending influential items for sensitive users. As it
will be detailed in Section 6.4, it is difficult to decide a-priori which algorithmwill performbest on a given problem
setting. A possible approach to relieve a user from the need to select a single algorithm is to develop a technique
that can automatically combine multiple strategies.

A solution for combining different approaches to recommend influential items to sensitive users together was
designed by taking inspiration from the literatures of hybrid recommenders [63] and rank fusion [253]. The
former is a branch of recommender systems research [55, 374] that deals with combining the outputs of different
recommenders to achieve greater performance. The latter, on the other hand, is a branch of information retrieval
research [292] related to that of recommenders concernedwithmixing the ranks generated by different IR systems.
The algorithm we propose is inspired by the classes of algorithms implemented in these literatures to determine
the best rank generated from a set of different rankers. Below is a brief description of the proposed methodology
based on the notation defined in Section 6.1.2.

LetR be a set of rankers that can be applied to recommend y′u,k lists of items to sensitive users (e.g., exploiting
Algorithm 6.1 or Algorithm 6.2). LetAIR* be ametric indicating the percentage of influential items in any yk list
of k recommended items. The optimization problem we propose aims to find the optimal set y∗u,k of k items that
minimize the deviation inAIR between the recommendations for the single sensitive user u ∈ S and those for all
non-sensitive users belonging to the set U \ S :

argmin
y′u,k

|AIR(y′u,k)− AIR(yU\S,k)| (6.9)

The problem can be solved by the following iterative greedy algorithm (Algorithm 6.3). First, the recommen-
dations for non-sensitive users y∗U\S,k are determined by sorting the predicted scores X̂U\S in descending order
and selecting the top-k items for each user (line 10).

Then, starting with an empty matrix y∗S,k ← ∅ the algorithm proceeds by iterating the following steps for
each sensitive user (line 12). Different candidate lists y′u,k are generated (line 16) from a set R of rankers (line
15). For each of the candidate lists, the corresponding |ΔAIR@k|′ (line 17) is calculated based on: the AIR that
would be obtained if the list y′u,k is added to the recommendations already selected for sensitive users at the current
iteration; the AIR of recommendations for non-sensitive users. Then, the candidate list ybestu,k that minimizes the
|ΔAIR@k|′ (line 20) is selected and added to y∗S,k (line 23). Finally, the algorithm returns y∗U\S,k ∪ y

∗
S,k joining the

recommendations for sensitive and non-sensitive users (line 25).

Note that by design, since the algorithm is incremental, for the first few iterations the term AIR(y∗S,k ∪ y′u,k)
used to compute |ΔAIR@k|′ (line 17), tends to vary because it is influencedmore by the rank of the individual user
y′u,k than the rank of all sensitive users y∗S,k. However, as the number of sensitive users processed increases, y∗S,k
has more weight in the calculation and consequently |ΔAIR@k|best tends to stabilize and decrease.

*Wewill define this metric later in the paper in Section 6.3.2 devoted to experimental evaluation.
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Algorithm 6.3 Combination
1: Input:
2: U : set of all users;
3: S : set of sensitive users;
4: X̂: scores predicted by the backbone model for all users;
5: R: set of rankers to be combined;
6: k: number of items to be recommended;
7: Output:
8: y∗k : top-k items to recommend to all users;
9: Procedure:
10: y∗U\S,k ← argsort(X̂U\S , order = descending)[0 : k]
11: y∗S,k ← ∅
12: for u ∈ S
13: |ΔAIR@k|best ← + inf
14: ybestu,k ← ∅
15: for ranker ∈ R
16: y′u,k ← ranker(x̂u)
17: |ΔAIR@k|′ ← |AIR(y∗S,k ∪ y′u,k)− AIR(y∗U\S,k)|
18: if |ΔAIR@k|′ < |ΔAIR@k|best
19: |ΔAIR@k|best ← |ΔAIR@k|′
20: ybestu,k ← y′u,k
21: end if
22: end for
23: y∗S,k ← y∗S,k ∪ ybestu,k
24: end for
25: return y∗U\S,k ∪ y∗S,k
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Figure 6.4: The myPersonality dataset [244, 315, 358] distribution of user Big Five personality traits.

6.3 Experimental Setting
In this section we introduce our experimental setting, discussing the dataset used and the evaluation metrics.

The experiments were deployed on Google Cloud Platform instances running Debian 10 OS equipped with
8 vCPUs and 64 GBRAM optimized with the TensorFlow Enterprise 2.3 environment and accelerated with the
Intel® MKL-DNN/MKL library. The experiments have been coded in Python 3.9.7 and are based on the Rec-
Torch 0.9.0 [357] and the Scikit-learn 1.0.2 [352] libraries. AnNVIDIATesla T4GPUwas used for experiments
with variational autoencoders [270].

6.3.1 Data Preparation
One of themost famous datasets that has been collectedwith the aim of studying the relationship between person-
ality and activity in social networks ismyPersonality* [244, 315, 358]. Many studies on user personality informa-
tion in recommender systems are based on this dataset (see Section 6.1.1). The dataset contains data from about
4.3 millions of Facebook users who contributed to psychological research between 2007 and 2012 by filling out
a personality questionnaire through a social application. In particular, the dataset contains personal information
of anonymized users (e.g., gender, age, etc.), information about their activities on Facebook, personality traits,
and other psychological information. Personality data were collected through a 20-itemmini-IPIP questionnaire
[118] that allows the determination of the Big Five personality traits. According to themain standards, the person-
ality traits of the users in the dataset are represented as a value defined in a range [1, 5] for each trait. Information
is also present in discrete form. Each variable can be associated with a value in the set {Low,Medium,High} ac-
cording to threshold criteria indicating the influence of each trait. In addition, the dataset contains information
about which Facebook pages the user likes. These data were collected in the form of a topical decomposition of
the users resulting from a 600-componentLatentDirichlet Allocation (LDA) where each user was treated as a doc-
ument containing the words from its own dictionary of likes. Such LDA [54] is a well-known probabilistic topic
modeling technique in natural language processing that allows to represent a document from a set of underlying
topics. The model is based on a two-step Bayesian generative process where each document is considered as a set
of words that combined together compose one or more subsets of latent topics, each of which is characterized
by a particular word distribution. In the dataset, each LDA topic is represented by a set of 5 distinct pages and
the user’s preference for the topic is expressed through a value in the range [0, 1]. The same page can be found

*http://mypersonality.org/
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on multiple topics. Each user can thus be represented by a weighted combination of topics, the interpretation
of which may indicate a particular taste in films and music groups, sexual and religious orientation, or a political
view. The dataset contains a total of 4,282,857 users and 6,171,599 pages.

For the experiments we present in the following sections, we considered a subset containing all the users of the
dataset that have associated theBigFivepersonality traits and the informationof thepages theuser likes in theLDA
format. Moreover, since the same pages could be found multiple times in different LDA topics, we decomposed
the topics into individual pages through an averaging operation. As a result, we obtained a subset of 92,255 users
and 1,836 pages. The distribution of the Big Five personality traits of the users is reported in Figure 6.4. As we
can see, for each personality trait, there are three subsets indicating the influence of the trait (low vs. medium
vs. high). The criteria defining the membership of the subset are variable according to the trait. For example,
when comparing Openness and Neuroticism we observe that the range indicating a low trait influence is wider
for Openness while the range indicating a high trait influence is wider for Neuroticism. Generally, it would also
appear that for each trait, the subset indicating a low trait influence receives fewer users than the subset indicating
a medium or high influence.

6.3.2 EvaluationMetrics

We evaluated the relevance of recommendations using the well-knownNormalized Discounted Cumulative Gain
(NDCG@k) [220] defined in Section 2.2.3. Moreover, we employed two other metrics, i.e., Average Influential
Ratio (AIR@k) and Sensitive ImBalance (SIB@k), tomeasure other aspects of recommendations according to the
goals of the problem we defined in Section 6.1. We define AIR@k and SIB@k below.

In particular, we exploited AIR@k as a measure of the number of influential items in user recommendations.
The AIRu@k for the user u can be defined as:

AIRu@k =
1
k
∑
i∈yu,k

nfli (6.10)

and the overall AIR@k is given by the average of AIRu@k on all users of the test set.
Moreover, we used SIBi@k as an item-level measure that indicates how frequently certain items are recom-

mended on average to sensitive users compared to non-sensitive ones. We use this metric exclusively to pro-
vide an interpretation of the pages recommended the most and least frequently. SIBi@k was developed by re-
purposing a widely adopted metric in the field of fairness to suit our context, that is, Non-Parity Unfairness
(NP) [462]. Let 1

|S|
∑

u∈S bin(x̂u,i) be the average predicted score of item i from the sensitive user group and
1

|U\S|
∑

u∈U\S bin(x̂u,i) the average predicted score from the non-sensitive one with bin(x̂u,i) = 1 if i ∈ yu,k as
a binarization function. Binarization has been used to normalize the predicted scores of different recommender
systems. Thus, SIBi@k for item i can be calculated as:

SIBi@k =
1
|S|
∑
u∈S

bin(x̂u,i)−
1

|U \ S|
∑
u∈U\S

bin(x̂u,i) (6.11)

The results of the experiments are reported by aggregating all the metrics by user group and item set.
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6.4 Experimental Results
In this section, we present the results of applying the algorithmic approaches presented in Section 6.2 for the
problem described in Section 6.1 on two real-world case studies.

• In the first experiment (Section 6.4.1) we first checked if the Big Five personality information was present
in the LDA-format pages associatedwith the users and thenwe gave a preliminary interpretation by study-
ing the most correlated pages with the various personality traits. Although the literature seemed to con-
firm the initial hypothesis [282], we preferred to verify it. This was done because our dataset, unlike those
used in previous studies, was based onLDA-format pages and had a lower number of available data points.
The most correlated pages were used to select the influential item sets used in the next experiment.

• In the second experiment (Section 6.4.2) we studied the performance of recommender systems based on
two different case studies: recommend favorable items to potentially depressed users and recommend
controversial items to potentially aggressive users. The subsets of users were selected based on the Big Five
personality traits most correlated with the depressive disorders and aggressive behaviors described in Sec-
tion 6.1.1. Item sets have been selectedmanually from themost correlated pages identified in the previous
experiment according to the topic of the page (e.g. sports, hobbies, weapons, alcohol, and others).

• In the third experiment (Section 6.4.3), given the tendency of SLIM and Mult-VAE to over-recommend
controversial items and under-recommend favorable items, we exploited the algorithms proposed in Sec-
tion 6.2.1 and 6.2.2 to improve the recommendations for sensitive users and we measured the variations
in performance.

• In the fourth experiment (Section 6.4.4), we compare the results obtained from the calibration and re-
ranking approachesproposed inSection6.2with the algorithms fromthediversity literature (Section2.3.5.1).

• In the fifth experiment (Section 6.4.5), we explore the results obtained from the proposed combination
approach presented in Section 6.2.3, that combines the outputs of different rankers.

We used two representative state-of-the-art recommendation algorithms as backbones to generate recommen-
dations, i.e., SLIM (see Section 2.2.5.4) andMult-VAE (see Section 2.2.5.6).

6.4.1 PreliminaryAnalysisofRecommendationtoSensitiveUsers
In this section, we present the results from an experiment designed to evaluate if LDA users’ preferences are pre-
dictors of Big Five personality traits. In addition, we give a preliminary interpretation of the pages that are most
and least correlated with each personality trait.

The experiment was carried out using the following methodology. We randomly split the dataset into train-
ing and test sets (80% / 20%). For each personality trait, we trained Lasso [187] to predict the personality score
from users’ LDA preferences. We performed a 5-fold grid search cross-validation on the training set to find the
best hyperparameters of the model by optimizing theRootMean Square Error (RMSE) [187]. The search space
for Lasso was defined by exploring its regularization coefficient in the [−6,−2] logarithmic range. Subsequently,
Lasso was re-trained for each personality trait in the full training set with the hyperparameters found in the previ-
ous step and RMSE was evaluated in the test set. We then exploited the w coefficients of the fine-tuned models
to give a qualitative evaluation of the most and least predictive pages for each trait. In the following, we discuss
the results obtained.
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Figure 6.5: The averageRMSE and the corresponding number of non‐zerow coefficients of Lasso along the cross‐
validation search space divided by Big Five personality trait.

Metric Openness Conscientiousness Extraversion Agreeableness Neuroticism

RMSE 0.6096 0.6979 0.7703 0.6836 0.7828
∥w∥0 1,100 954 964 966 952

Table 6.2: The RMSE and the corresponding number of non‐zerow coefficients of Lasso evaluated on the test set divided
by Big Five personality trait.

In Table 6.2 we report the results for the fine-tuned models evaluated in the test set. Results indicate that it is
particularly difficult to predict Neuroticism and Extraversion. Openness is associated with higher performance,
while Conscientiousness and Agreeableness show intermediate results. In Figure 6.5 we show the averageRMSE
along the cross-validation search space and the corresponding number of non-zerow coefficients (∥w∥0) for the
different Big Five personality traits. As expected for all the personality traits the averageRMSE is increasing as the
number of non-zero coefficients decreases until a saturation point is reached. The results are in line with those
presented by Liu et al. (2016) [282] where, differently from our work, LDA topics are defined on Facebook user
status updates.

In Table 6.3 we show the pages most positively and negatively associated with each personality trait according
to the w coefficients of the models fine-tuned with the experimental procedure described above. Analyzing the
results, we can see that interests in acting, drawing, philosophy and poetry are positively associatedwithOpenness
and can be interpreted as indicators of creativity and curiosity. TV shows such as Survivor and Cake Boss, on the
other hand, are negatively associated and can be interpreted as indicators of commonplaces and narrow interests.
Regarding conscientiousness, some positively associated interests are Cappex.com andQuikTrip or sports such as
running that may be indicators of organization, reliability, and self-control. Interests in marijuana, manga, and
video games such asThe Sims 3 are negatively related and canbe interpreted as a symptomof irresponsibility. Some
of the positive associations with Extraversion are dancing and acting, brands likeVictoria’s Secret or singers likeLil
Wayne,Rihanna andMichael Jackson, these may be interpreted as indicators of socialization, energy and activity.
Interests in anime,manga, and video games likeThe Sims 3 andZynga, on the other hand, are negatively associated
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Openness Conscientiousness Extraversion Agreeableness Neuroticism

Score Page Score Page Score Page Score Page Score Page

7.32 Acting 8.94 Running 13.25 Dancing 8.21 The Bible 6.02 Alice inWonderland
6.04 Philosophy 3.63 Cappex.com 7.79 Acting 5.36 Toy Story 5.07 Juno
5.27 Drawing 3.57 Grey’s Anatomy 7.61 Victoria’s Secret Pink 3.99 Camping 4.72 Pedigree Adoption
4.99 Writing Poetry 3.04 Criminal Minds 7.36 Lil Wayne 3.00 Friendship 4.36 Glass
4.00 The Princess Bride 2.89 Jesus Daily 5.26 Superbad 2.74 Everything 3.99 The Sims 3
3.88 Singing 2.77 Cooking 4.49 Everything 2.57 Cuddling 3.70 Hot Topic
3.77 The Alchemist 2.70 HGTV 3.90 Wiz Khalifa 2.49 Chris Tomlin 3.49 Evanescence
3.64 The Boondocks 2.65 QuikTrip 3.86 DJ Pauly D 2.31 Hiking 3.25 My Chemical Romance
3.45 Learning 2.65 Victoria’s Secret 3.50 Rihanna 2.31 God 3.14 The Vampire Diaries
3.44 Astrology 2.61 Camping 3.49 Michael Jackson 2.27 Chase Community 3.04 Twilight
… … … … … … … … … …

-2.55 Everybody Loves Raymond -2.57 Glass -3.78 Everybody Loves Raymond -2.09 Paintball -2.87 The Patriot
-2.56 Cake Boss -2.58 Hot Topic -3.82 Anime -2.25 Animal Farm -2.99 Michael Jordan
-2.62 The Notebook -3.20 Billy Mays -4.01 Linkin Park -2.32 Natalie Portman -2.99 Everything
-2.63 Sports -3.22 The Sims 3 -4.05 StumbleUpon -2.54 Halloween -3.04 Hip hop music
-2.69 Hockey -3.35 Manga -4.10 The Sims 3 -2.55 Kim Kardashian -3.84 Sports
-2.74 BuffaloWildWings -3.49 My Phrases -4.39 Manga -2.69 Best Quotes -3.85 Soccer
-2.91 Paintball -3.64 Marijuana is Safer -4.81 Alice inWonderland -2.74 Alice inWonderland -4.29 Running
-3.05 Texas Hold’em Poker -3.64 Food -5.13 Evanescence -2.79 Scarface -4.39 Superbad
-3.16 Dr Pepper -3.91 Social Interview -5.47 Zynga RewardVille -2.90 Urban Dictionary -4.58 Hiking
-3.79 Survivor -5.07 RayWilliam Johnson -7.66 NCIS -3.39 MarilynManson -5.03 Snowboarding

Table 6.3: The LDA pages associated with the top‐10 highest and lowest values of L1 coefficients divided by Big Five
personality trait.

and can be indicators of shyness and introversion. As for Agreeableness, positively associated interests are Bible,
God, friendship, and cuddling,which canbe interpreted as indicators of kindness, generosity, and affection. Sports
like paintball,movies like Scarface and singers likeMarilynManson are negatively related and canbe interpreted as
indicators of cruelty, harshness, and coldness. Finally, as for Neuroticism, positive associations can be found with
singers such as Evanescence andMy Chemical Romance, TV shows such as The Vampire Diaries and films such
as Alice in Wonderland. These associations can be interpreted as symptoms of tension, anxiety, and moodiness.
On the other hand, sports such as running, soccer, snowboarding, and hiking are negatively correlated and can be
interpreted as indicators of emotional stability and control.

6.4.2 Analysis of Influential Items Recommendations to Sensi-
tive Users

In this section, we study the performance of recommender systems for two different case studies. We also give an
interpretation of the pages that the algorithms recommend most and least frequently.

As a preliminary step, we created a binary user-item interaction matrix from the dataset presented in Sec-
tion 6.3.1. For the experiments, we considered the top-kLDApages for each user as a binary ratingmeasure. This
procedure was performed because the RecTorch library recommendation algorithms [357] did not accept real
numbers as input, but only binary ratings*. After some empirical tests aimed at selecting only the most relevant
pages for 92,255 users, we chose k = 100 obtaining a total of 9,225,500 ratings.

Then, we selected two subsets of users from the dataset by filtering their Big Five personality profile. Poten-
tially depressed and potentially aggressive users were selected, respectively, based on the correlation of personality
traits with depressive disorders and aggressive behaviors discussed in Section 6.1.1. The subset of potentially de-

*This will be discussed in more detail in Section 6.5.
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Case Study Sensitive Non-Sensitive

Depression 1,403 (1.52 %) 90,852 (98.48 %)
Aggression 5,904 (6.40 %) 86,351 (93.60 %)

Table 6.4: The dataset distribution of sensitive and non‐sensitive users divided by case study.

Case Study Item Set Sensitive Non-Sensitive

Depression Influential 3,138 (2.24 %) 316,451 (3.48 %)
Non-Infl. 137,162 (97.76 %) 8,768,749 (96.52 %)

Aggression Influential 55,554 (9,41 %) 683,124 (7,91 %)
Non-Infl. 534,846 (90,59 %) 7,951,976 (92,09 %)

Table 6.5: The dataset distribution of influential and non‐influential items in the ground truth preferences of sensitive and
non‐sensitive users divided by case study.

pressed users was defined considering users with highNeuroticism, low Extraversion, and lowConscientiousness
[247]. The subset of potentially aggressive users was defined by considering users with highNeuroticism and low
Agreeableness [38]. For the results we present below, we will refer to both subsets of users as sensitive users, while
the rest of the users will be defined as non-sensitive. Next, two subsets of items, favorable and controversial, re-
spectively, were manually selected from the available pages based on an analysis of the topics of the pages. Items
were chosen arbitrarily by selecting some of the most correlated pages identified in the previous experiment. This
choice is meant to be illustrative of our experiments, but in real-world applications it must be regulated according
to well-defined criteria. The subset of favorable items was selected from pages related to sports, sports teams, fa-
mous sportsmen, and sports channels. The subset of controversial items was selected instead from pages related
to violent sports, war games, alcoholic drinks, and death metal bands. For the results that follow, we will refer to
both subsets of items as influential items while the rest of the items will be defined as non-influential items. Next,
we studied the performance of two recommenders where items are the pages, for two different case studies. In the
first case, we will study the recommendation of favorable items to potentially depressed users, while in the second
case, we will study the recommendation of controversial items to potentially aggressive users. The distribution
of sensitive users is shown in Table 6.4. The set of potentially aggressive users is higher than the set of potentially
depressed users compared to the total: 6.40% of 92,255 instead of 1.52%. The distribution of influential items
in ground truth user preferences is shown in Table 6.5. Potentially depressed users tend to put fewer likes on fa-
vorable item pages compared to the non-sensitive group: 2.24% instead of 3.48%. Instead, potentially aggressive
users tend to put more likes on controversial item pages than the non-sensitive group: 9.41% compared to 7.91%.

The experimental methodology proceeds as follows for each of the two case studies presented above. We ran-
domly split the dataset vertically on the users into training and test sets (60% / 40%). In the vertical split pro-
cedure, users who appear in the training set are not included in the test set. The proportion of sensitive users
in both sets was balanced using a stratification procedure. We used 20% of the items per user in the test set as
known ratings to avoid cold-start, and the remaining 80% to compute themetrics. We trained two state-of-the-art
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Depression Aggression

SLIM Mult-VAE SLIM Mult-VAE

Score Page Score Page Score Page Score Page

0.0728 Naruto Shippuuden 0.1111 Naruto Shippuuden 0.0358 Seether 0.0367 Nine Inch Nails
0.0721 Bleach 0.0936 Vocaloid 0.0306 Dimebag Darrell 0.0350 Seether
0.0709 Patrick Star 0.0936 Naruto 0.0290 Metallica 0.0339 Pantera
0.0698 Daft Punk 0.0912 Gaia Online 0.0287 Superbad 0.0338 Breaking Benjamin
0.0635 deadmau5 0.0882 zOMG! 0.0286 Evanescence 0.0326 Godsmack
0.0582 Courage Wolf 0.0880 deviantART.com 0.0259 Linkin Park 0.0319 Tool
0.0560 Naruto 0.0842 Avenged Sevenfold 0.0248 Stephen King 0.0306 Slipknot
0.0557 PlayStation 0.0827 Manga 0.0243 Nine Inch Nails 0.0302 Fight Club
0.0556 The Colbert Report 0.0704 Korn 0.0236 Nirvana 0.0290 Dimebag Darrell
0.0554 Linkin Park 0.0696 Bleach 0.0233 Shawshank Redemption 0.0290 Korn
… … … … … … … …
-0.0517 BuffaloWildWings -0.0628 Forever 21 -0.0277 Lance Armstrong -0.0265 Gucci Mane
-0.0521 H&M -0.0646 Alicia Keys -0.0283 I love SLEEP -0.0267 Movies
-0.0538 Rihanna -0.0662 Wiz Khalifa -0.0285 Basketball -0.0271 Unlimited Texting
-0.0559 Nicki Minaj -0.0685 T.I. -0.0292 Social Interview -0.0273 Running
-0.0572 Family Feud -0.0715 Family Feud -0.0300 Movies -0.0283 I Hate Mosquitos
-0.0579 Chick-fil-A -0.0765 Eminem -0.0305 Volleyball -0.0292 Softball
-0.0624 Basketball -0.0816 Victoria’s Secret -0.0317 I Hate Mosquitos -0.0325 The Bible
-0.0642 Victoria’s Secret -0.0828 Drake -0.0354 Starbucks -0.0332 Bible
-0.0686 Eminem -0.0829 Nicki Minaj -0.0360 Soccer -0.0357 Sports
-0.0753 T.I. -0.0928 Victoria’s Secret Pink -0.0380 The Bible -0.0366 Soccer

Table 6.6: The LDA pages associated with the highest and lowest SIBi@100 divided by case study and backbone recom‐
mender system.

recommendation algorithms to predict the top-{10, 25, 50, 75, 100}* items for each user. Respectively, SLIM
(see Section 2.2.5.4), and Mult-VAE (see Section 2.2.5.6) were selected to investigate both linear and deep learn-
ing based approaches. We performed a vertical stratified 5-fold grid search cross-validation on the training set to
find the best hyperparameters of the models by optimizing NDCG. The search space for SLIM was defined by
exploring χ in {10−2, 10−3, 10−4, 10−5} and ω in {10−2, 10−3} as introduced in Eq. (2.21). As for Mult-VAE
we set the batch size to 512, the annealing steps to 10,000, the ψ regularizer introduced in Eq. (2.23) to 0.2, and
we train for 100 epochs, selecting the model with the best validationNDCG while searching for different neural
architectures in {n-100-n, n-200-n, n-400-n, n-200-100-200-n, n-400-200-400-n}with n as the total number of
items. We then re-trained the models on the full training set with the hyperparameters found in the previous step
and evaluatedNDCG@k, AIR@k and SIB@k on the test set (see Section 6.3.2).

In Table 6.7 we report the results of various experiments divided by case study (i.e., depression, aggression),
backbone recommender system (i.e., SLIM, Mult-VAE), algorithmic approach used (i.e., backbone, diversifica-
tion, re-ranking and calibration), best selected hyperparameter, and number of k recommended items. In addition
to the NDCG@k (overall, sensitive and non-sensitive) and AIR@k (sensitive and non-sensitive), we also report
the absolute difference in AIR@k between sensitive and non-sensitive user groups (|ΔAIR@k|) and the absolute
percentage difference |ΔAIR@k%| = |ΔAIR@k|

|ΔAIR@k|bkb calculated between the |ΔAIR@k| and its corresponding backbone
value |ΔAIR@k|bkb. As can be observed, in both case studies, SLIM shows superiorNDCG@k performance com-
pared toMult-VAEboth overall andmeasured in the sensitive and non-sensitive user groups for the different top-k
settings. Moreover, AIR@k results indicate a tendency for all algorithms to over-recommend controversial items
to potentially aggressive users and to under-recommend favorable items to potentially depressed users compared
to the non-sensitive groups.

*The choice to use top-{10, 25, 50, 75, 100} setting for evaluation is compliant with other work proposing
recommender systems based on myPersonality [315, 358] and with Steck’s original work [399].
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NDCG@k AIR@k

Case Study Backbone k Approach Hyper Overall Sensitive Non-Sensitive Sensitive Non-Sensitive |ΔAIR@k| |ΔAIR@k%|

Depression

SLIM

10
Backbone - 0.8558 0.8726 0.8556 0.0185 0.0318 0.0133 -
Diversification η = 0.10 0.8535 0.8705 0.8532 0.0362 0.0544 0.0044 33.08 %
Re-ranking α = 0.00 0.8558 0.8726 0.8556 0.0185 0.0318 0.0133 100.00 %
Calibration λ = 0.60 0.8558 0.8694 0.8556 0.0316 0.0318 0.0002 1.50 %

25
Backbone - 0.7590 0.7742 0.7588 0.0290 0.0419 0.0129 -
Diversification η = 0.10 0.7584 0.7739 0.7581 0.0365 0.0509 0.0054 41.86 %
Re-ranking α = 0.04 0.7590 0.7708 0.7588 0.0518 0.0419 0.0099 76.74 %
Calibration λ = 0.60 0.7590 0.7722 0.7588 0.0419 0.0419 0.0000 0.00 %

50
Backbone - 0.8290 0.8408 0.8288 0.0315 0.0454 0.0139 -
Diversification η = 0.20 0.8288 0.8407 0.8286 0.0383 0.0554 0.0071 51.08 %
Re-ranking α = 0.04 0.8290 0.8399 0.8288 0.0510 0.0454 0.0056 40.29 %
Calibration λ = 0.90 0.8290 0.8399 0.8288 0.0413 0.0454 0.0041 29.50 %

75
Backbone - 0.8476 0.8583 0.8474 0.0325 0.0463 0.0138 -
Diversification η = 0.30 0.8475 0.8580 0.8473 0.0413 0.0567 0.0050 36.23 %
Re-ranking α = 0.02 0.8476 0.8583 0.8474 0.0425 0.0463 0.0038 27.54 %
Calibration λ = 0.99 0.8476 0.8572 0.8474 0.0436 0.0463 0.0027 19.57 %

100
Backbone - 0.8572 0.8694 0.8570 0.0334 0.0457 0.0123 -
Diversification η = 0.40 0.8571 0.8693 0.8569 0.0419 0.0555 0.0038 30.89 %
Re-ranking α = 0.03 0.8572 0.8692 0.8570 0.0440 0.0457 0.0017 13.82 %
Calibration λ = 0.99 0.8572 0.8689 0.8570 0.0446 0.0457 0.0011 8.94 %

Mult-VAE

10
Backbone - 0.6980 0.7028 0.6979 0.0219 0.0361 0.0142 -
Diversification η = 0.20 0.6905 0.6984 0.6903 0.0546 0.0832 0.0185 130.28 %
Re-ranking α = 0.00 0.6980 0.7028 0.6979 0.0219 0.0361 0.0142 100.00 %
Calibration λ = 0.80 0.6979 0.6998 0.6979 0.0348 0.0361 0.0013 9.15 %

25
Backbone - 0.6127 0.6247 0.6125 0.0235 0.0425 0.0190 -
Diversification η = 0.20 0.6116 0.6246 0.6114 0.0350 0.0613 0.0075 39.47 %
Re-ranking α = 0.04 0.6127 0.6226 0.6125 0.0522 0.0425 0.0097 51.05 %
Calibration λ = 0.99 0.6127 0.6214 0.6125 0.0399 0.0425 0.0026 13.68 %

50
Backbone - 0.6973 0.7040 0.6972 0.0271 0.0422 0.0151 -
Diversification η = 0.30 0.6969 0.7036 0.6968 0.0375 0.0569 0.0047 31.13 %
Re-ranking α = 0.02 0.6973 0.7032 0.6972 0.0380 0.0422 0.0042 27.81 %
Calibration λ = 0.99 0.6973 0.7026 0.6972 0.0348 0.0422 0.0074 49.01 %

75
Backbone - 0.7334 0.7465 0.7332 0.0278 0.0432 0.0154 -
Diversification η = 0.40 0.7331 0.7465 0.7329 0.0388 0.0570 0.0044 28.57 %
Re-ranking α = 0.04 0.7334 0.7462 0.7332 0.0417 0.0432 0.0015 9.74 %
Calibration λ = 0.99 0.7334 0.7459 0.7332 0.0359 0.0432 0.0073 47.40 %

100
Backbone - 0.7486 0.7626 0.7484 0.0272 0.0411 0.0139 -
Diversification η = 0.50 0.7484 0.7625 0.7482 0.0384 0.0550 0.0027 19.42 %
Re-ranking α = 0.03 0.7486 0.7619 0.7484 0.0425 0.0411 0.0014 10.07 %
Calibration λ = 0.99 0.7486 0.7622 0.7484 0.0339 0.0411 0.0072 51.80 %

Aggression

SLIM

10
Backbone - 0.8551 0.8547 0.8551 0.1008 0.0833 0.0175 -
Diversification η = 0.00 0.8551 0.8547 0.8551 0.1008 0.0833 0.0175 100.00 %
Re-ranking β = 0.20 0.8549 0.8525 0.8551 0.0859 0.0833 0.0026 14.86 %
Calibration λ = 0.90 0.8540 0.8381 0.8551 0.1000 0.0833 0.0167 95.43 %

25
Backbone - 0.7581 0.7603 0.7580 0.0953 0.0790 0.0163 -
Diversification η = 0.00 0.7581 0.7603 0.7580 0.0953 0.0790 0.0163 100.00 %
Re-ranking β = 0.20 0.7581 0.7592 0.7580 0.0887 0.0790 0.0097 59.51 %
Calibration λ = 0.99 0.7573 0.7469 0.7580 0.0800 0.0790 0.0010 6.13 %

50
Backbone - 0.8272 0.8303 0.8270 0.0809 0.0692 0.0118 -
Diversification η = 0.00 0.8272 0.8303 0.8270 0.0809 0.0692 0.0118 100.00 %
Re-ranking β = 0.12 0.8270 0.8283 0.8270 0.0703 0.0692 0.0011 9.32 %
Calibration λ = 0.99 0.8268 0.8242 0.8270 0.0694 0.0692 0.0002 1.69 %

75
Backbone - 0.8457 0.8497 0.8455 0.0773 0.0673 0.0100 -
Diversification η = 0.00 0.8457 0.8497 0.8455 0.0773 0.0673 0.0100 100.00 %
Re-ranking β = 0.02 0.8457 0.8488 0.8455 0.0681 0.0673 0.0008 8.00 %
Calibration λ = 0.99 0.8456 0.8471 0.8455 0.0693 0.0673 0.0020 20.00 %

100
Backbone - 0.8549 0.8557 0.8549 0.0751 0.0668 0.0083 -
Diversification η = 0.00 0.8549 0.8557 0.8549 0.0751 0.0668 0.0083 100.00 %
Re-ranking β = 0.10 0.8549 0.8553 0.8549 0.0671 0.0668 0.0003 3.61 %
Calibration λ = 0.99 0.8548 0.8544 0.8549 0.0697 0.0668 0.0029 34.94 %

Mult-VAE

10
Backbone - 0.6957 0.6938 0.6959 0.1088 0.0880 0.0208 -
Diversification η = 0.00 0.6957 0.6938 0.6959 0.1088 0.0880 0.0208 100.00 %
Re-ranking β = 0.20 0.6956 0.6916 0.6959 0.0864 0.0880 0.0016 7.69 %
Calibration λ = 0.99 0.6948 0.6800 0.6959 0.1000 0.0880 0.0120 57.69 %

25
Backbone - 0.6117 0.6152 0.6115 0.0982 0.0781 0.0202 -
Diversification η = 0.00 0.6117 0.6152 0.6115 0.0982 0.0781 0.0202 100.00 %
Re-ranking β = 0.20 0.6117 0.6147 0.6115 0.0864 0.0781 0.0083 41.09 %
Calibration λ = 0.99 0.6111 0.6060 0.6115 0.0798 0.0781 0.0017 8.42 %

50
Backbone - 0.6985 0.7035 0.6982 0.0947 0.0788 0.0158 -
Diversification η = 0.00 0.6985 0.7035 0.6982 0.0947 0.0788 0.0158 100.00 %
Re-ranking β = 0.14 0.6984 0.7023 0.6982 0.0772 0.0788 0.0016 10.13 %
Calibration λ = 0.99 0.6983 0.7000 0.6982 0.0801 0.0788 0.0013 8.23 %

75
Backbone - 0.7339 0.7367 0.7337 0.0922 0.0772 0.0149 -
Diversification η = 0.00 0.7339 0.7367 0.7337 0.0922 0.0772 0.0149 100.00 %
Re-ranking β = 0.14 0.7339 0.7364 0.7337 0.0772 0.0772 0.0000 0.00 %
Calibration λ = 0.99 0.7339 0.7355 0.7337 0.0801 0.0772 0.0029 19.46 %

100
Backbone - 0.7521 0.7548 0.7519 0.0878 0.0745 0.0133 -
Diversification η = 0.00 0.7521 0.7548 0.7519 0.0878 0.0745 0.0133 100.00 %
Re-ranking β = 0.13 0.7521 0.7542 0.7519 0.0751 0.0745 0.0006 4.51 %
Calibration λ = 0.99 0.7521 0.7545 0.7519 0.0794 0.0745 0.0049 36.84 %

Table 6.7: The overall, sensitive and non‐sensitiveNDCG@k, the sensitive and non‐sensitive AIR@k, the absolute dif‐
ference |ΔAIR@k| and the percentage difference |ΔAIR@k%| divided by case study, backbone recommender, algorithmic
approach, and number of k recommended items.
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Considering a representative example with k = 100, in Table 6.6 we show the pages associatedwith the highest
and lowest SIBi@100 for the different case studies and recommendation algorithms. As can be observed, anime
andmangapages such asNarutoorBleach are recommendedmost frequently to the groupofpotentially depressed
users. Sports such as basketball or singers such asAliciaKeys andEminem are less frequently recommended. As for
potentially aggressive users, heavymetal bands such as Seether and Slipknot are themost commonly recommended.
Sports such as volleyball, soccer, or religious pages about Bible or Jesus are recommended less frequently.

6.4.3 Analysis of Algorithms to Balance Influential Items in
Recommendation

Aswe observed in the previous experiment, SLIM andMult-VAE show a tendency to over-recommend controver-
sial items and under-recommend favorable items to sensitive users. Given this tendency, we exploited themethod-
ologies introduced in Section 6.2, respectively, to promote the recommendation of favorable items to potentially
depressed users and to discourage the recommendation of controversial items to potentially aggressive users. In
this section, we study the variations in performance resulting from the application of these procedures.

The experiment proceeds as follows. We used the procedure presented in Section 6.2.1, referred to as Calibra-
tionApproach, to calibrate the recommendations for both groups of sensitive users based on the itemdistributions
of the non-sensitive user groups. For the experiments, we varied the regularization coefficient λdefined inEq. (6.5)
in the range [0, 0.99] to balance the distributions of the recommended items until they converge with the target
distribution. We then compared the results with those obtained from the application of the procedure introduced
in Section 6.2.2, referred to asRe-ranking Approach. In this case, for experiments involving potentially depressed
users, we varied the coefficient α defined in Eq. (6.7) in the range [0, 0.5] to promote the recommendation of
favorable items. As for experiments with potentially aggressive users, instead, we varied the threshold β defined in
Eq. (6.7) in the range [0, 0.5] to discourage recommendations of controversial items. Both the α and β parameter
ranges were selected to be able to analyze the performance of the algorithms at the point where the item distribu-
tions of sensitive users converged with those of non-sensitive users.

In Table 6.7 we present the results of experiments performed using the experimental setting discussed in Sec-
tion 6.4.2. In the following we discuss the results obtained for Calibration and Re-ranking algorithms. Since
we are not interested in a performance comparison but in a simple analysis of the results as the regularization pa-
rameters vary, we reported the results with parameters that minimize the absolute difference in AIR@k between
the sensitive and non-sensitive user groups (|ΔAIR@k|). However, in a real-world conditions a human operator
(and possibly an additional validation set) would be required to set the hyperparameters of the post-processing
approaches to obtain an acceptable tradeoff between diversity and the quality of recommendations for sensitive
users. As can be observed, compared to backbones, theAIR@k results indicate that the distributions of favorable
items recommended to potentially depressed users and controversial items recommended to potentially aggressive
users are more similar to those of non-sensitive users. The use of algorithmic approaches allowed in almost* all
cases to optimize |ΔAIR@k|without compromisingNDCG@k both overall and measured on the sensitive group.

*In the case of potentially depressed users with k = 10, the re-ranking algorithm do not to improve because,
for numerical reasons, the % of influential items it adds to the sensitive users rank as α increases is always too high
compared to that of non-sensitive users.
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6.4.4 Comparison with Other Approaches from the Diversity
Literature

To address the problem discussed in Section 6.1 other methods from the diversity literature (Section 2.3.5.1)
could also have been used. In this section we study pros and cons of these methodologies* and compare their
performance with that of the approaches proposed in Section 6.2. As discussed in a recent survey [252], there
are various approaches in the literature that can be used to introduce diversity into recommendations. It is well
understood that the diversification of recommendations also results in the reduction of bias. Accordingly, some
of the main diversification algorithms may be used to address the problem proposed in this article.

To understandwhether some of themethodologies in the literature were applicable, we first analyzed themain
references [1, 57, 61, 92, 197, 256, 260, 359, 396, 498] proposed in theworkofKunaver andPožrl [252]. We found
that some of these algorithms could not be applied. Specifically, some algorithms are domain-specific [396] and
canonly be applied in themusic domain. Other algorithms require additional information tobe applied that is not
available in our case, such as itemmeta-data descriptions or temporal information [1, 92, 256] or specific run-time
user input [61]. Of the remaining approaches, some [57, 197, 260, 359, 498] could be applied to our problem.
However, some of these [57, 197, 260] diversify the recommendations based onpopularity criteria and donot take
into consideration either the item category (i.e., influential vs non-influential) or the type of user (i.e., sensitive
vs non-sensitive). Others [359, 498] diversify the recommendations by item category, but do not distinguish the
type of user. Consequently, although the latters turn out to be applicable, since theymake no distinction between
sensitive and non-sensitive users the increase in diversity would also lead to a decrease in overall accuracy.

To compare the performance of diversification algorithms with those proposed in our paper, we implemented
the algorithm proposed by Ziegler et al. [498] as it was considered the most meaningful for our context. The
algorithm, referred to as Diversification, allows user recommendations to be diversified based on item category
through a η diversification factor. The experimental methodology proceeds as follows. We used the algorithm
[498] to diversify user recommendations according to the type of item: whether influential or not-influential. For
the experiments, we varied the diversification factor η in the range [0, 1]. Tests were performed exploiting the
experimental setting discussed in Section 6.4.2. In the following we discuss the results obtained.

In Table 6.7 we can observe the results of theDiversification algorithm [498] divided by case study, backbone
recommender system and number of recommended items. As in the previous experiment, we report the results
with the parameters that minimize the difference in AIR@k between sensitive and non-sensitive users. To make
a fair comparison in this case we calculated the |ΔAIR@k| between the AIR@k of sensitive users its corresponding
non-sensitive backbone value. As canbe seen by comparing the resultswith ourmethods: in the case of potentially
depressed users, the diversification algorithm shows on average a higher |ΔAIR@k%| w.r.t. those obtained from
Calibration and Re-ranking; in the case of potentially aggressive users, the algorithm does not obtain satisfactory
performance, and the best results are obtained when no diversification is made (η = 0.00). The latter result on
potentially aggressive users is due to the fact that, because of the design of the algorithm, the diversification always
results in an upward shift of the distribution of influential and non-influential items, and thus the controversial

*Note that in addition to the diversity algorithms, other fairness algorithms (Section 2.3.5.2), if repurposed,
could also have been used to address the problem. However, since the objective of the paper is to introduce the
problemandpropose two initial solutions, repurposingother fairness algorithmsdoes not currently result in scope
but would certainly be a promising future research direction.
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Figure 6.6: The results of the experiments for potentially depressed users divided by backbone recommender system
(SLIM left, Mult‐VAE right) and algorithmic approach.

items of sensitive users never fall to the same level as those of non-sensitive users. In addition, the algorithm
changes the item rankings also for non-sensitive users. This results in a slightly lower non-sensitive NDCG@k
performance when compared to our methods that leave the item rankings of non-sensitive users unaltered.

Below we show a representative example with k = 100 to observe how the metrics measured for the Cali-
bration, Re-ranking andDiversification approaches vary as the hyperparameters vary. Other top-k settings show
similar behavior. Figure 6.6 shows the results of the experiments that compare the different methodologies used
to optimize the recommendations for potentially depressed users divided by backbone recommender system. As
can be observed, using the calibration approach, as the coefficient λ increases, the AIR@100 tends to converge
with the average percentage of influential items of non-sensitive users. Exploiting the re-ranking approach, on
the other hand, as the α coefficient increases, the AIR@100 first converges with those of non-sensitive users and
then exceeds them. As for the diversification approach, instead, by increasing the η parameter, the AIR@100 of
influential items tends to increase and converge with that of non-influential items. All results were expected, as
calibration aims to calibrate the item distributions of the recommendations for sensitive users until they converge
with the target distribution, while re-ranking is used with the aim of promoting favorable item recommendations
for potentially depressed users based on a percentage criterion and diversification is applied to both sensitive and
non-sensitive users. In both re-ranking and calibration cases, theNDCG@100 of sensitive users decreases slightly
without compromising overall performance. As for diversification, the decrease in NDCG@100 is much more
important than calibration and re-ranking because it is applied also to non-sensitive users.

In Figure 6.7 we show the results of the experiments for potentially aggressive users. Overall outcomes are in
line with previous ones with a small exception in the re-ranking approach. Since constraints tend to discourage
rather than promote controversial items in sensitive users recommendations, as β decreases, the behavior we ob-
serve is the opposite of the depression case. In this case, as β decreases, the AIR@100 of the sensitive users first
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Figure 6.7: The results of the experiments for potentially aggressive users divided by backbone recommender system
(SLIM left, Mult‐VAE right) and algorithmic approach.

converges with that of the non-sensitive users and then diverges both in the case where the backbone is based on
SLIM and Mult-VAE. Overall, as expected, sensitive users NDCG@100 decreases as λ and η increases and as β
decreases. TheNDCG@k performance are not compromised in the case of re-ranking and calibration but there
is a greater impact in the case of diversification since is applied also to non-sensitive users. Moreover, the diversi-
fication algorithm does not achieve satisfactory results in the case of potentially aggressive users because it never
results in a reduction in the AIR@100 of sensitive users but always in its increase.

6.4.5 AnalysisofProposedMethodologytoCombineDifferent
Approaches

In this sectionwe study the performance of amethod that combines the output of different algorithms simultane-
ously with the goal of further improving the results and to relieve a practitioner from the need of selecting a-priori
a single approach. The experiment proceeds as follows. We used the methodology presented in Section 6.2.3,
referred to as the Combination Approach to combine the rankings obtained from Calibration, Re-ranking and
Diversification algorithms discussed in previous sections. For each experimental scenario (i.e., the tuple consist-
ing of case study, backbone recommender and number of recommender items), the algorithm was executed by
combining the output of the techniques and hyper-parameters reported in Table 6.7.

In Table 6.8, we present the results of theCombinationmethod divided by case study, backbone recommender
system and number of recommended items, exploiting the experimental setting discussed in Section 6.4.2. The
results are compared with those of the techniques that had obtained the best outcomes in previous experiments.
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NDCG@k AIR@k

Case Study Backbone k Approach Hyper Overall Sensitive Non-Sensitive Sensitive Non-Sensitive |ΔAIR@k| |ΔAIR@k%|

Depression

SLIM

10 Calibration λ = 0.60 0.8558 0.8694 0.8556 0.0316 0.0318 0.0002 1.50 %
Combination - 0.8558 0.8700 0.8556 0.0310 0.0318 0.0008 6.02 %

25 Calibration λ = 0.60 0.7590 0.7722 0.7588 0.0419 0.0419 0.0000 0.00 %
Combination - 0.7589 0.7700 0.7588 0.0418 0.0419 0.0001 0.78 %

50 Calibration λ = 0.90 0.8290 0.8399 0.8288 0.0413 0.0454 0.0041 29.50 %
Combination - 0.8290 0.8395 0.8288 0.0452 0.0454 0.0002 1.44 %

75 Calibration λ = 0.99 0.8476 0.8572 0.8474 0.0436 0.0463 0.0027 19.57 %
Combination - 0.8476 0.8572 0.8474 0.0463 0.0463 0.0000 0.00 %

100 Calibration λ = 0.99 0.8572 0.8689 0.8570 0.0446 0.0457 0.0011 8.94 %
Combination - 0.8572 0.8689 0.8570 0.0457 0.0457 0.0000 0.00 %

Mult-VAE

10 Calibration λ = 0.80 0.6979 0.6998 0.6979 0.0348 0.0361 0.0013 9.15 %
Combination - 0.6979 0.7004 0.6979 0.0357 0.0361 0.0004 2.82 %

25 Calibration λ = 0.99 0.6127 0.6214 0.6125 0.0399 0.0425 0.0026 13.68 %
Combination - 0.6127 0.6216 0.6125 0.0424 0.0425 0.0001 0.53 %

50 Re-ranking α = 0.02 0.6973 0.7032 0.6972 0.0380 0.0422 0.0042 27.81 %
Combination - 0.6973 0.7019 0.6972 0.0421 0.0422 0.0001 0.66 %

75 Re-ranking α = 0.04 0.7334 0.7462 0.7332 0.0417 0.0432 0.0015 9.74 %
Combination - 0.7334 0.7455 0.7332 0.0431 0.0432 0.0001 0.65 %

100 Re-ranking α = 0.03 0.7486 0.7619 0.7484 0.0425 0.0411 0.0014 10.07 %
Combination - 0.7486 0.7619 0.7484 0.0409 0.0411 0.0002 1.44 %

Aggression

SLIM

10 Re-ranking β = 0.20 0.8549 0.8525 0.8551 0.0859 0.0833 0.0026 14.86 %
Combination - 0.8543 0.8426 0.8551 0.0833 0.0833 0.0000 0.00 %

25 Calibration λ = 0.99 0.7573 0.7469 0.7580 0.0800 0.0790 0.0010 6.13 %
Combination - 0.7573 0.7470 0.7580 0.0790 0.0790 0.0000 0.00 %

50 Calibration λ = 0.99 0.8268 0.8242 0.8270 0.0694 0.0692 0.0002 1.69 %
Combination - 0.8268 0.8246 0.8270 0.0691 0.0692 0.0001 0.85 %

75 Re-ranking β = 0.02 0.8457 0.8488 0.8455 0.0681 0.0673 0.0008 8.00 %
Combination - 0.8456 0.8471 0.8455 0.0673 0.0673 0.0000 0.00 %

100 Re-ranking β = 0.10 0.8549 0.8553 0.8549 0.0671 0.0668 0.0003 3.61 %
Combination - 0.8548 0.8544 0.8549 0.0668 0.0668 0.0000 0.00 %

Mult-VAE

10 Re-ranking β = 0.20 0.6956 0.6916 0.6959 0.0864 0.0880 0.0016 7.69 %
Combination - 0.6950 0.6822 0.6959 0.0880 0.0880 0.0000 0.00 %

25 Calibration λ = 0.99 0.6111 0.6060 0.6115 0.0798 0.0781 0.0017 8.42 %
Combination - 0.6112 0.6062 0.6115 0.0781 0.0781 0.0000 0.00 %

50 Calibration λ = 0.99 0.6983 0.7000 0.6982 0.0801 0.0788 0.0013 8.23 %
Combination - 0.6983 0.7005 0.6982 0.0788 0.0788 0.0000 0.00 %

75 Re-ranking β = 0.14 0.7339 0.7364 0.7337 0.0772 0.0772 0.0000 0.00 %
Combination - 0.7339 0.7356 0.7337 0.0772 0.0772 0.0000 0.00 %

100 Re-ranking β = 0.13 0.7521 0.7542 0.7519 0.0751 0.0745 0.0006 4.51 %
Combination - 0.7521 0.7543 0.7519 0.0745 0.0745 0.0000 0.00 %

Table 6.8: The overall, sensitive and non‐sensitiveNDCG@k, the sensitive and non‐sensitive AIR@k, the absolute
difference |ΔAIR@k| and the percentage difference |ΔAIR@k%| divided by case study, backbone recommender, and
number of k recommended items for the combination approach compared to the approaches that best performed in the
previous experiments.
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As can be observed, the combination approach achieved better results in almost* all cases, further decreasing the
|ΔAIR@k%| and keeping the overall, sensitive andnon-sensitiveNDCG@khigh. The algorithm inparticular seems
to performverywell in the case of potentially aggressive users. This canbe explained intuitively based on the design
of the algorithm. In fact, as previously discussed in Section 6.2.3 since the algorithm is incremental and iterates on
all sensitive users: for the first sensitive users processed the |ΔAIR@k| tends to vary; as the number of users processed
increases, the |ΔAIR@k| tends to stabilize and decrease. Consequently, since the number of potentially aggressive
users is higher than the number of potentially depressed users (Table 6.4), the algorithm obtains better results in
the former case, because the initial instability phase is absorbed by the high number of users.

6.5 Discussion

In the previous experiments, we proposed two different cases to study the recommendation of favorable items
(e.g. sports and hobbies pages) to potentially depressed users and the recommendation of controversial items (e.g.
alcohol, weapons, and death metal pages) to potentially aggressive users. As we have seen (see Section 6.4.2), in
some cases recommender systems tend to over-recommend controversial items and to under-recommend favor-
able items to sensitive users. The techniques introduced in Section 6.2 were used to promote the recommenda-
tion of favorable items to potentially depressed users and discourage the recommendation of controversial items
to potentially aggressive users (Experiment 6.4.3). These techniques were also compared with one of the most
significant recommendation diversification algorithms [498] for our context in Section 6.4.4. In Section 6.4.5
finally we also tried to combine the outputs from the various approaches used together to further improve the
results. All the proposed techniques proved to be valid to address the problem, but with some differences. In this
section, we discuss the pros and cons of the two approaches and the limitations of the present study.

The calibration algorithmproved to be a valid approach, but sometimes the distributions of influential items in
sensitive andnon-sensitive user recommendations did not converge. As λ in Eq. (6.5) increases it was expected that
sensitive usersNDCG@kwould decrease and the absolute difference inAIR@kwould decrease. If λ = 0.99 is set,
the difference between the distributions should beminimized. However, the distributions often did not converge
because the KL-based distance function tends to suffer from numerical instability when the difference between
the distributions is small. Moreover, the computational complexity was higher compared to the constrained re-
ranking approach and consequently also the execution time. Regarding the constraint-based approach, it proved
to be effective and fast. Varying the parameters α and β in Eq. (6.7) allowed to easily balance the distribution of
influential items. However, it was necessary to study the performance of the algorithm in the α and β ranges to
obtain results that maximizeNDCG@k and minimize the absolute difference in AIR@k. In addition, analyzing
the performance of the diversity algorithm that could best be exploited in our context [498] as comparison ap-
proach, although it allowed for the diversification of recommendations based on item category, it showed lower

*The only case where Combination does not get better results or very close to the baseline results is for po-
tentially depressed users and k = 10. In this case, the number of sensitive users is not high enough (Table 6.4)
to perfectly stabilize the |ΔAIR@k|. Consequently, as the algorithm iterates over all sensitive users by choosing the
best performing rank at each iteration, it does not select only the ranks generated by calibration (that is the best
performing method), but also the ones from re-ranking and diversification that did not perform well. As a result,
it still gets good results, but suffers from the variability of the ranks selected in the first iterations.
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overall performance than our methods. Furthermore, the algorithm could not be satisfactorily applied to the case
of potentially aggressive users because, by algorithm design, as η increases,AIR@k always tends to rise and that of
sensitive users never falls to the level of that of non-sensitive ones. As for the combination approach, on the other
hand, the algorithm presented some interesting features. Although the order in which the algorithm iterated over
the sensitive users may have varied the final results, as different rankers were used to generate the candidate lists,
the recommendations addressed to the single sensitive user still enjoyed the same properties as the original rankers
used. Since rankerswere selected based on the hyperparametersmaximizing certain diversity indicators, the recom-
mendations addressed to the single sensitive user always presented a certain degree of diversification of influential
items. Moreover, iterating over the users, as the number of sensitive users increased, the overall |ΔAIR@k| tended
by design to stabilize and decrease.

6.6 Limitations of the Study and FutureWork
We identified some limitations of the present work regarding the data behind the experiments, the way in which
sensitive users and influential items were selected, and the algorithms used to address the problem.

Regarding the data, as far as the authors know, the current literature lacked datasets compatiblewith our experi-
mental settings, i.e., containing information about the users thatwould have allowed the identification of sensitive
ones and item descriptions that could have been used to identify influential items. In particular, although there
were other datasets in the literature besides myPersonality that reported Big Five personality traits such as Person-
ality2018 [323], ADS [377], and PsychoFlickr [173], these did not have the necessary characteristics to be used
for experiments. In particular, Personality2018 [323] lacked contextual features to identify influential items and
was based on a small set of only 1800 users. ADS [377], while being compatible with our experimental setting, ex-
hibited an excessively small size to be used for experiments, i.e. 120 users and 300 items only. Assuming the same
percentage of sensitive users as in our considered dataset, the identified number of sensitive users would have been
too small (e.g., less than 10 users) to obtain meaningful results. Finally, PsychoFlickr [173], presented the di-
mensionality problems observed in previous datasets (i.e., 300 users), and was not suitable for use in collaborative
filtering scenarios since each user was associated with a different set of items.

Considering instead the data used for experiments based on myPersonality, the pages that users liked were de-
termined by breaking down the LDA topics of themost popular pages. Moreover, to train recommender systems,
it was necessary to binarize the user-item interactionmatrix considering only the top-k items for each user because
the algorithms in the RecTorch library [357] did not accept real values as input. Furthermore, consistently with
other work proposing recommendation systems based onmyPersonality [315, 358] and the work of Steck [399] it
was chosen to evaluate the results of the experiments using the top-{10, 25, 50, 75, 100} settings. Together, these
factors could have potentially influenced the experiments and interpretations of the results.

Some other points concerned the selection of sensitive users and influential items. As for sensitive users, in the
experiments, it was proposed to select thembased on certain correlations known in the literature with the Big Five
personality traits. To define user groups, correlations with depressive disorders [247] and aggressive behavior [38]
were exploited. Although initially relying on correlation might be a valid approach, this could lead to type 1 and
2 errors, selecting users who do not really suffer from the disorder or excluding others who do. Moreover, as for
the influential items, these have been selected manually from an analysis of the topics of available pages. For both
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of the previous points, the selection procedure may have introduced errors and influenced the experiments.
As for the algorithms, the experiments were based exclusively on SLIM [328] and Mult-VAE [270] as back-

bones. Furthermore, optimization approaches were designed using exclusively post-processing methodologies
taking inspiration from algorithmic fairness literature (Section 2.3.5.2). Since the purpose of this article was to
introduce the problem and propose two solutions to address it, it was not studied how to adapt other fairness algo-
rithms based on post-processing and in-processing approaches. Moreover, although we have also proposed an ini-
tial methodology to combine the outputs of different rankers simultaneously to further improve results, there are
many studies in the literature addressing hybrid recommendation [63] and rank fusion [253] and new approaches
could be developed or other existing algorithms repurposed. Together, these elements represent promising future
research directions.

Furthermore, we identified several other future research directions. An initial research direction could focus
on building more datasets to use for experiments. Furthermore, designing automatic methods to select sensitive
users and influential items could also be aworthwhile research path. In fact, although the Big Fivemodel provided
a theoretical starting point to select sensitive users, asking platform users to fill out a questionnaire is not feasible
inmost real-world circumstances. In addition, evenmanually selecting the influential items would not be feasible.
Another research direction might focus on diversification algorithms. The algorithms proposed in this paper
took inspiration from approaches in the literature of algorithmic fairness applied to recommender systems. A
promising research direction could aim to re-adapt other fairness algorithms to address the proposed problem as
well. Moreover, the approaches proposed in this article were based on post-processing techniques and considered
only one set of influential items for each sensitive user group. Research could investigate the use of in-processing
methodologies and extend the problem to manage multiple influential item sets simultaneously. It could also
be further investigated how to combine several algorithms simultaneously to achieve superior performance using
methodologies from the literature onhybrid recommendation and rank fusion. Finally, another researchdirection
could seek to study how user behavior is affected by the proposed techniques through the use of simulations.

6.7 Summary of Findings
In this chapter, we addressed the problem of recommending influential items to sensitive users as a way to op-
timize the value for the society as a whole. We defined as sensitive, users whose behavior can be influenced by
specific types of items. Similarly we referred to influential, as those items that can influence sensitive users’ be-
havior. In our study, we formalized the problem and proposed two techniques to maximize the performance of
a recommender system that aimed to diversify the item distribution to positively affect sensitive users’ behavior:
mitigating potentially dangerous societal consequences and promoting healthier lifestyles. The first technique
was a calibration approach that aimed to balance sensitive users’ recommendations based on the distribution of
non-sensitive users’ influential items. The second techniquewas a re-ranking approach that aimed to optimize the
performance of a recommender system under influential items’ constraints. We also proposed a joint approach to
combine the outputs of any technique together to achieve better results. We considered a real-world dataset to test
the proposed techniques in two different case studies that involved potentially aggressive and depressive users. All
techniques proved effective in allowing high performance to be maintained while diversifying influential items.

134



7
Conclusion and Future Work

This thesis aimed to study value-aware recommendation systems and investigate the benefits and potential harms
of using these algorithms in practical applications. The problems we considered are relevant to a large number of
business application domains. We can summarize the main contributions of the thesis as follows.

Value-aware recommendation systems are of great interest to industry, however, research is highly scattered
nowadays and composed of many works proposed in isolated contexts. With this thesis, we helped academic
researchers and industry practitioners to better understand the state-of-the-art. Specifically, in Chapter 3 and
Chapter 4 we presented the first systematic reviews based on PRISMA guidelines of value-aware recommender
systems and economic recommender systems. Both types of systems are well-suited to be used in real-world busi-
ness applications such as e-commerce, media streaming sites, and advertising platforms since they offer various
benefits to organizations to increase their business KPIs. Depending on the application domain, companies may
prefer somevalue-aware algorithmsover others, and somebusiness value categories aremore likely tobeoptimized.
By analyzing a very large number of papers from different research streams, we identified various algorithmic ap-
proaches that we initially divided into in-processing and post-processing based on when the optimization of the
business value occurs (i.e., at learning vs. prediction time). We also specialized the algorithms taxonomy based on
the particular specificities of the underlying models. Furthermore, we studied various aspects concerning evalua-
tionmethodologies, discussing evaluationmetrics, real-world studies, available datasets and reproducibility issues
respectively. Moreover, although value-aware and economic recommender systems can bring great value to the
business, the optimization of such value often brings new challenges. Correspondingly, our work has also helped
to identify such challenges and propose several possible future research directions. In particular, in the future,
it may be worth comparing different algorithmic approaches together and designing optimization methods able
to consider multiple business value trade-offs (e.g., profitability, fairness and diversity). Overall, more in-depth
research is required to improve the reliability of performance evaluation and to design higher-performing systems
following trustworthy AI principles.
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Other contributions in this thesis focus on some of these possible research paths. In particular, inChapter 5we
investigated the use of modeling approaches with the goal of building profit-aware recommendation systems. In
our work we extended, according to a value-aware perspective, four different families of state-of-the-art collabora-
tive filtering algorithms widely used in industry, namely nearest neighbors, matrix factorization, learning-to-rank
and neural models. The key idea is to integrate the objective function of such families of algorithms, embedding
profit awareness at learning time and generatingmore profitable yet relevant recommendations at prediction time.
However, our contribution is not limited tomodeling aspects but also includes the comparison of proposedmeth-
ods with the post-processing algorithms that are most commonly used in the literature to generate profit-aware
recommendations. An experimental analysis of three different real-world datasets showed that the proposedmod-
els were consistently effective in generating more profitable yet relevant recommendations without requiring any
computational overhead at prediction time. Hence they can be considered viable alternatives to post-processing
approaches, which are currently more popular but have several limitations in practice, e.g., considering large-scale
production systemswithmillions of active users and catalog items. Many extensions of thiswork are possible in the
future andwe hope that our studywill foster further research in this area. In particular, futureworksmay consider
embedding profit awareness into other algorithmic classes or into other algorithms belonging to the same class.
Moreover, in the future, it may be worth complementing the analyses with the study of alternative approaches to
optimize the profitability of recommendations, which although theoretically possible have never been found in
the literature (e.g., considering pre-processing methods). Future developments in this line of research could also
include the study of temporal dynamics and long-term business value optimization aspects.

Finally in Chapter 6 we presented a study on the problem of recommending influential items to sensitive users,
focusing on broader issues regarding value optimization for society as a whole. Indeed, just as it is important for
the business to have a recommender system that can optimize business performance indicators, it is of great value
to society to have a recommender system that can maintain high user well-being. Specifically, with our work we
proposed three different algorithms that take inspiration from the diversity and fairness literature to calibrate the
exposure of sensitive users to influential items while maintaining high performance of the recommender system.
Considering a real-world dataset, we extensively study the performance of the proposed techniques in two differ-
ent case studies involving potentially aggressive and depressive users. All proposed techniques proved effective in
allowing high performance to be maintained while properly diversifying influential items: mitigating overexpo-
sure of potentially aggressive users to controversial items that may have a negative impact on their behavior and
encouraging exposure of potentially depressed users to favorable items that may have a positive impact. Various
research directions related to this topic may be interesting to pursue in the future. For example, it might be inter-
esting to study in more detail how to automatically select influential items and sensitive users, i.e., without using
procedures that are not feasible in practice such as requiring platform users to fill out questionnaires or requiring
expert users to manually select influential items. In addition, the research could focus on the study of other post-
processing methods or new in-processing techniques that can calibrate the diversity of recommendations while
handling multiple influential item sets targeting different sensitive user groups simultaneously. Furthermore, it
might be interesting to study in more detail how user behavior is impacted by the proposed techniques through
the use of simulations. In particular, new techniques could be investigated to improve users’ future lifestyles and
bring value to society while still considering business interests.
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