ON THE OPTIMAL L-REGULARITY FOR VISCOUS HAMILTON-JACOBI
EQUATIONS WITH SUB-QUADRATIC GROWTH IN THE GRADIENT

ALESSANDRO GOFFI

ABSTRACT. This paper studies a maximal L9-regularity property for nonlinear elliptic equations
of second order with a zero-th order term and gradient nonlinearities having superlinear and sub-
quadratic growth, complemented with Dirichlet boundary conditions. The approach is based
on the combination of linear elliptic regularity theory and interpolation inequalities, so that
the analysis of the maximal regularity estimates boils down to determine lower order integral
bounds. The latter are achieved via a LP duality method, which exploits the regularity properties
of solutions to stationary Fokker-Planck equations. For the latter problems, we discuss both
global and local estimates. Our main novelties for the regularity properties of this class of
nonlinear elliptic boundary-value problems are the treatment of equations with a zero-th order
term together with the analysis of the end-point summability threshold ¢ = d(y — 1)/, d being
the dimension of the ambient space and v > 1 the growth of the first-order term in the gradient
variable.

1. INTRODUCTION

In this note we establish maximal regularity properties in Lebesgue spaces for a large class
of second order nonlinear elliptic equations, whose main model is the viscous Hamilton-Jacobi
equation, equipped with Dirichlet boundary conditions of the form

—Au(x) + Au(z) + H(xz, Du(x)) = f(z) in Q,

) u(z) =0 on 09,

with an unbounded right-hand side f € L(£2), Q being a C? bounded domain of the d-dimensional
Euclidean space RY, A € R, H = H(z,p) a nonlinearity with superlinear growth in the second
entry. By maximal regularity in Lebesgue spaces we mean that an a priori information on the
source term f € LY implies bounds on the individual terms D?u, H(Du) on the left-hand side
of the equation, see [20, 31] for related properties for linear equations. Here, H € C(Q2 x R%) is
convex in the second variable and satisfies for v > 1 the following assumption

(H) Cr'lpl” = Cu < H(z,p) < Cu(lp|” +1)
for every x € Q, p € R%. We further assume that
(2) A>0.

It is well-known that such an assumption avoid to impose size conditions on the source term f of
the equation, cf [34, 47].

The problem of optimal gradient regularity in Lebesgue spaces for these classes of PDEs has been
proposed in a series of seminars by P.-L. Lions', who conjectured its validity under the general
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assumption ¢ > d(y — 1)/, ¢ > 1, d being the dimension of the ambient space, when A = 0.
Except for some specific cases discussed in his seminars, see e.g. [24, pp.1522-1523] for more
details, the full conjecture was investigated in [24] for equations posed on the flat torus (i.e. the
case of the ergodic control of a diffusion) without zero-th order terms in the equation, under the
(sharp) assumption

d(y—1)

Y
through a delicate refinement of the integral Bernstein method, which in turn forced the additional
restriction ¢ > 2. Nonetheless, the above coupled condition is always realized in a suitable range
of the parameter v, e.g. when v > fiy
Notice that the condition (3) is natural if one regards the problem as a nonlinear Poisson equation:
indeed, if u solves (1) with A = 0, then it is a solution to

—Au=—H(z,Du) + f(z) ,

so that classical maximal L?-elliptic regularity properties, (H) and Sobolev embeddings lead to
the estimates

(3) q>

1Dl o S Nllwace) S 1Dl + 1 e

Therefore, one can expect maximal regularity properties for the nonlinear problem whenever the

integrability of the gradient on the right-hand side is less than the one on the left, i.e. whenever
dy=1)
.

*

q = ddqu > qv, which implies ¢ >
In this note we continue the analysis on this regularity problem for different boundary conditions,
as suggested by P.-L. Lions in his seminars. We first show that it is possible to have a control on
D?u,|Du|” € L9 removing the above restriction ¢ > 2 in the sub-quadratic regime v < 2 proposing
a different proof with respect to [24]. Here, the approach is inspired by that employed for the par-
abolic problem in [23], and will be based on a perturbation argument that combines Li-regularity
results for linear problems, cf Appendix A, and interpolation inequalities [44], handling Dirich-
let boundary conditions. As a consequence, the obtainment of maximal L?-regularity estimates
through interpolation methods boils down to establish a lower order bound for solutions to (1). We
deduce such a level of regularity via duality arguments, following [22, 23]. The study of regularity
properties for linear problems (even at the level of maximal regularity) shifting the attention to
their adjoint equations is a classical idea, see e.g. [27, 40] and the references therein, and it has
been recently and systematically explored in the nonlinear setting of Hamilton-Jacobi equations
starting with the work by L.C. Evans [28], and later in the context of Mean Field Games, see
e.g. [33, 23] for a thorough bibliography. Due to the presence of a nonlinear term, this approach
is tied up with the smoothness properties, at the level of Sobolev spaces, of a (dual) stationary
Fokker-Planck equation with a “singular” forcing term of the form

{—Ap + Ap +div(b(z)p) = by, in Q

4
@ p=0 on 052,

where d,, stands for the Dirac measure at some zo € €2, when the drift b satisfies some a priori
integrability conditions against the solution p itself.

As a second aim, we show that the presence of a zero-th order term in the equation allows to cover
the maximal regularity property even at the critical level of summability g = @, thus leading
to new advances on this regularity problem with respect to [24].

The first main maximal L9-regularity property in the subcritical regime q > 40=D will be ad-
dressed in Theorem 2.1 through the lower-order bounds in Lebesgue spaces that will be detailed in
Corollary 4.3. We emphasize that this seems, to the author’s knowledge, a slightly novel viewpoint
of the analysis of integral estimates in the framework of maximal regularity for these nonlinear
elliptic equations with coercive gradient terms and Dirichlet boundary conditions. However, we
borrow several ideas already appeared in the context of parabolic equations from [22, 23]. Tt is
worth pointing out that a similar LP duality argument was developed in a rather different context



by M. Pierre [46, Section 3.2] to prove integral estimates for solutions to time-dependent reaction-
diffusion systems, while some duality methods in the context of elliptic boundary value problems
were previously used in various papers, see e.g. [6, 7, 12, 10, 15], the more recent [11] and the
references therein, but at different summability scales and for different notions of solutions. We

-1
w are not

note that the integral estimates we obtain in Corollary 4.3 for (1) in the case ¢ >
new when vy < 2 and can be found in [34] for more general equations with diffusion operators in
divergence-form modeled over the p-Laplacian, see Remark 2.5. Nevertheless, they were obtained
using completely different methods, yet based on variational arguments, under the restriction
v < p when the leading operator is the p-Laplacian. Hence, our method of proof seems new with
respect to the current literature of boundary-value problems. Instead, some integral bounds for
distributional subsolutions when v > 2 can be found in [26]. With respect to the L* bounds, our
methods unify the treatment in [34, 26] and allow to handle both the sub- and super-quadratic
regimes of the nonlinearity.

Our second main result is a treatment of the maximal regularity problem at the end-point summa-
bility threshold ¢ = d(y—1)/7 (at the expenses of assuming a finer dependence on the data), which
in general fails without the presence of a zero-th order term, see [24, Remark 1]. Our proof is
inspired by a stability argument recently proposed in the parabolic setting in [23, Theorem 1.3].
Our advances in the regularity theory for such second order nonlinear elliptic problems are twofold.
On one hand, we notice that the treatment of the maximal regularity problem in the end-point
case cannot be inferred from the known results in the literature, e.g. from [34], and hence Theorem
2.2 represents our main contribution in the theory. On the other hand, the maximal regularity
properties in Theorems 2.1 and 2.2 are new in the regime ’%2 <v< ﬁz, which was not covered
by the results in [24]. In both cases, we provide maximal regularity results for equations having
zero-th order terms, which have not yet been discussed in the literature.

We emphasize that the presence of the zero-th order term in the equation is crucial not only to
have a maximal regularity property in the critical case ¢ = d(y—1)/~, but even to deduce integral
bounds via duality. As already mentioned, both results are achieved through Sobolev regular-
ity estimates for stationary Fokker-Planck equations having drifts satisfying suitable summability
conditions against the solution itself. Here, we provide new global bounds for the Dirichlet prob-
lem (4) as well as local estimates for solutions to linear equations with lower-order coefficients in
divergence form, when |b| € L¥(pdx), for some k > 1, that might be of independent interest. This
goal is achieved by adapting the approach of earlier works on the subject [43, 22, 23]. In particular,
the integral estimates for (1) follow by observing that an integrability information on the quantity
D, H(x,Du) along the solution controls the regularity in Lebesgue scales of the solution u itself,
since in turn it controls the (Sobolev) regularity of the solution of the dual problem (4) with
b= —D,H(x,Du), as in [22, 23]. This crucial step is achieved through an integral representation
formula, see the proofs of Propositions 4.1 and 4.2 for further details.

We remark that our variation on the Evans’ scheme seems to be the first application to station-
ary Hamilton-Jacobi equations with LP coefficients, and also to different boundary conditions than
the periodic setting, except the work [29] on differentiability properties of solutions to boundary-
value problems of equations modeled over the oco-Laplacian. We refer to [33, 22, 23, 50] and
the references therein for further developments and earlier results through this nonlinear duality
method.

It is worth pointing out that some maximal regularity results have been already obtained when H
is slowly increasing in the gradient variable in [8] (precisely when v < L;z, which prevents from
the use of energy formulations), when the source f belongs to finer Lorentz classes without zero-th
order terms, see also the references therein and Remark 5.2. Still, a quite general regularity theory
on spaces of maximal regularity for such equations, mostly for systems of Hamilton-Jacobi-Bellman
equations with bounded data and first-order terms having at most quadratic growth, can be found
in [7]. Some results on second order Sobolev spaces via the Amann-Crandall approach [4] can be
found in the monograph [42], and are based on Aleksandrov-Bakel’'man-Pucci estimates, which in
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turn require f € L%,

We conclude by saying that our underlying motive for this analysis relies on the application of
the maximal regularity estimates to the existence problem of classical solutions to the systems
of PDEs arising in the theory of Mean Field Games introduced by J.-M. Lasry-P.-L. Lions [39],
when the coupling term of the Hamilton-Jacobi equation has power-like growth, cf [21, 19] and
[23, Theorems 1.4 and 1.5]. Some recent results in this direction through maximal regularity in
the case of defocusing systems [21] posed on convex domains of the Euclidean space and Neumann
boundary conditions have been discussed in [32].

Rather different methods to develop interior estimates for Hamilton-Jacobi equations with su-
perquadratic Hamiltonians can be found in [25].

Plan of the paper. Section 2 is devoted to present the statements of the main results of the
manuscript along with some related remarks. In Section 3 we establish the Sobolev regularity
of solutions for the adjoint Fokker-Planck equation, analyzing both global and interior estimates,
while Section 4 studies the integral estimates for (1) by duality methods. Section 5 discusses the
proofs of the main results. Section 6 and Appendix A conclude the paper with some remarks on
the case of the quadratic growth and an auxiliary Calderén-Zygmund result for linear problems.

2. MAIN RESULTS

From now on,  C R? will be a C? bounded domain. This is only one of the possible regu-
larity conditions one can assume on the domain to ensure the simultaneous validity of Sobolev’s
inequality as well as Calderén-Zygmund estimates for the Dirichlet problem. The latter will be
recalled in Theorem A.1.

Our main results are the following: the first one deals with the subcritical regime ¢ > @,
while the second one focuses on the critical threshold of summability g = LVV_”.

Theorem 2.1. Let @ C R? be a C? bounded domain, d > 2, and u € W>9(Q) N Wy (),

q > @, 142 <y <2, be a strong solution to (1) and assume (H)-(2). Suppose there exists

K > 0 such that
I fllza) < K .
Then there exists a constant My depending on K, d,q,v,Ch, |, X such that

[ullwz.a@) + I1Du]"||La) < M

Our approach closely follows [23] and can be described as follows: first, considering (1) as
a nonlinear Poisson equation, by linear maximal regularity and (H), any strong solution to (1)
satisfies

ID*ullza < 1DulllZer + 1 £llze -

Using standard Gagliardo-Nirenberg interpolation inequalities one gets

2] 1-0
IDull} S D% 3 fful| 70

~

with 0y < 1 when s is suitably chosen. This reduces the maximal regularity estimate, through
the application of the weighted Young’s inequality, to a lower order estimate in Lebesgue spaces,
see Corollary 4.3. The latter is accomplished by duality methods through the study of maximal
regularity properties of stationary Fokker-Planck equations, cf Corollary 3.3.

The second main result deals with the critical value of summability, where the above interpolation
argument leads to the condition v = 1, so that the Young’s inequality does not allow to conclude
the statement. It is based on a careful analysis of stability estimates in Lebesgue spaces, as stated
in Proposition 4.5 below.

Theorem 2.2. Let Q C R? be as in Theorem 2.1, d > 2, and u € W>9(Q) N Wy %), 1+ 2 <
v < 2, be a solution to (1) satisfying (H)-(2) and
_diy=1)
Y



Then there exists a constant Ms depending on q,~,Cg,|Q|, A and f such that

lullwza) + I[Dul||pa) < M2 .
In particular, the constant My does not depend only on | f| req), but remains bounded when f
varies in a set which is bounded and equi-integrable in LI(S2).

Some remarks on the above results are now in order. In the sequel, v/ will denote the Holder

conjugate exponent of v, i.e. 7' = ﬁ

Remark 2.3. The results of this manuscript can be extended to more general second order diffusions
of the form —Tr(A(z)D?u). We emphasize that some control on the derivatives of A is needed
to study the regularity of the dual Fokker-Planck equation via the auxiliary problem (4), while
Theorem A.1 merely requires the leading coefficients to be continuous in the whole domain, cf
[31, Lemma 9.17]. Partial results with Sobolev regularity assumptions on the diffusion matrix
A already appeared in [5] through the integral Bernstein method to prove Sobolev estimates for
problems with first order terms having natural growth, under further integrability conditions on
the source term. It is still unclear which are the minimal regularity requirements for the validity
of the maximal L4-regularity for viscous Hamilton-Jacobi equations driven by operators in non-
divergence form. However, being our methods of variational nature, extensions to more general
diffusions of the form —Tr(A(x)D?u) would be possible provided that the coefficients are smooth
enough, e.g. Lipschitz continuous, since a;;0;;u = 0;(a;;0;u) — 0;a,;;0;u, which in turn results in
the presence of an additional transport term with a bounded coefficient.

Remark 2.4. As pointed out in [47], the dependence on f in the a priori estimates, as well as in
the existence problems for such nonlinear equations, changes when A = 0 and A > 0. The property
of maximal regularity when A = 0 has been established in [24] in the periodic setting, and one
needs, in general, a control on f € L4, ¢ > %. Moreover, existence and uniqueness may fail in
I/Vol’2 when A\ = 0, see [47], while necessary regularity conditions (i.e. f € L4, ¢ > %), and also
size hypotheses on the datum, are needed to derive a priori estimates, cf [35, 47]. In addition,

maximal L?-regularity fails when ¢ < % [24]. In particular, the end-point summability threshold

q= % is in general dealt with smallness assumptions, see e.g. [34, Theorem 1.1] for the case of
integrability estimates or even [3, 8] for the case of data in Lorentz spaces. When instead A > 0,
which can be regarded as the closest regime to the parabolic framework, one can encompass even
the case ¢ = % without requiring smallness assumptions, where, however, the constant of the
estimate does not depend only on || f||r«, but remains bounded when f varies in a set which is
bounded and equi-integrable in L9, see Remark 4.6. This last observation agrees with the results
found in [23, Theorem 1.3] for parabolic equations and also with the analysis carried out in [34].

We further refer to [47, Section 3], [48] for additional comments on this matter.

Remark 2.5. As already mentioned, our proof combines linear maximal regularity for the Dirichlet
problem with interpolation inequalities, reducing the problem to finding a lower order estimate.
We emphasize that the integral estimates we obtain in Corollary 4.3 have been already addressed
in much more generality in [34, Theorem 1.4] (especially with respect to the diffusive term, which
encompasses p-Laplacian operators and, more generally, pseudo-monotone operators satisfying
Leray-Lions-type growth), but for v < 2. However, the operators considered in [34] do not allow to
use Calderén-Zygmund estimates. Hence, on one hand, our (linear) duality method provides a new
approach to produce a priori regularity estimates in Lebesgue scales for nonlinear problems driven
by second order operators with Dirichlet boundary conditions and, on the other hand, gives new
advances on the regularity theory of two separate equations. Finally, though the integral estimates
in the borderline case ¢ = d(y—1)/7 have been already studied in [34], we emphasize that standard
interpolation methods do not lead to maximal regularity. Therefore, we stress once more that the
results in Theorem 2.2, obtained through a delicate stability argument, cannot be inferred from
the standard literature of boundary value problems for nonlinear elliptic equations. Finally, we
refer to [34, Theorem 4.9] for the analysis of integrability estimates in the case ﬁ <7y < dff,
which requires a different formulation of the problem.
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Remark 2.6. The previous main results can be extended to non-homogeneous boundary conditions
via the corresponding results for the linear problem, see e.g. [31, Theorem 9.15] or [20, Section
5]. Moreover, the techniques to prove Theorems 2.1 and 2.2 apply identically to problems with
zero-th order terms posed on the flat torus T¢ = R?/Z? typical of the ergodic control setting, i.e.
with periodic data, or with other boundary conditions (e.g. of Neumann and mixed type, see [34,
Section 7.1]), leading to new results even in these contexts. Still, we emphasize that the same
strategy presented here could also be extended with appropriate modifications to study parabolic
Cauchy-Dirichlet problems in the sub-quadratic regime through the corresponding result for the
linear problem. In this case, the parabolic dimension d + 2 would replace the dimension d of the
state space in the integrability conditions, see [23] for additional details.

3. PRELIMINARY RESULTS FOR STATIONARY FOKKER-PLANCK EQUATIONS

3.1. Global Sobolev regularity for the Dirichlet problem. In this section we give some
global regularity results for the (dual) Dirichlet problem

{—Ap(m) +Ap(@) + div(b(x)p(x)) = (x) inQ,

5) plx) =0 on 0f).

Here, 1 should be thought as a LP approximation of a Dirac delta, for p to be specified later, cf
[28]. We denote, as usual, by W,*P(€) the closure of C¥(€) in WH?(£2), while we consider weak
solutions to (5) belonging to WO1 2(Q) in the sense that the following identity holds

/ Dp - Dodx + )\/ pp dx — / bp-Dpdr = / Yodr Yo € Wy (Q) .
Q Q Q Q
We start with a well-known well-posedness result for the Dirichlet problem.

Proposition 3.1. Let Q C RY, d > 2, be a bounded domain, b € LP(), p > d, and ¢ € L=(Q).
Then, there exists a unique weak solution p € Wy>(Q) of the Dirichlet problem (5). When
be LP(Q), p>d, pe L*°(Q), while when p = d one has p € L"(Q) for any finite r > 1.

. . . . . 1l
Moreover, if » > 0 in Q, then p > 0 in Q. Finally, if ¢ € L'() we have ||p||L1(q) < %

Proof. The existence and uniqueness follow from [17, Proposition 2.1.4] combined with [17, The-
orem 2.1.8] (applied with v = 0 and 8 = 0, which requires A > 0 using the notation of this paper,
cf [17, Remark 2.1.10]), while the positivity is a consequence of [17, Theorem 2.2.1-(i) and (iii)].
The L estimates when b € LP, p > d, are standard and can be obtained through the estimate of
log(1 + |u]) € W12, cf [9, Theorem 5.6] or [14, Theorem 2.1], while the estimates in L"(Q2) when
b € L? can be obtained arguing as in [14, p. 414], see also [9, Theorem 5.5]. The last assertion

©) /stff;w

was proved in e.g. [10, Lemma 4.1] (where it is enough to have b € L*(Q)).
O

We now prove the following regularity result for solutions to the adjoint problem (5) with
Dirichlet boundary conditions in terms of an integrability information of the drift term against
the solution itself, cf [22, 21] for deeper results on the subject and the importance in connection
with Mean Field Games. The proof is inspired by some ideas already appeared in [43] (cf [16]
for a different approach), see also [22, 23] for related results for the parabolic problem along with
the general reference [17]. Note that here the right-hand side term 1) plays the same role of the
terminal datum of the backward adjoint problem in the parabolic case analyzed in [23]. Our result
extends with a different proof those in [16] and provides, in addition, an explicit control on the
size of the Sobolev and Lebesgue norms.

Proposition 3.2. Let 1 < ¢/ < d. Let then ¢ € LP (Q) and |b| € LF(Q; pdx) with k = 1 + 4
with k, o, p satisfying the following conditions
. p:ﬁ whena’>d%‘l1 wz’th2<k<1+g;



d .
d—1’
/ /. _d

e any p’ < oo when o' = J%5.

e p)=1whenl<o' <

Then, every nonnegative weak solution to the Dirichlet problem (5) satisfies the estimate

k
160 st gy + 10010y < € ([ Wl pe + ol +1)

where C depends only on d,o’, || when o’ > ﬁ, while it depends also on \ when o’ < d%'ll.

Proof. We first discuss the case o’ > % using a variational argument. Let § = % and use the

test function ¢ = p?. However, since 8 € (0,1), it follows that Dy may not be in L?, and hence
one has to make the argument rigorous by taking ¢ = (§ + p)? — 6° ¢ Wol"Q, where § > 0, and
then let 6 — 0. For the sake of presentation, we derive some formal estimates using ¢ = p? as a
test function in the weak formulation of (5). We have

/Dp‘D(pB)dSE—/pb~D(p’8)d$+)\/p’8+ld$:/pﬁd}dl’,
Q Q Q Q
which is equivalent to
A 1
[pokortan+ 3 [ prraes< [ Dol + 5 [ pPuds.
Q B Ja Q B Ja

We then use the generalized Young’s inequality on the first term of the right-hand side to get
1 2 -1 1 2 B-1 A B+1 1 2 B-1
() = [ |DpPp’tda+ < | |Dp|?p"tdx+ = | pPde < = [ |DplpPtda
2 Ja 2 Ja B Ja 4 Ja
1
+/ PP b2 de + —/ PPy dr .
Q B Ja

As for the left-hand side, we observe that by Sobolev’s inequality we have

1-3
/ |Dp|?p?~Vdae = cﬁ/ \Dp%|2 > g (/ pBtlats dw) .
Q Q Q

Then, writing [, p° (b2 dz = [ b|2p*t pﬁJrL;z dz, we first apply Holder’s inequality with expo-
nents (g, ﬁ) and (p,p’), p = 7%, respectively to the first and second term of the right-hand

side of (7), and then the generalized Young’s inequality with the pairs of conjugate exponents
<(d72)k (d72)k) and (d’2 d72) respectively to get

2(d—k)’ d(k—2) d—k> k—2

1
/pﬁ+1|b|2dﬂc+ﬁ/pﬁwdm
Q Q
2 1-2 1
& k BL‘Fl k 1 8p P
< b]"p dz prFE T d +BH'¢)HLP/(Q) p
Q Q Q
o\ = Cd,8 st g ) T cap 8
< éq, (/bpdm) + el EE o |+ =2 </pH d:v) + = (/p”>

One immediately checks the validity of the following chain of identities

d d k
P R

Then, for some positive constant C' depending solely on d, 5 we get

2
1-3

d—2
_d_ KB 1 _ d—k
([rmmac) "+ 7 [ ipaas<c ([ plodes ol )
Q Q Q
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giving the desired estimate on p € Ldfdk(Q) Exploiting the fact that 8 € (0,1) we conclude by
d

the Holder’s inequality (recalling that o’ = T and B <1+ g)

s-1 1-8
1Dpll Lo () = HDPH”_;%H(Q) <llp= Dpllr2(e)llp ||Ld_gg+2 @

and using the previous estimates we conclude the assertion.
The proof in the case o’ < ﬁ is based on maximal regularity arguments, and it can be obtained
as follows. By [49] (or argue as in [19, Lemma 1] via [2, Theorem 8.1]), we have

1Dl o gy < € (11l gy + 12l oy + W17y )
where C' depends on A, 2, 0. We first handle the last term on the right-hand side, observing that

/chpdw <l @llellze @ < Clldlioi@llelwioq o> d,

so that by [1, Section 3.13] we get [|¢[|y-1.0 (o) < C|¥||L1(e) for some positive constant C' > 0.
Then, we have
1Dl gy < € (112l o ) + 12l o ey + Wl 22co0 )

R
(prkpk’ Lo @) + Pl Lo @) + “1/’”“@)

1
& 1
c(( | 1o p||zzm)+||p||mm+||¢||L1<m>

1 ]
<C (55 [ Bltoda+ Solzeco + lollir o + Il )
2 Jg 2

where we applied first the Holder’s inequality for an exponent z > ¢’ satisfying

Q Q

IN

1 1 1
8 =
®) ok + 2k’
and then the generalized Young’s inequality. By the interpolation inequalities we have
1 0
-6
||P||L6’(Q) < Hp||};1(g)||PHQLZ(Q) ,0€(0,1) v 1—-0+ P

Therefore, exploiting the fact that |[p]|11(q) < % (see [10] or (6)) and applying once more
the generalized Young’s inequality to the above term, we get

~ (1
1Dl < (3 [ o+ alplliecor + ol )

where C' now depends also on A. The conditions k = 1 + g and (8) lead to
1 1 1

z o d’

so that the Sobolev embedding applies to obtain
ol < CillDpll e g -

c e . o
This implies, by choosing § = TR,
I _d_

o' = 725 can be treated similarly owing to the embedding T/Vol’(r onto LP for any finite p > 1. O

a bound on p € L*(f2), and hence the assertion. The case

Corollary 3.3. Let p be the nonnegative weak solution to (5). There exists a constant C > 0
depending on d, q, || and not on \ such that if % <g< % we have

d
1ol ey < C ( [ it + ||«/)|Lp/(m)

dg If g = % or q > g we have the same estimate for any finite p' < co and p’ =1

d—2q "
respectively, but the constant of the estimate depends also on \.

with p =
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Proof. The proof follows from Proposition 3.2 applied with k = g and the embedding of VVO1 ’a/(Q)
onto L7 (). O

3.2. Local Sobolev regularity. In this section we prove a local counterpart of the regularity
results of the previous section for weak solutions to

9) —Ap+ Ap+div(b(z)p) = ¢(x) in Q,

focusing only on the case b € L¥(p) for k =1+ ;, ﬁ < ¢/ < d. This gives an alternative proof

of [16, Theorem 1-(ii)] without using elliptic regularity theory, and provides an explicit estimate
on the size of the norm.

Proposition 3.4. Let p € W,.2(Q) be a weak solution to (9) and let Bp = {x € R% : |x| < R}.
Let 74 < o' < d, ¥ € L? (BRr), p = 745, with |b| € LY (Br;pdx) where k = 1+ 2 satisfies
2<k<1+% Thenpe VVlica (), and every weak solution to (9) satisfies the interior estimate

Mol stz )+ MDAl 5 ) <C(|Hb|||yc (BR;pdm)+||1/}HLP'(BR)+1)

Ld- ’C(B L loc
where C' depends in particular on d,o’, k, R, ||p| 11 (By)-

Proof. Let ¢ € C§°(Bg) be such that 0 < ¢ < 1 satisfying ¢ > 0in B := B, ( = 1 on the twice
smaller ball Br/» and assume

(10) sup | DCIC < C

forn = Mﬁli;f/k €(0,1), 8= Z_;i and some positive constant C¢. Such conditions are verified by

C(z) = Y(Jz|/R), ¥ € C§°(R) with ¢ such that 0 < ¢ < 1, ¥(y) > 0 for |y| < 1, ¥(y) = 0 when
ly| > 1 and ¢(y) =1 on |y| < 1, with ¢(y) = exp((y* — 1)~') near the end-points —1 and 1, cf
[17, Theorem 1.7.4].

k=2

We test the equation against ¢ = p?¢2, = T and set a = 2(d k) . We have

D2 dp — D2 s, _ [ 25
[ Do-D@de— [ pp-Dt )z ea [ PG~ [ otvde

We thus write
2 B—1,2 A B+1 2 2 B
[Dpl"p” "¢ d:v+5 P d:vﬁf IDPIIDC\p (dz
B B

2 B B+1 2 B
/<|b\p Dpldz + 2 /|D<|<p |b|dx+ﬁ/c b |

We then use Young’s inequality to get
2 B—1,2 A B41 -2 2 8
) [ 1D a2 [ P ar < 2 [ |DpDCIC d
B B JB B JB

1 2 81,2 B1i12 -2 2 B+1 1 2 8
3 [k i dn e [ 0 e+ S [ Dt plde+ 5 [ ¢otuda
= (I) + (IT) + (II1) + (IV) + (V) .

Note that (II) can be absorbed on the left-hand side. We observe that by the Sobolev’s inequality
[31, Theorem 7.10]

1
5 | 1007 e =y [ 1Dy e = [ DG w—%/pﬂ“wc\?dx
2 B B B

) —4
> cap (/ p(5+1) Cdi—d2 dz _ 05/ pB+1|D<|2 dz |
B B

N
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where cg = ﬁ We now start estimating the terms in (11) (and the one on the right-hand

side of the above inequality, which has a negative sign). Applying the Holder’s inequality with

%, %) and the weighted Young’s inequality with the pair ((2?;_23!;, 51?1?3)2?)7 we get

exponents (

2d(k—2)

(IIT) = / ¢2pP T |bf? da = / [b2p% (% pP IR (RIS da
B B
1—2

2
—k &k k
< ( | |b|’“p) < [ s dx)
B B

d—2
2ot =F k 2d
<crapn ([ HFppar) ([ et )
B B

Owing to the above estimate, we then obtain via the Young’s inequality

2
1-3

2 1 1
V) == [ D¢ blde < = BHUDCRde + = | [B]2¢2pP T d
) B/B| cleo I\xéﬁ/Bp D¢| x+ﬂ/3||<p .

2
1 1 —& * ,
= */ pPHDCP da + </ =2 Ibl’“p> (/ Praticds dx>
B B I5) B B

2
1I-%

—k

1 2(d—k a=k K 2d 1=q
- ,/ PP DCI? da + Co(d, k. B) (/ ¢ (dd_2k)|b|kpdz> L G (/ Pt i dx) _
/8 B B 24 B

We now estimate [, p?™|D(|? dz (which appeared in (12) and from the above inequality) using

(10) for n := 6%7;12/}9 € (0,1), and Holder’s inequality applied with the exponents £ = ﬁ and

¢’. In particular, using the definition of 8 and 7 one first checks that 2¢’/k = 1. Indeed,
1_d-2
¢ a
hence
1_,_d-2
g a "
Therefore
k _k ﬁdeB—&-l—%_ﬁ kd—2dk-2) d—k _k k72_1
22 2 d  B4+1 2 2 d d—-2 k(d—-k) 2 2

We use once more the Holder’s inequality first and then the Young’s inequality, together with (10),
to conclude

/pB“IDCIZdJCS %/ PPt d
B B

5 (17(21)7] 2¢! %
(S () ([ )
B B B

1—2
c _d_ 24 4
oy ( /B Pt (s dx) +C(d,8,¢ ol (s1) -

IN

where we also used that 2’2, = 1. Moreover, using that % < kz—flz (note that k < 1+ %, hence
k < d for d > 2), we write, applying the Holder and Young’s inequalities

1 1 2d P 1 2d %
V) =5 [ Pude < S0l ( [ e dz> < 211l ) ( [ i dx)

<S8 ([ pBred dy 17%+C(ﬁpc el =F
=2 \Jp B Cd BNV e (B -
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We now consider

_2 5 1 2 1,2 B41| 12
=2 [ iolipciicin < 5 [ 1ol ¢ dn s C8) [ oD do

1-3
d_ 24
/|Dp|2p'8 1C2dx+ 24 (/ISp(ﬁH)d?Cdz dx) +C(d,8,¢ pllr(sy)) -

We plug all the estimates together in (11) noting that
d d k
m—(ﬂ‘i‘l)m—ﬁm‘*‘l—@%

to obtain

1-2/d
o ([ pevatcthan) g [ P
1\ i)y
d—2

—k) a=k d-=2
<y (/g = pdx) + 1 5 + 1

[ 2d-k) =
<Oy /C =2 [b"pdx + ||l o (5 + 1 )
L/ B

where C3, Cy depends on d, 3, C¢, k together with ||p||z1(py). This in turn allows to conclude for
some positive constant C5 > 0

d 2d 1-2/d 2(d—k) k d—k
( [ prtecis dx) <c [( / Yy pdx)+|w||m/(3>+1} |

Thi ticul lds the estimat (= Finally, by the Holder’

is in particular yields the estimate ||p§ ”Lﬁ(B HpHLﬁ( ) inally, by the Holder’s
inequality, using that 2 < k <1+ %7 we have

2(d—k) d— 2k+2
ICFE D, g ) < 160" Dplliaca 0T CFH e,
1 d—2k+2
B—1,2 2 2 _d___2d_ 2d
= P’ ¢ |Dpl” dx pT-F(T-2 dx ;
B B

and we conclude the local gradient regularity using the previous estimates. O

4. INTEGRAL ESTIMATES FOR VISCOUS HAMILTON-JACOBI EQUATIONS

In this section we focus on strong solutions in the standard sense of [31, Chapter 9] of (1) such
that u € W24(Q) N Wy4(Q), ¢ > 7, dealing with the case y > 9+2  On one hand, we observe

that under the restriction g > % we have the embedding

W21 ey Whay

and hence b ~ |Du|"~1 € LP, p > d. Therefore, when the velocity filed b = — D, H(Du), under the
standing growth conditions on the Hamiltonian term H, the adjoint equation (5) turns out to be
well-posed by Proposition 3.1. The above restriction on v is imposed because we use the energy
formulation of (1) via the embedding

WQ,q Wl,?

2

which occurs when ¢ > d +2 Then, / > d +2 precisely when v > d+ , which is indeed the critical

threshold guaranteeing the validity of the energy formulation of the problem, see also [34]. One
expects to address the case below v = dff using different techniques and notion of solutions, cf

[8, 34] and the references therein.
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In this section, we denote by L the Lagrangian of H, defined as its Legendre transform, i.e.
L(z,v) = sup,ega{p - v — H(x,p)}. Moreover, by the convexity property of H we have
H(z,p) = sup {p v — L(z,v)}
veR

and

H(z,p)=p-v— L(z,v) if and only if v = D, H(z,p) .
Under the standing assumptions we will henceforth use that for some Cp, > 0 depending on Cy
(L) Cpr—CLgu@WSCHwV+QﬂyZAlT.

v -

We will focus here on the case 4 < g < 4 5, l.e. when y < 2, and deduce L? integral estimates in
the next sections.

4.1. The subcritical case g > i We start with the following bound on the positive part of wu,
ut = max{u,0}. It holds for any q > d+2 Below, u™ = (—u)™, while Tj(s) = max{—s, min{s, k}}
will denote the standard truncation operator at level k£ > 0.

Proposition 4.1. Assume that H is nonnegative and let u € W>9(Q) N W, 4(Q), ¢ > d+2, be a

strong solution to the Dirichlet problem (1). There exists a positive constant Cy such that
||u+||LP(Q) < Coll f Lo

if g < 2, p=o00ifq > £, Here, Cy depends on d,q, |Q| but not on A when q <

with p = q

- d
while depends on A whenever ¢ > 5.

Proof. We first consider the case g < %. For k£ > 0 consider the weak nonnegative solution p = uy
to the Dirichlet problem

(13)

—Ap+ip=11(z) inQ,
uw=0 on 0f) .

where

[T (u ()P~
e 1y
Note that ||91]],» < 1. By Corollary 3.3 with b = 0 we deduce
[l Lar () < C
with C independent of k. By Kato’s inequality [18], u™ is a weak subsolution to
—Aut + 2t < [f(2) — H(z, Du(z))]L{y>0} in Q.

P1(z) =

Then, using p as a test function in the previous equation and u™ as a test function in problem
(13), we deduce

/% da:</ fudx*/H(%Du)]l{wowdﬂf
QN{u>0} Q
< Nza@ el Lo ) < CNFFllzagey -

The estimate follows by duality using the definition of 1, applying Holder’s inequality on the
right-hand side of the above inequality and sending k¥ — oo. We now briefly discuss the case
q > 4. First, one considers (13) with a right-hand side 11 > 0 such that [[¢1]|z1) = 1. Using
the same strategy, without need to use a truncation argument, using that p is nonnegative and
H > 0, one obtains vt € L>®°(Q) by applying Corollary 3.3 in the right regime of integrability,
ie. with p’ =1 and b = 0. We refer to [22, Proposition 3.7] for further details, being the proof
similar. O

We now consider the more delicate bound on the negative part ™, which needs the extra
integrability requirement g > %.
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Proposition 4.2. Assume that (H) holds. Let u € W9(Q)NW,(Q) be a strong solution to (1)
with ¢ > d/v'. There exists a positive constant C' depending on d,q,Crg,~y such that

e \QI

lu™lloiy < ClLF N i g + COL—=— + Cllf Lo
(Q)

where p = 5 when q < ,anyp<oowhenQ—f(mdp oowhenq>f

*q

Proof. For q < 5, k > 0, we define as p = pr the weak nonnegative solution to the Dirichlet
problem

) {—Apm +Ap(x) + div(DyH(x, Du(x)) Liuco) () = da(z)  in

p=0 on 0f) .

where 1y(z) = M. By duality as in the case of Proposition 4.1, using again Kato’s

[Ju= HLP(Q)

inequality as in [34, p. 148], [23], we get

/ u” () (x) da —l—/ [~DpH(x,Du) - Du~ — H(z, Du)] 1{y<oypda < / fpdx .
Q Q

QN{u<0}
By the properties of the Lagrangian (L), we estimate
[—DpH(:E, Du) - Du~ — H(x, Du)] Liu<oy = L(z, D, H (2, u” )L {u<oy
>[C 1|D H(z, Du)|"" = Cp]L{u<oy -
Therefore, we have by Corollary 3.3 (note that it can be bafely applied since v > d+2) and the

(6)

[ @@ de+ it [ 1D DOl Yoo < Co [ plicoy + [ fpdo
Q Q

IQI

fact that the condition ||1)2],r < 1 implies that ||p||; < IQ'

IQI

<y,

B Nz lloll oy < Ci T ( / D, H(z Du>|qn{u<0}pdx+1)

Since ¢ > d/v’, we can absorb the second term in the above right-hand side via Young’s inequality
to obtain

1
_ Q| Q|
[ @ s <5 v (f I+ A ' NSy m)
and then let £ — oo to conclude the estimate. The case ¢ = % is similar, while the case ¢ > g

requires to take a nonnegative ¢ = by € L*(2) with |[¢h2]|1(q) = 1 to conclude that u™ € L>(1)
via the same duality argument and exploiting that

/pé [Pl 1 '
o By Y

Indeed, fix g > % and start again with

/uf(x)wg(x)dx—l—cgl/ |DpH(x,Du)|”,]l{u<0}pda:§CL/ p]l{u<0}—|—/ fpdx
Q Q Q Q

CL
7 + 1 ey llpll Lo Q)"

One then chooses o such that ) .

qi
g

IS

o
so that taking ¢ > 4 we get the condition 4

< We can then apply Corollary 3.3 to get

_ / C _
cp! /Q |DpH(x, Du)|” 1iy<coypdr < TL +Cllf lzaga) (/Q |DyH (2, Du)[*1{y<oppda + 1)
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with k =1+ g = % < v/, and then apply the Young’s inequality to conclude the assertion. O

Combining Propositions 4.1 and 4.2 we get the following result under the assumption ¢ > %

(recall that d > 2 +2 under the standing restrictions on 7).

Corollary 4.3. Assume that (H) holds. Let u € W29(Q) N W,9(Q) be a strong solution to (1)
with ¢ > d/y'. Assume there exists K > 0 such that ||f||pe) < K. There exists a positive
constant C' depending on K, d,q,Cy, |Q|, X such that

lullzr) < C
where
e p=o00 whenq> & and any7> d“
e anyp < o0 whenq—f> £ and7> ‘”2

d+2

e p= dfqzq when - <qg< g (whzch zmplzes v <2)and~y >

Proof. Tt readily follows from Propositions 4.1 and 4.2. O

Remark 4.4. L bounds for distributional subsolutions in I/VO1 "7 in the case v > 2 already appeared
in [26, Theorem 5.2] through a Stampacchia-type argument under the restriction f € L%, g > %

(note that when v > 2 we have % < %) When v = 2 the L* bounds for solutions belonging a

priori to VVOL2 N L were proved in [13, Theorem 2.1] again via a Stampacchia’s method. Instead,
our L* bound from Corollary 4.3 holds for any v > 1+ %, and thus provide a unified proof for this
end-point integral estimate. We further remark that, in general, the L°° estimate is false when
v < 2 if u does not belong to a suitable class of solutions, cf [26, Remark 5.1] or [13, Remark 2.1].
Indeed, Example 1.3 in [34] shows that there exists an unbounded weak solution for problems with
sub-quadratic growth in the gradient if u does not satisfy the condition
. 1,2 _ (d—2)(y—1)
e Wi - = 0

We observe that in the limiting case ¢ = %, for v < 2, the membership u € W29 leads to the

above condition when vy < 2. Indeed, if u € W24 for q = i, it follows by Sobolev embeddings that

d
u € WLT*QQ, ie. u € WH4r=1) This in particular implies, applying again the Sobolev inequality,
d(y=1) .
that u € L2 | ie. |u|” € L2 < L2 Finally, D|u|” € L? when |u|"~!|Du| € L2, which is true
d(y—1)
by the Holder’s inequality using that u € L 7 together with Du € L= Finally, for the
case of natural gradient growth v = 2, the Sobolev embedding for ¢ > g implies that v € L*°, and
hence we are in the same situation of [13, Remark 2.1], where solutions belong a priori to L.

4.2. The end-point threshold ¢ = £. The results of the previous section do not encompass

the critical integrability value ¢ = 7. In this case one expects integrability estimates to depend
on finer properties than the sole control of f € L%, see e.g. [34]. Aim of this section is to derive
integrability estimates in this end-point situation via duality methods, together with establishing
new stability properties in Lebesgue spaces for strong solutions. The approach of this section is
inspired by that appeared in the context of parabolic problems in [23, Corollary 3.4].

Consider for A > 0 the Dirichlet problem with truncated right-hand side datum

i~ ~ (@) + H(z, Duy(2)) + X (z) = Ty(f(2)) i ©

up(z) =0 on 09,
Note that now the right-hand side of the equation belongs to L>(£2), and existence and uniqueness
of strong solutions in W27 for the Dirichlet problem is guaranteed by the results proved in e.g.
[4, Lemma 3], see also [42, 36].
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Proposition 4.5. Assume that (H) holds. Let u and uy be strong solutions to (1) and (15)
respectively, v < 2 and q = %. Then, there exists a constant C depending on f,Cy,q,d, |, A

such that
(16) lu — urllzr) < Clf = Ti(f)llLaco)

— _dg _ dy=1)
where p= d—72q = ﬂ

Proof. Let w = u — ug. Here, w depends on k, but we will drop the subscript k. Let p be the
weak solution to the Dirichlet problem

(17) {Ap(x) + Mp(x) — div(D,H (z, Dug(z))p(z)) = b3(z) inQ
p=0 on 0f) .
where
’LU+ p—1
() = @I
[T ||Lp )

As in Propositions 4.1 and 4.2, one should truncate the right-hand side term 3 to ensure the
existence of solutions on energy spaces, and then pass to the limit. We will drop this step for sim-
plicity. We first proceed by proving a bound on [, |[D,H (z, Dup))|[" pdz. By duality arguments,
testing (15) with p and (17) with u; we have

(18) | LD Duypde =~ [ Ts@h@ e+ [ wlovato).
For h > 0 to be chosen we write by (6)
€2 \7
/QTk(f x)dr < / 7 ( z)dr < /Qm{f—zh}f pdr +h——m

Q|7
2

<1 Lg-smlliea@llpll e ) + A
We then use Proposition 4.1 applied to uy to deduce
/Quk(x)%(x) < k|l Lo @ 193l o () < CollTi(f )| Lagy < Coll fH 1 Lacq) -
We then conclude

hlQ

cit [ Dyttt D) pds— [ par < B4 Coll o
Q Q

1 Lp-smylls@lloll Lo @) -
Plugging the previous estimates on (18) it follows that

1927

C; / D H (x, D))" pdr < 2 (h 1 Cp) + Coll £ 1oy

+ Cillf " Lp-2nyllzae) (/ |DpH (2, Duy))|" p da: + 1)
Q

with C7 depending on d,~y, 2. We finally choose h large enough to ensure

1
Tl q <
If Lip->nyllza) < 20,y

and absorb the term on the right-hand side on the left-hand one, concluding the bound

/ |DypH (2, Duy))|" pda < 2C, [' ki (h+Cr) + Coll f Ml Lace) =C.
Q
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We are now in position to obtain the estimate on w™. It is immediate to observe that by convexity
of H(z,-), wT is a weak subsolution to

—Awt + w4+ D,H(x, Dug(z)) - Dwt < [f — Tk ()L fwsoy -
By duality we conclude
oty = | w@pate)de < [ 17 =Tl usarda

and thus by Corollary 3.3

lwH|ze) < Cillf = Tr( )l Loco) (/Q |DpH(l“’Duk))|y,Pd$ + 1)

< CUC+DIf = Th(Hllzacey -

Finally, to obtain the integral estimates on w~ (and hence conclude the desired estimate on w)
one can proceed using the same scheme considering the dual problem

{A 5(2) + Ap() — div(Dy H(z, Du(2))p(x)) = ¥a(z) in 2,
p=0 on 0f) ,

where now

w (z)]P~!
Ya(z) = %
||w || Lr(Q)
O
Remark 4.6. First, we observe that (16) readily implies
llullzr) < C
when p = d(;_iyl), q= %. However, the dependence of the constant C' in the above estimate is

different with respect to the L? bound obtained in Corollary 4.3. Here, C' depends on || fT | La(a), b
where h has been chosen so that

1
Tl q < .
1f 1 p->nyllzac) < TeXel

It is worth observing that these constants remain bounded whenever f varies in bounded and
equi-integrable sets in L2, cf Definition 2.23 and Theorem 2.29 in [30].

Remark 4.7. The estimate u € LP with p = d(gf_j), q= % agrees with the one already found in

34, Theorem 1.1]. Indeed, the authors in [34] proved that |u|” € W, *(Q) with 7 = % and
the same type of dependence in the constant of the estimate. By Sobolev embedding this yields

lu|” € Ld%d% which, by the definition of 7, yields u € LP with p as above.

5. MAXIMAL LI-REGULARITY FOR THE DIRICHLET PROBLEM

Proof of Theorem 2.1. We first use Theorem A.1l to conclude that the strong solutions to (1)
satisfy the estimate

lullwag@) < CLllDUFar ) + 1)

where Cy depends on Cp,q,d,Q2, A\. We then proceed by interpolation as in [23] (see also the
references therein for other regularity results obtained through a similar scheme). First, we recall
that from Corollary 4.3 we have

(19) [ullps @) < C

for any s < p = df—%q if g < %, s < oo when g > %, with C' depending on the previous quantities.
The Gagliardo-Nirenberg inequality, cf [44], gives the existence of a positive constant Cgn such

that
(20) 1 Dull| Lav (@) < CanllD?ul|fa (g llu|

—0
lLs(Q) + ”U‘ L5(Q)»
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for s € [1,00] and 6 € [1/2,1) such that

1 1 1 2 1
— ==—+40(-—= 1-0)-.
vq d * (q d) * )S
Since ¢ > , it follows that p > dh 1) , and we are then free to choose s close to d(;’f_vl) to ensure
6 e[1/2, 1/7) We finally conclude by plugging (20) into (19) and get
0
[ullwza) < ColllD?ull 7)) + I1fllza)) »

which gives the estimate by applying the Young’s inequality since v < 1.

O

Proof of Theorem 2.2. Let w = u—uyg, k to be chosen later, where uy solves the Dirichlet problem
with truncated right-hand side (15). By Proposition 4.5 we have the existence of a constant C' > 0
such that

d(y—1)

lwllr) < CIf = Ti(f)llLa) »» = -

In view of the Gagliardo-Nirenberg inequality we get

1 1—1
||DU1||LM(Q) < CQHWHJVLq(Q)Hw”Lp(})) )
where Cy = C3(d, p, q,2). Thus, we write
(21) IDw|} 00y < CICTHf = Tl oy lwllwa e -

We further observe that w solves the Dirichlet problem

—Aw + Aw = H(xz, Dug(x)) — H(z, Du(x)) + f(z) = T(f(z)) inQ,
(22) {w =0 on 0N

and, in view of the growth assumptions (H), we have |D,H (z,p)| < Cu(lp~! + 1) for some
Cy > 0, and therefore we deduce by the Young’s inequality

|H (2, Duy(z)) — H(z, Du(z))| < |Dw(x)| - max{| Dy H(x, Dug(x))|, |DpH (z, Du(z))[}
< C3(|Du ()" + [Du(x)[" + [Dw(z)[" +1) < Ca(|Dug(2)|” + [Dw(z)[” + 1) ,

where C3,Cy depend only on Cy. We then apply Theorem A.1 to the Dirichlet problem (22) to
find

lwllw2.qq) < Cs(|H(z, Dug(x)) — H(x, Du(x))||La) + IIf — Te(F)llza))
< Coll DullYr g + Coll Dkl gy + I = TelF)lzacy + 1)
We plug the latter inequality into (21) to obtain
1Dl sy < CoCICTf = Tel Yoy 1Dl e
+ Co([1Dur Yo + I1f = Tu(F)ll ey + DCTCT I = Til ) ey »

for a constant Cs = Cg(d, ¢, Crr). We then pick a certain k large enough to have

_ 1
(23) CaC3CT M = el )iy < 5

and conclude
[Dw][ 7oy < 1DUE a0y + I1f = Te(P)llLace) + 1 < [ Dugllfon ) + 20 llae) + 1 -

We can then apply Theorem 2.1 to estimate ||Dug||q, since Ti(f) € L* (actually, Du turns out
to be even bounded via the results in [41]) and get for any ¢ > ¢ the bound

[ Dugl|zav ) < Cr
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where Cy, depends on k,q,d,Cy, || (indeed, | T;(f)| pa) < l;:\Qﬁ) This allows to conclude the
desired estimate, since by the definition of w we have

[ DullLav o) < [[Dwl|pav (o) + [[DugllLar ) -
O

Remark 5.1. The constant of the estimate in Theorem 2.2 remains bounded when f varies in a
bounded and equi-integrable set F C L7(2), see the previous Remark 4.6. Indeed, the constant
of the estimate depends on k that appears in (23), where ¢ = (2CsC5C?~1)~! is independent of
feF.

Remark 5.2. In view of the recent works for the Hamilton-Jacobi equation in [45, 8], one might
expect the validity of maximal regularity estimates for the Dirichlet problem when the source
term f belongs to the end-point Lorentz scale L(%po). Some results in this direction when

v < %2 without zero-th order terms have been obtained in [8]. Still, when f € L(d, 1) one should
expect boundedness of the gradient, at least in the context of interior estimates and problems with
periodic data, as analyzed in [37] for different classes of nonlinear elliptic equations. The general
case at these critical integrability scales will be the matter of a future research.

6. SOME REMARKS FOR THE CASE OF THE NATURAL GRADIENT GROWTH

As already discussed in [23] (see also [7] for a similar approach), to address the problem of
maximal regularity when v = 2 in (H), one can no longer apply the classical Gagliardo-Nirenberg
interpolation inequality on Lebesgue spaces with s = oo, since v = 20 = 1, which in turn
prevents from the absorption of the second order derivative term on the left-hand side of the
estimate. However, this can be circumvented by exploiting the Miranda-Nirenberg interpolation
inequalities, that allow to interpolate the first order Sobolev space with a Holder class, cf e.g. [7,

Section 1.1 p. 9]. Indeed, for 6 € [1*—’1 1}, a € (0,1), and r,q,0 satisfying the compatibility
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any function v € W27 () N C*(Q) belongs to W'24(Q). Then, we have, choosing § = =2, the
strict inequality 260 < 1 and the estimate

conditions
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where []oo is the Holder seminorm. Then, since r < ¢ for any o > 0, one can conclude the
statement once solutions to the Dirichlet problem (1) satisfy a Holder estimate. Since u € L>°(Q)
by Corollary 4.3 when g > %, we can regard (1) as

1Dull 240y < ClID*ul oy u]ta @) + [ulea() »7 = a

—Au+ H(z,Du) = - u+ f =1 g € L? ’Q>C§l

and conclude invoking the Holder estimates for the Dirichlet problem in [38, Theorem 2.2 p.441]
for the case of the quadratic growth.

APPENDIX A. AUXILIARY RESULTS

We recall the following W29 a priori estimate for strong solutions to linear elliptic problems.

Theorem A.1. Let Q C R? be a C? bounded domain. If u € W>9(Q) N Wy9(Q), g € LI(Q)
satisfies —Au~+ du =g a.e. in Q, A € R, A > 0, then

|ullw2.a) < CillgllLaco)

where C depends only on d, q, A\, 2. As a consequence, any strong solution u € W2’q(Q)ﬂW01’q(Q)
to (1) satisfies

lullw=a(@y < ColDuFur gy + 1 Flzocey + 1)
where Cy depends on d,q, \,Q2, Cy.
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Proof. The first statement is a classical Calderén-Zygmund estimate that can be found in [31,
Lemma 9.17] and [20, Theorem 6.3]. The second result follows readily from the first by observing
that if w is a strong solution to (1), then it solves

—Au+ A= —H(x, Du) + g(x)

with the same boundary conditions. Then, the estimate is a consequence of the assumptions (H)
and the properties of Lebesgue spaces. O
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