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Abstract: When treating geomaterials, fractional derivatives are used to model anomalous dispersion
or diffusion phenomena that occur when the mass transport media are anisotropic, which is generally
the case. Taking into account anomalous diffusion processes, a revised Fick’s diffusion law is to be
considered, where the fractional derivative order physically reflects the heterogeneity of the soil
medium in which the diffusion phenomena take place. The solutions of fractional partial differential
equations can be computed by using the so-called semi-analytical methods that do not require any
discretization and linearization in order to obtain accurate results, e.g., the Adomian Decomposition
Method (ADM). Such a method is innovatively applied for overcoming the critical issue of geometric
nonlinearities in coupled saturated porous media and the potentialities of the approach are studied,
as well as findings discussed.
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1. Introduction

Solute transport within porous media depends on various factors, including solvent
and solute properties, fluid velocity field, and geometrical features, such as shape, size,
porosity, and distribution of voids [1,2]; several phenomena can be affected, among which
are transport of contaminants in soils [3,4], biomechanics problems (e.g., transport of
nutrients in bones [5,6]), and intrusion of radioactive wastes within cemented materials [7]).
If on one side the theoretical frameworks are well established [3,8–13], on the other hand,
experimental tests show that solute concentration profiles deviate from the behavior based
on the standard mass transport equation [14]. Again, when considering water flow in
low-permeability porous media, a strong nonlinear relationship between water flux and
hydraulic gradient should be considered, suggesting a non-Darcian flow. Hence, the
fractional fashion is adopted to include memory effects that could not be captured by
standard approaches [1,15]. In particular, converting the standard Advection–Diffusion
Equation (ADE) into a Fractional Advection–Diffusion Equation (FRADE), both in space
and time (SFRADE and TFRADE, respectively), was found to be efficient to predict non-
Fickian dispersion processes.

Fractional and tempered fractional [16] differential equations lead to important de-
velopments in analytical methods for solving fractional ordinary and partial differential
equations in recent times. They include, e.g., Laplace–Fourier transform techniques and the
Green function approach [17], Lie symmetries theory, and group analysis [18–21]. However,
analytical methods could fail, in particular when reactions terms are incorporated [22,23], or
kernel non-singularities occur [24], and they have high computational efforts. As reported
in [25], some numerical schemes have been developed for diffusion problems [26–31]
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and for advection–diffusion problems [32,33]. However, the stability and convergence of
numerical schemes for fractional partial differential equations need further investigation.

A fractional derivative is a non-local operator; therefore, it is expected that the nu-
merical and mathematical treatment involves information on the function further out
the region close to the point in which the derivative is computed. In fact, as indicated
in [34], different methods for the approximation of fractional derivatives can be used
to achieve adequate results in finite differences schemes, considering various values of
the fractional order (e.g., L1, L2, L2C, spline and spectral approximation, to name just a
few). Alternatively, non-local problems, accounting for long-range interactions, can be
treated via non-local integral models [35], and they can even combine time-fractional and
space-nonlocal strategies [36].

These difficulties have led, in the past decade, to the formulation of innovative method-
ologies to obtain the required solutions, avoiding discretization and linearization, such
as the Adomian Decomposition Method [37–41], homotopy perturbation method [42],
He’s variational iteration method [43], the homotopy analysis method [44], the Galerkin
method [45], and the collocation method [46]. Among these, the Adomian Decomposition
Method (ADM), a semi-analytical method, acquired a prestigious position due to its ef-
fective and simple procedures for obtaining numerical solutions, still maintaining high
accuracy solutions of a wide class of partial differential equations, linear or nonlinear,
homogeneous or inhomogeneous, with constant coefficients or with variable coefficients,
both integer and fractional [47,48].

More recently, within the framework of fractional calculus, which is the topic of the
present work, the ADM has been used in different engineering fields, demonstrating high
reliability and accuracy of the solution for nonlinear fractional differential equations [49–54].
Anyway, the ADM series-type solutions are to be approximated for numerical purposes;
according to Jiao et al. [55,56], the main critical issue is the region and rate of convergence
of the Adomian series solution that can be fast in a very small portion of domain and
becomes wrong for wider ones. Furthermore, it is a semi-analytical method and, therefore,
it requires specific assumptions regarding the continuity and integrability conditions of the
functions involved. Anyway, the attainability of an enriched solution within a nonlinear
field has been considered our priority at this stage.

Hence, the idea was to start from the novel formulation developed in [1], in which ma-
terial and geometric nonlinearities have been only partly taken into account; particularly, it
has been proved that, via a fractional approach, material heterogeneities can be reproduced,
whereas other nonlinear sources are to be specifically treated. Correspondingly, the ADM
was chosen, being that its structure is suitable to efficiently solve fractional equations with
variable coefficients: such a feature has allowed us to reach novel closed-form solutions for
SFRADE and TFRADE with variable advection and diffusion (SFRADE-T and TFRADE-T),
thereby physically allowing us to include geometric nonlinearities within porous media
behavior, as well as different initial conditions in order to obtain a more realistic description
of anomalous percolations processes. It is to be recalled that just a temporal dependence of
such coefficients is here considered, being that their spatial one is already included, thanks
to the adoption of a fractional approach.

2. Preliminaries and Notations

There are various definitions for fractional derivatives and integrals in the literature.
The three most frequently used definitions for the general fractional derivative are the
Grünwald-Letnikov (GL), the Riemann-Liouville (RL), and the Caputo (C) definition [57,58].

The main adopted features of RL and C are briefly summarized below.

Definition 1. The Riemann-Liouville fractional integral operator of order α ≥ 0 of a function f (t)
is defined as:

RL
a J

α
t [ f (t)] =

1
Γ(α)

∫ t

a
f (τ)(t− τ)α−1dτ, (1)
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where; Γ is the (complete) gamma function. When a = 0 (base point), and using convolution, it is
possible to write:

RL
0 J

α

t [ f (t)] = f (t) ∗Φp(t), (2)

in which:

Φp(t) =

{
tp−1

Γ(p) t > 0,
0 t ≤ 0;

lim
p→0

Φp(t) = δ(t). (3)

Definition 2. The RL fractional derivative of order p > 0 of a continuous function f (t) is defined
to be:

RL
aD p

t f (t) = 1
Γ(k−p)

dk

dtk

∫ t
a (t− τ)k−p−1 f (τ)dτ, k− 1 ≤ p < k, (4)

with k = [p] + 1 , and [p] denotes the integer part of p

The RL derivative has some disadvantages when trying to model real-world phe-
nomena with fractional differential equations. Therefore, a modified fractional differential
operator C

a Dα
t was proposed by Caputo [59].

Definition 3. The αth Caputo fractional derivative of a continuous function f (t) is defined as:

C
a Dα

t f (t) = 1
Γ(n−α)

∫ t
a

f (n)(τ)dτ

(t−τ)α+1−n , n− 1 < α < n, (5)

where; n ∈

Mathematics 2023, 11, x FOR PEER REVIEW 3 of 28 
 

 

𝐽 [𝑓(𝑡)] = ( ) 𝑓(𝜏)(𝑡 − 𝜏) 𝑑𝜏,  (1)

where; Γ is the (complete) gamma function. When 𝑎 = 0 (base point), and using convolution, it 
is possible to write: 𝐽 [𝑓(𝑡)] = 𝑓(𝑡) ∗ Φ (𝑡),  (2)

in which: 

Φ (𝑡) = ( ) 𝑡 > 0,0  𝑡 ≤ 0; lim→ Φ (𝑡) = 𝛿(𝑡).  (3)

Definition 2. The RL fractional derivative of order 𝑝 > 0 of a continuous function 𝑓(𝑡) is de-
fined to be: 𝐷 𝑓(𝑡) = ( ) (𝑡 − 𝜏) 𝑓(𝜏)𝑑𝜏 , 𝑘 − 1 ≤ 𝑝 < 𝑘,  (4)

with 𝑘 = [𝑝] + 1, and [𝑝] denotes the integer part of 𝑝. 
The RL derivative has some disadvantages when trying to model real-world phe-

nomena with fractional differential equations. Therefore, a modified fractional differential 
operator 𝐷  was proposed by Caputo [59]. 

Definition 3. The 𝛼th Caputo fractional derivative of a continuous function 𝑓(𝑡) is defined as: 𝐷 𝑓(𝑡) = ( ) ( )( )( ) , 𝑛 − 1 < 𝛼 < 𝑛,  (5)

where; 𝑛 ∈ ℕ. 
The partial Caputo derivative of 𝑢(𝑥, 𝑡) with respect to 𝑡 is defined as: 

𝐷 𝑢(𝑥, 𝑡) = 𝑢(𝑥, 𝑡) = 𝐽 𝑢(𝑥, 𝑡), 𝑛 − 1 < 𝛼 ≤ 𝑛,𝑢(𝑥, 𝑡), 𝛼 = 𝑛 ∈ ℕ.   (6)

Properties 
Let 𝛼 > 0, 𝛽 > 0, then: 𝐽 𝐽 𝑓(𝑡) = 𝐽 𝑓(𝑡),  (7)𝐽 𝐽 𝑓(𝑡) = 𝐽 𝐽 𝑓(𝑡), (8)

𝐽 𝐷 𝑓(𝑡) = 𝑓(𝑡) − 𝑓( )(𝑎) (𝑡 − 𝑎)𝑘! , 𝑛 − 1 < 𝛼 < 𝑛,        (9)

𝐷 (𝑡 ) = Γ(𝑝 + 1)Γ(𝑝 − 𝛼 + 1) 𝑡 ,  𝑛 − 1 < 𝛼 < 𝑛, 𝑝 > 𝑛 − 1,0, 𝑝 ∈ ℝ, 𝑛 − 1 < 𝛼 < 𝑛, 𝑝 ≤ 𝑛 − 1, (10)

𝐷 (sin (𝑡)) = sin 𝑡 + 𝛼𝜋2 , (11)

𝐷 (cos (𝑡)) = cos 𝑡 + 𝛼𝜋2 , (12)

𝐷 𝑒 = 𝜆 𝑒 . (13)

Proof of the properties (7)–(10) can be found in [58] and, using [34], it is straightfor-
ward to derive (11)–(13). 

.
The partial Caputo derivative of u(x, t) with respect to t is defined as:

C
a D

α
t u(x, t) =

∂α

∂tα
u(x, t) =

{
RL

a Jn−α
t

∂n

∂tn u(x, t), n− 1 < α ≤ n,
∂n

∂tn u(x, t), α = n ∈
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(6)

Properties

Let α > 0, β > 0, then:

RL
a J

α
t

RL
a J

β
t f (t) = RL

a J
α+β
t f (t), (7)

RL
a J

α
t

RL
a J

β
t f (t) = RL

a J
β
t

RL
a J

α
t f (t), (8)

RL
a Jα

t
C
a Dα

t f (t) = f (t)−
n−1
∑

k=0
f (k)(a) (t−a)k

k! , n− 1 < α < n, (9)

C
a D

α
t (t

p) =

{
Γ(p+1)

Γ(p−α+1) tp−α, n− 1 < α < n, p > n− 1,
0, p ∈
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, n− 1 < α < n, p ≤ n− 1,
(10)

C
−∞D

α

t (sin(t)) = sin
(

t +
απ

2

)
, (11)

C
−∞D

α

t (cos(t)) = cos
(

t +
απ

2

)
, (12)

C
−∞D

α

t

(
eλt
)
= λαeλt. (13)

Proof of the properties (7)–(10) can be found in [58] and, using [34], it is straightforward
to derive (11)–(13).
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Definition 4. The Mittag-Leffler function involving one parameter is given by:

Eµ(t) =
+∞
∑

j=0

tj

Γ(jµ+1) , t ∈
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𝐷 (cos (𝑡)) = cos 𝑡 + 𝛼𝜋2 , (12)

𝐷 𝑒 = 𝜆 𝑒 . (13)

Proof of the properties (7)–(10) can be found in [58] and, using [34], it is straightfor-
ward to derive (11)–(13). 

+. (14)

3. Basic Idea of the Adomian Decomposition Method

Let us consider a nonlinear differential equation of the type:

Mtu(x, t) + Nu(x, t) + Ru(x, t) = g(x, t), (15)

where; Mt represents the highest order time derivative with order α, such that n− 1 < α < n,
which is assumed to be invertible, R is the remaining linear operator grouping the lower
derivatives, N represents the nonlinear operator in the equation considered, and g(x, t) is a
known function. For the initial value problem, solving for Mtu(x, t) and integrating (15)
by the operator M−1

t from 0 to t yields:

u(x, t) =
n−1

∑
k=0

u(k)(x, 0)
tk

k!︸ ︷︷ ︸
ϕ0

+ M−1
t g(x, t)−M−1

t Nu(x, t)−M−1
t Ru(x, t). (16)

The method is based on setting the solution in an infinite series in the form:

u(x, t) =
∞

∑
n=0

un(x, t), (17)

additionally, the nonlinear operator can be decomposed as:

Nu(x, t) =
∞

∑
n=0

An(u0 + u1 + · · · un) = A0 + A1 + · · · An, (18)

where; An are called Adomian polynomials, which are defined by:

An = 1
n!

dn

dλn

[
N
(

n
∑

n=0
λiui

)]
λ=0

, n = 0, 1, 2, · · · , (19)

so, the components can be determined, recursively, as:

u0 = ϕ0 + M−1
t g(x, t),

un+1 = −M−1
t Nun(x, t)−M−1

t Run(x, t),
n = 0, 1, 2, · · · . (20)

4. Physical Interpretation: Anomalous Advection Diffusion–Reaction Processes within
Saturated Multiphase Porous Media

A fractional model, suitable for describing advection–diffusion–reaction processes
within deformable saturated porous media in finite strains [1], based on the modified
mixture theory [60], is here briefly recalled being the starting point for the proposed
approach. By concentrating only on the transport equation for the contaminant, the final
expression takes the form:

∂
−
C

∂t
+
−
u

∂
−
C

∂x
+
−
Y
−
C−

−
K(−∆)

α
2
−
C = 0, (21)

with
−
u = ϕρwk

(1−ϕ)J(ρsKd−1)µ
∂p
∂x ,

−
Y =

−
Q f +(J+ϕρw)

k
µ

∂2 p
∂x2

(1−ϕ)J(ρsKd−1) ,
−
K = ϕD

J2(1−ϕ)(ρsKd−1) , (22)
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where;
−
C = CQ f with C concentration of solute and Q f being the flow discharge, ϕ is

the porosity, ρw and ρs are the density of fluid and solid, respectively, k is the (isotropic)
permeability constant, µ is the viscosity, p is the pore pressure, J = det(F) > 0 with
F(X, t) is the deformation gradient of the solid skeleton, Kd is the contaminant partitioning

coefficient, D is the diffusion constant, and
−
Q f is a complex function of all the previous

parameters.
For a complete description of the coupled model, wherein (21) is a part, the reader is

referred to [1,61].

Coefficients
−
u =

−
u(x, t),

−
Y =

−
Y(x, t),

−
K =

−
K(x, t), previously considered as constants

as a simplifying assumption, are here treated as effectively space–time functions, thereby
adding an additional source of nonlinearity (together with the material one) to the problem.

5. The Fractional Advection–Diffusion Equation Model and Its Solution by ADM

The solution of FRADE via ADM, in both space and time (STFRADE) with constant
diffusion and advection terms, has already been obtained in [62]. As stated, exclusively

a temporal dependence for these functions has been considered here in order to model
−
u

and
−
K in (21), being that the heterogeneity of the medium has already been caught via the

fractional approach.
In the following, different initial conditions have been implemented, whereas source

terms are not included in this discussion.
Let us consider the following one-dimensional space–time fractional differential equa-

tion (STFRADE-T) with initial conditions:{
∂αu
∂tα + h(t) ∂βu

∂xβ = g(t) ∂γu
∂xγ

u(x, 0) = f (x)
,

0 < α ≤ 1,
0 < β ≤ 1,
1 < γ ≤ 2,

(23)

which can also be written in the following way:

Dα
t u(x, t) + h(t)Dβ

x u(x, t) = g(t)Dγ
x u(x, t), (24)

where; the differential operators are defined as:

Dα
t = ∂α

∂tα , Dβ
x = ∂β

∂xβ , Dγ
x = ∂γ

∂xγ , (25)

additionally, when applying to both sides the Riemann-Liouville integral expressed by
D−α

t (·) = Jα
t (·) with the property 9, we obtain:

D−α
t Dα

t u(x, t) = D−α
t
{

g(t)Dγ
x u(x, t)

}
− D−α

t

{
h(t)Dβ

x u(x, t)
}

, (26)

u(x, t) = u(x, 0) + Jα
t
{

g(t)Dγ
x u(x, t)

}
− Jα

t

{
h(t)Dβ

x u(x, t)
}

. (27)

It is important to emphasize that we have omitted the left subscript and superscript
relative to base point a and the type of differintegral considered in order to make the
mathematical passages more readable. However, it is implied that, when dealing with
fractional derivatives, the Caputo derivative type is used, and different base points are
chosen, depending on the functions involved, and when dealing with fractional integrals,
the Riemann-Liouville type with base point a = 0 is adopted.

Using the ADM hypothesis, the following can be observed:

∞

∑
n=0

un(x, t) = u(x, 0) + Jα
t

{
g(t)Dγ

x

(
∞

∑
n=0

un(x, t)

)}
− Jα

t

{
h(t)Dβ

x

(
∞

∑
n=0

un(x, t)

)}
, (28)
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from which the recursive algorithm is deduced:{
u0(x, t) = u(x, 0) = f (x),

un+1(x, t) = Jα
t
{

g(t)Dγ
x un(x, t)

}
− Jα

t

{
h(t)Dβ

x un(x, t)
}

,
n = 0, 1, 2, · · ·+ ∞. (29)

It is to be highlighted that, once the u0(x, t) component is defined, the remaining ones
can be completely determined and, consequently, the series solution is entirely determined.

In the following, a novel compact symbolic notation is introduced, allowing for
shortening of the required recursive operations.

Definition 5.
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elements of class n. In this context, p = 2 is g(t) and h(t) , so D′2,n = 2n.
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In the following, a novel compact symbolic notation is introduced, allowing for short-

ening of the required recursive operations. 

Definition 5. 𝕯 is called a DIRECTION MATRIX, whose lines indicate the “direction” to be 

respected for the sequence of functions that are involved in the temporal fractional integration. 𝕯 ∈

ℳ[𝐷𝑝,𝑛
′ =𝑝𝑛,𝑛] , where 𝐷𝑝,𝑛

′ = 𝑝𝑛  with 𝑛 ∈ ℕ defines the dispositions with repetition of 𝑝  ele-

ments of class 𝑛. In this context, 𝑝 = 2 is 𝑔(𝑡) and ℎ(𝑡), so 𝐷2,𝑛
′ = 2𝑛.  

𝕯[21,1] = [
𝑔
ℎ
] , 𝕯[22,2] = [

𝑔 𝑔
𝑔 ℎ
ℎ 𝑔
ℎ ℎ

] , 𝕯[23,3] =

[
 
 
 
 
 
 
 
𝑔 𝑔 𝑔
𝑔 𝑔 ℎ
𝑔 ℎ 𝑔
ℎ 𝑔 𝑔
𝑔 ℎ ℎ
ℎ 𝑔 ℎ
ℎ ℎ 𝑔
ℎ ℎ ℎ]

 
 
 
 
 
 
 

, ⋯ .  (30) 

Therefore, one can construct a specific direction matrix for every natural number 𝑛 ∈

ℕ. The order of the rows and columns is not fundamental in the formation of the matrix 

𝕯, and any movement of them does not change its meaning, and then it is not unique. 

However, as reported below, it is to be specifically structured to correctly and compactly 

represent the reached solution. 

Definition 6. A submatrix of 𝕯, where each row contains a number of functions, 𝑔(𝑡), is equal 

to (𝑛 − 𝑗), and a number of ℎ(𝑡) is equal to 𝑗, which is a dummy index that goes from 0 to 𝑛, 

is defined as: 

𝕯′
[(
𝑛
𝑗),𝑛]

|
(𝑛−𝑗)𝑔

𝑗ℎ

.  (31) 

In order to better understand the listed symbolic representations, let us consider the 

already explicitly expressed cases for 𝑛 =  1,2,3 (30), where the different submatrices 𝕯′ 

are defined for every 𝑛 and for each direction matrix. 

𝕯[21,1] =

{
 
 

 
 𝕯′

[(
1
0
)=1,1]

|
1𝑔

0ℎ

→ [𝑔]

𝕯′
[(
1
1
)=1,1]

|
0𝑔

1ℎ

→ [ℎ]

, 𝕯[23,3] =

{
 
 
 

 
 
 𝕯′

[(
2
0
)=1,2]

|
2𝑔

0ℎ

→ [𝑔 𝑔]

𝕯′
[(
2
1
)=2,2]

|
1𝑔

1ℎ

→ [
𝑔 ℎ
ℎ 𝑔

]

𝕯′
[(
2
2
)=1,2]

|
0𝑔

2ℎ

→ [ℎ ℎ]

𝕯[23,3] =

{
 
 
 
 
 

 
 
 
 
 𝕯′

[(
3
0
)=1,3]

|
3𝑔

0ℎ

→ [𝑔 𝑔 𝑔]

𝕯′
[(
3
1
)=3,3]

|
2𝑔

1ℎ

→ [

𝑔 𝑔 ℎ
𝑔 ℎ 𝑔
ℎ 𝑔 𝑔

]

𝕯′
[(
3
2
)=3,3]

|
1𝑔

2ℎ

→ [

𝑔 ℎ ℎ
ℎ 𝑔 ℎ
ℎ ℎ 𝑔

]

𝕯′
[(
3
3
)=1,3]

|
0𝑔

3ℎ

→ [ℎ ℎ ℎ]

 (32) 

and so on. 

Therefore, the matrix 𝕯 can be considered as a block matrix or partitioned matrix, 

whose blocks are the submatrices 𝕯′. One can change the position of the single blocks 

[21,1] =

[
g
h

]
,
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In the following, a novel compact symbolic notation is introduced, allowing for short-

ening of the required recursive operations. 

Definition 5. 𝕯 is called a DIRECTION MATRIX, whose lines indicate the “direction” to be 

respected for the sequence of functions that are involved in the temporal fractional integration. 𝕯 ∈

ℳ[𝐷𝑝,𝑛
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ℎ 𝑔
ℎ ℎ
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𝑔 𝑔 𝑔
𝑔 𝑔 ℎ
𝑔 ℎ 𝑔
ℎ 𝑔 𝑔
𝑔 ℎ ℎ
ℎ 𝑔 ℎ
ℎ ℎ 𝑔
ℎ ℎ ℎ]

 
 
 
 
 
 
 

, ⋯ .  (30) 

Therefore, one can construct a specific direction matrix for every natural number 𝑛 ∈

ℕ. The order of the rows and columns is not fundamental in the formation of the matrix 

𝕯, and any movement of them does not change its meaning, and then it is not unique. 

However, as reported below, it is to be specifically structured to correctly and compactly 

represent the reached solution. 

Definition 6. A submatrix of 𝕯, where each row contains a number of functions, 𝑔(𝑡), is equal 

to (𝑛 − 𝑗), and a number of ℎ(𝑡) is equal to 𝑗, which is a dummy index that goes from 0 to 𝑛, 

is defined as: 

𝕯′
[(
𝑛
𝑗),𝑛]

|
(𝑛−𝑗)𝑔

𝑗ℎ

.  (31) 

In order to better understand the listed symbolic representations, let us consider the 

already explicitly expressed cases for 𝑛 =  1,2,3 (30), where the different submatrices 𝕯′ 

are defined for every 𝑛 and for each direction matrix. 

𝕯[21,1] =

{
 
 

 
 𝕯′

[(
1
0
)=1,1]

|
1𝑔

0ℎ

→ [𝑔]

𝕯′
[(
1
1
)=1,1]

|
0𝑔

1ℎ

→ [ℎ]

, 𝕯[23,3] =

{
 
 
 

 
 
 𝕯′

[(
2
0
)=1,2]

|
2𝑔

0ℎ

→ [𝑔 𝑔]

𝕯′
[(
2
1
)=2,2]

|
1𝑔

1ℎ

→ [
𝑔 ℎ
ℎ 𝑔

]

𝕯′
[(
2
2
)=1,2]

|
0𝑔

2ℎ

→ [ℎ ℎ]

𝕯[23,3] =

{
 
 
 
 
 

 
 
 
 
 𝕯′

[(
3
0
)=1,3]

|
3𝑔

0ℎ

→ [𝑔 𝑔 𝑔]

𝕯′
[(
3
1
)=3,3]

|
2𝑔

1ℎ

→ [

𝑔 𝑔 ℎ
𝑔 ℎ 𝑔
ℎ 𝑔 𝑔

]

𝕯′
[(
3
2
)=3,3]

|
1𝑔

2ℎ

→ [

𝑔 ℎ ℎ
ℎ 𝑔 ℎ
ℎ ℎ 𝑔

]

𝕯′
[(
3
3
)=1,3]

|
0𝑔

3ℎ

→ [ℎ ℎ ℎ]

 (32) 

and so on. 

Therefore, the matrix 𝕯 can be considered as a block matrix or partitioned matrix, 

whose blocks are the submatrices 𝕯′. One can change the position of the single blocks 

[22,2] =


g g
g h
h g
h h

,
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In the following, a novel compact symbolic notation is introduced, allowing for short-

ening of the required recursive operations. 

Definition 5. 𝕯 is called a DIRECTION MATRIX, whose lines indicate the “direction” to be 

respected for the sequence of functions that are involved in the temporal fractional integration. 𝕯 ∈

ℳ[𝐷𝑝,𝑛
′ =𝑝𝑛,𝑛] , where 𝐷𝑝,𝑛

′ = 𝑝𝑛  with 𝑛 ∈ ℕ defines the dispositions with repetition of 𝑝  ele-

ments of class 𝑛. In this context, 𝑝 = 2 is 𝑔(𝑡) and ℎ(𝑡), so 𝐷2,𝑛
′ = 2𝑛.  

𝕯[21,1] = [
𝑔
ℎ
] , 𝕯[22,2] = [

𝑔 𝑔
𝑔 ℎ
ℎ 𝑔
ℎ ℎ

] , 𝕯[23,3] =
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𝑔 𝑔 𝑔
𝑔 𝑔 ℎ
𝑔 ℎ 𝑔
ℎ 𝑔 𝑔
𝑔 ℎ ℎ
ℎ 𝑔 ℎ
ℎ ℎ 𝑔
ℎ ℎ ℎ]

 
 
 
 
 
 
 

, ⋯ .  (30) 

Therefore, one can construct a specific direction matrix for every natural number 𝑛 ∈

ℕ. The order of the rows and columns is not fundamental in the formation of the matrix 

𝕯, and any movement of them does not change its meaning, and then it is not unique. 

However, as reported below, it is to be specifically structured to correctly and compactly 

represent the reached solution. 

Definition 6. A submatrix of 𝕯, where each row contains a number of functions, 𝑔(𝑡), is equal 

to (𝑛 − 𝑗), and a number of ℎ(𝑡) is equal to 𝑗, which is a dummy index that goes from 0 to 𝑛, 

is defined as: 

𝕯′
[(
𝑛
𝑗),𝑛]

|
(𝑛−𝑗)𝑔

𝑗ℎ

.  (31) 

In order to better understand the listed symbolic representations, let us consider the 

already explicitly expressed cases for 𝑛 =  1,2,3 (30), where the different submatrices 𝕯′ 

are defined for every 𝑛 and for each direction matrix. 

𝕯[21,1] =

{
 
 

 
 𝕯′

[(
1
0
)=1,1]

|
1𝑔

0ℎ

→ [𝑔]

𝕯′
[(
1
1
)=1,1]

|
0𝑔

1ℎ

→ [ℎ]

, 𝕯[23,3] =

{
 
 
 

 
 
 𝕯′

[(
2
0
)=1,2]

|
2𝑔

0ℎ

→ [𝑔 𝑔]

𝕯′
[(
2
1
)=2,2]

|
1𝑔

1ℎ

→ [
𝑔 ℎ
ℎ 𝑔

]

𝕯′
[(
2
2
)=1,2]

|
0𝑔

2ℎ

→ [ℎ ℎ]

𝕯[23,3] =

{
 
 
 
 
 

 
 
 
 
 𝕯′

[(
3
0
)=1,3]

|
3𝑔

0ℎ

→ [𝑔 𝑔 𝑔]

𝕯′
[(
3
1
)=3,3]

|
2𝑔

1ℎ

→ [

𝑔 𝑔 ℎ
𝑔 ℎ 𝑔
ℎ 𝑔 𝑔

]

𝕯′
[(
3
2
)=3,3]

|
1𝑔

2ℎ

→ [

𝑔 ℎ ℎ
ℎ 𝑔 ℎ
ℎ ℎ 𝑔

]

𝕯′
[(
3
3
)=1,3]

|
0𝑔

3ℎ

→ [ℎ ℎ ℎ]

 (32) 

and so on. 

Therefore, the matrix 𝕯 can be considered as a block matrix or partitioned matrix, 

whose blocks are the submatrices 𝕯′. One can change the position of the single blocks 

[23,3] =



g g g
g g h
g h g
h g g
g h h
h g h
h h g
h h h


, · · · . (30)

Therefore, one can construct a specific direction matrix for every natural number
n ∈
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𝐽 [𝑓(𝑡)] = ( ) 𝑓(𝜏)(𝑡 − 𝜏) 𝑑𝜏,  (1)

where; Γ is the (complete) gamma function. When 𝑎 = 0 (base point), and using convolution, it 
is possible to write: 𝐽 [𝑓(𝑡)] = 𝑓(𝑡) ∗ Φ (𝑡),  (2)

in which: 

Φ (𝑡) = ( ) 𝑡 > 0,0  𝑡 ≤ 0; lim→ Φ (𝑡) = 𝛿(𝑡).  (3)

Definition 2. The RL fractional derivative of order 𝑝 > 0 of a continuous function 𝑓(𝑡) is de-
fined to be: 𝐷 𝑓(𝑡) = ( ) (𝑡 − 𝜏) 𝑓(𝜏)𝑑𝜏 , 𝑘 − 1 ≤ 𝑝 < 𝑘,  (4)

with 𝑘 = [𝑝] + 1, and [𝑝] denotes the integer part of 𝑝. 
The RL derivative has some disadvantages when trying to model real-world phe-

nomena with fractional differential equations. Therefore, a modified fractional differential 
operator 𝐷  was proposed by Caputo [59]. 

Definition 3. The 𝛼th Caputo fractional derivative of a continuous function 𝑓(𝑡) is defined as: 𝐷 𝑓(𝑡) = ( ) ( )( )( ) , 𝑛 − 1 < 𝛼 < 𝑛,  (5)

where; 𝑛 ∈ ℕ. 
The partial Caputo derivative of 𝑢(𝑥, 𝑡) with respect to 𝑡 is defined as: 

𝐷 𝑢(𝑥, 𝑡) = 𝑢(𝑥, 𝑡) = 𝐽 𝑢(𝑥, 𝑡), 𝑛 − 1 < 𝛼 ≤ 𝑛,𝑢(𝑥, 𝑡), 𝛼 = 𝑛 ∈ ℕ.   (6)

Properties 
Let 𝛼 > 0, 𝛽 > 0, then: 𝐽 𝐽 𝑓(𝑡) = 𝐽 𝑓(𝑡),  (7)𝐽 𝐽 𝑓(𝑡) = 𝐽 𝐽 𝑓(𝑡), (8)

𝐽 𝐷 𝑓(𝑡) = 𝑓(𝑡) − 𝑓( )(𝑎) (𝑡 − 𝑎)𝑘! , 𝑛 − 1 < 𝛼 < 𝑛,        (9)

𝐷 (𝑡 ) = Γ(𝑝 + 1)Γ(𝑝 − 𝛼 + 1) 𝑡 ,  𝑛 − 1 < 𝛼 < 𝑛, 𝑝 > 𝑛 − 1,0, 𝑝 ∈ ℝ, 𝑛 − 1 < 𝛼 < 𝑛, 𝑝 ≤ 𝑛 − 1, (10)

𝐷 (sin (𝑡)) = sin 𝑡 + 𝛼𝜋2 , (11)

𝐷 (cos (𝑡)) = cos 𝑡 + 𝛼𝜋2 , (12)

𝐷 𝑒 = 𝜆 𝑒 . (13)

Proof of the properties (7)–(10) can be found in [58] and, using [34], it is straightfor-
ward to derive (11)–(13). 

. The order of the rows and columns is not fundamental in the formation of the matrix
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, ⋯ .  (30) 

Therefore, one can construct a specific direction matrix for every natural number 𝑛 ∈

ℕ. The order of the rows and columns is not fundamental in the formation of the matrix 

𝕯, and any movement of them does not change its meaning, and then it is not unique. 

However, as reported below, it is to be specifically structured to correctly and compactly 

represent the reached solution. 

Definition 6. A submatrix of 𝕯, where each row contains a number of functions, 𝑔(𝑡), is equal 

to (𝑛 − 𝑗), and a number of ℎ(𝑡) is equal to 𝑗, which is a dummy index that goes from 0 to 𝑛, 

is defined as: 

𝕯′
[(
𝑛
𝑗),𝑛]

|
(𝑛−𝑗)𝑔

𝑗ℎ

.  (31) 

In order to better understand the listed symbolic representations, let us consider the 

already explicitly expressed cases for 𝑛 =  1,2,3 (30), where the different submatrices 𝕯′ 

are defined for every 𝑛 and for each direction matrix. 

𝕯[21,1] =

{
 
 

 
 𝕯′

[(
1
0
)=1,1]

|
1𝑔

0ℎ

→ [𝑔]

𝕯′
[(
1
1
)=1,1]

|
0𝑔

1ℎ

→ [ℎ]

, 𝕯[23,3] =

{
 
 
 

 
 
 𝕯′

[(
2
0
)=1,2]

|
2𝑔
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→ [𝑔 𝑔]

𝕯′
[(
2
1
)=2,2]

|
1𝑔

1ℎ

→ [
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ℎ 𝑔

]

𝕯′
[(
2
2
)=1,2]

|
0𝑔

2ℎ

→ [ℎ ℎ]

𝕯[23,3] =

{
 
 
 
 
 

 
 
 
 
 𝕯′

[(
3
0
)=1,3]

|
3𝑔

0ℎ

→ [𝑔 𝑔 𝑔]

𝕯′
[(
3
1
)=3,3]

|
2𝑔

1ℎ

→ [

𝑔 𝑔 ℎ
𝑔 ℎ 𝑔
ℎ 𝑔 𝑔

]

𝕯′
[(
3
2
)=3,3]

|
1𝑔

2ℎ

→ [

𝑔 ℎ ℎ
ℎ 𝑔 ℎ
ℎ ℎ 𝑔

]

𝕯′
[(
3
3
)=1,3]

|
0𝑔

3ℎ

→ [ℎ ℎ ℎ]

 (32) 

and so on. 

Therefore, the matrix 𝕯 can be considered as a block matrix or partitioned matrix, 

whose blocks are the submatrices 𝕯′. One can change the position of the single blocks 

, and any movement of them does not change its meaning, and then it is not unique.
However, as reported below, it is to be specifically structured to correctly and compactly
represent the reached solution.

Definition 6. A submatrix of
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Therefore, one can construct a specific direction matrix for every natural number 𝑛 ∈

ℕ. The order of the rows and columns is not fundamental in the formation of the matrix 

𝕯, and any movement of them does not change its meaning, and then it is not unique. 

However, as reported below, it is to be specifically structured to correctly and compactly 

represent the reached solution. 

Definition 6. A submatrix of 𝕯, where each row contains a number of functions, 𝑔(𝑡), is equal 

to (𝑛 − 𝑗), and a number of ℎ(𝑡) is equal to 𝑗, which is a dummy index that goes from 0 to 𝑛, 

is defined as: 

𝕯′
[(
𝑛
𝑗),𝑛]

|
(𝑛−𝑗)𝑔

𝑗ℎ

.  (31) 

In order to better understand the listed symbolic representations, let us consider the 

already explicitly expressed cases for 𝑛 =  1,2,3 (30), where the different submatrices 𝕯′ 

are defined for every 𝑛 and for each direction matrix. 

𝕯[21,1] =
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 𝕯′
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1
0
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1
)=1,1]

|
0𝑔

1ℎ
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𝕯′
[(
2
1
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2
2
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→ [ℎ ℎ]

𝕯[23,3] =

{
 
 
 
 
 

 
 
 
 
 𝕯′
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3
0
)=1,3]

|
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0ℎ

→ [𝑔 𝑔 𝑔]

𝕯′
[(
3
1
)=3,3]
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3
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0𝑔
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→ [ℎ ℎ ℎ]

 (32) 

and so on. 

Therefore, the matrix 𝕯 can be considered as a block matrix or partitioned matrix, 

whose blocks are the submatrices 𝕯′. One can change the position of the single blocks 

, where each row contains a number of functions, g(t), is
equal to (n− j), and a number of h(t) is equal to j, which is a dummy index that goes from 0 to n ,
is defined as:
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and so on. 

Therefore, the matrix 𝕯 can be considered as a block matrix or partitioned matrix, 

whose blocks are the submatrices 𝕯′. One can change the position of the single blocks 

’

[(
n
j
),n]

∣∣∣∣∣∣∣∣
jh

(n−j)g

. (31)

In order to better understand the listed symbolic representations, let us consider the
already explicitly expressed cases for n = 1, 2, 3 (30), where the different submatrices
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and so on. 

Therefore, the matrix 𝕯 can be considered as a block matrix or partitioned matrix, 

whose blocks are the submatrices 𝕯′. One can change the position of the single blocks 

’ are
defined for every n and for each direction matrix.



Mathematics 2023, 11, 2657 7 of 30

Mathematics 2023, 11, 2657 6 of 29 
 

 

In the following, a novel compact symbolic notation is introduced, allowing for short-

ening of the required recursive operations. 

Definition 5. 𝕯 is called a DIRECTION MATRIX, whose lines indicate the “direction” to be 

respected for the sequence of functions that are involved in the temporal fractional integration. 𝕯 ∈

ℳ[𝐷𝑝,𝑛
′ =𝑝𝑛,𝑛] , where 𝐷𝑝,𝑛

′ = 𝑝𝑛  with 𝑛 ∈ ℕ defines the dispositions with repetition of 𝑝  ele-

ments of class 𝑛. In this context, 𝑝 = 2 is 𝑔(𝑡) and ℎ(𝑡), so 𝐷2,𝑛
′ = 2𝑛.  

𝕯[21,1] = [
𝑔
ℎ
] , 𝕯[22,2] = [

𝑔 𝑔
𝑔 ℎ
ℎ 𝑔
ℎ ℎ

] , 𝕯[23,3] =

[
 
 
 
 
 
 
 
𝑔 𝑔 𝑔
𝑔 𝑔 ℎ
𝑔 ℎ 𝑔
ℎ 𝑔 𝑔
𝑔 ℎ ℎ
ℎ 𝑔 ℎ
ℎ ℎ 𝑔
ℎ ℎ ℎ]

 
 
 
 
 
 
 

, ⋯ .  (30) 

Therefore, one can construct a specific direction matrix for every natural number 𝑛 ∈

ℕ. The order of the rows and columns is not fundamental in the formation of the matrix 

𝕯, and any movement of them does not change its meaning, and then it is not unique. 

However, as reported below, it is to be specifically structured to correctly and compactly 

represent the reached solution. 

Definition 6. A submatrix of 𝕯, where each row contains a number of functions, 𝑔(𝑡), is equal 

to (𝑛 − 𝑗), and a number of ℎ(𝑡) is equal to 𝑗, which is a dummy index that goes from 0 to 𝑛, 

is defined as: 

𝕯′
[(
𝑛
𝑗),𝑛]

|
(𝑛−𝑗)𝑔

𝑗ℎ

.  (31) 

In order to better understand the listed symbolic representations, let us consider the 

already explicitly expressed cases for 𝑛 =  1,2,3 (30), where the different submatrices 𝕯′ 

are defined for every 𝑛 and for each direction matrix. 

𝕯[21,1] =

{
 
 

 
 𝕯′

[(
1
0
)=1,1]

|
1𝑔

0ℎ

→ [𝑔]

𝕯′
[(
1
1
)=1,1]

|
0𝑔

1ℎ

→ [ℎ]

, 𝕯[23,3] =

{
 
 
 

 
 
 𝕯′

[(
2
0
)=1,2]

|
2𝑔

0ℎ

→ [𝑔 𝑔]

𝕯′
[(
2
1
)=2,2]

|
1𝑔

1ℎ

→ [
𝑔 ℎ
ℎ 𝑔

]

𝕯′
[(
2
2
)=1,2]

|
0𝑔

2ℎ

→ [ℎ ℎ]

𝕯[23,3] =

{
 
 
 
 
 

 
 
 
 
 𝕯′

[(
3
0
)=1,3]

|
3𝑔

0ℎ

→ [𝑔 𝑔 𝑔]

𝕯′
[(
3
1
)=3,3]

|
2𝑔

1ℎ

→ [

𝑔 𝑔 ℎ
𝑔 ℎ 𝑔
ℎ 𝑔 𝑔

]

𝕯′
[(
3
2
)=3,3]

|
1𝑔

2ℎ

→ [

𝑔 ℎ ℎ
ℎ 𝑔 ℎ
ℎ ℎ 𝑔

]

𝕯′
[(
3
3
)=1,3]

|
0𝑔

3ℎ

→ [ℎ ℎ ℎ]

 (32) 

and so on. 

Therefore, the matrix 𝕯 can be considered as a block matrix or partitioned matrix, 

whose blocks are the submatrices 𝕯′. One can change the position of the single blocks 
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and so on. 

Therefore, the matrix 𝕯 can be considered as a block matrix or partitioned matrix, 

whose blocks are the submatrices 𝕯′. One can change the position of the single blocks 

’

[(
1
0
)=1,1]

∣∣∣∣∣∣∣∣
0h

1g

→ [g]
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1
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)=1,1]

∣∣∣∣∣∣∣∣
1h

0g

→ [h]

,
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However, as reported below, it is to be specifically structured to correctly and compactly 

represent the reached solution. 

Definition 6. A submatrix of 𝕯, where each row contains a number of functions, 𝑔(𝑡), is equal 

to (𝑛 − 𝑗), and a number of ℎ(𝑡) is equal to 𝑗, which is a dummy index that goes from 0 to 𝑛, 

is defined as: 

𝕯′
[(
𝑛
𝑗),𝑛]

|
(𝑛−𝑗)𝑔

𝑗ℎ

.  (31) 

In order to better understand the listed symbolic representations, let us consider the 

already explicitly expressed cases for 𝑛 =  1,2,3 (30), where the different submatrices 𝕯′ 

are defined for every 𝑛 and for each direction matrix. 

𝕯[21,1] =

{
 
 

 
 𝕯′

[(
1
0
)=1,1]

|
1𝑔

0ℎ

→ [𝑔]

𝕯′
[(
1
1
)=1,1]

|
0𝑔

1ℎ

→ [ℎ]

, 𝕯[23,3] =

{
 
 
 

 
 
 𝕯′

[(
2
0
)=1,2]

|
2𝑔

0ℎ

→ [𝑔 𝑔]

𝕯′
[(
2
1
)=2,2]

|
1𝑔

1ℎ

→ [
𝑔 ℎ
ℎ 𝑔

]

𝕯′
[(
2
2
)=1,2]

|
0𝑔

2ℎ

→ [ℎ ℎ]

𝕯[23,3] =

{
 
 
 
 
 

 
 
 
 
 𝕯′

[(
3
0
)=1,3]

|
3𝑔

0ℎ

→ [𝑔 𝑔 𝑔]

𝕯′
[(
3
1
)=3,3]

|
2𝑔

1ℎ

→ [

𝑔 𝑔 ℎ
𝑔 ℎ 𝑔
ℎ 𝑔 𝑔

]

𝕯′
[(
3
2
)=3,3]

|
1𝑔

2ℎ

→ [

𝑔 ℎ ℎ
ℎ 𝑔 ℎ
ℎ ℎ 𝑔

]

𝕯′
[(
3
3
)=1,3]

|
0𝑔

3ℎ

→ [ℎ ℎ ℎ]

 (32) 

and so on. 

Therefore, the matrix 𝕯 can be considered as a block matrix or partitioned matrix, 

whose blocks are the submatrices 𝕯′. One can change the position of the single blocks 

[23,3] =
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In the following, a novel compact symbolic notation is introduced, allowing for short-

ening of the required recursive operations. 

Definition 5. 𝕯 is called a DIRECTION MATRIX, whose lines indicate the “direction” to be 

respected for the sequence of functions that are involved in the temporal fractional integration. 𝕯 ∈

ℳ[𝐷𝑝,𝑛
′ =𝑝𝑛,𝑛] , where 𝐷𝑝,𝑛

′ = 𝑝𝑛  with 𝑛 ∈ ℕ defines the dispositions with repetition of 𝑝  ele-

ments of class 𝑛. In this context, 𝑝 = 2 is 𝑔(𝑡) and ℎ(𝑡), so 𝐷2,𝑛
′ = 2𝑛.  

𝕯[21,1] = [
𝑔
ℎ
] , 𝕯[22,2] = [

𝑔 𝑔
𝑔 ℎ
ℎ 𝑔
ℎ ℎ

] , 𝕯[23,3] =
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𝑔 𝑔 𝑔
𝑔 𝑔 ℎ
𝑔 ℎ 𝑔
ℎ 𝑔 𝑔
𝑔 ℎ ℎ
ℎ 𝑔 ℎ
ℎ ℎ 𝑔
ℎ ℎ ℎ]

 
 
 
 
 
 
 

, ⋯ .  (30) 

Therefore, one can construct a specific direction matrix for every natural number 𝑛 ∈

ℕ. The order of the rows and columns is not fundamental in the formation of the matrix 

𝕯, and any movement of them does not change its meaning, and then it is not unique. 

However, as reported below, it is to be specifically structured to correctly and compactly 

represent the reached solution. 

Definition 6. A submatrix of 𝕯, where each row contains a number of functions, 𝑔(𝑡), is equal 

to (𝑛 − 𝑗), and a number of ℎ(𝑡) is equal to 𝑗, which is a dummy index that goes from 0 to 𝑛, 

is defined as: 

𝕯′
[(
𝑛
𝑗),𝑛]

|
(𝑛−𝑗)𝑔

𝑗ℎ

.  (31) 

In order to better understand the listed symbolic representations, let us consider the 

already explicitly expressed cases for 𝑛 =  1,2,3 (30), where the different submatrices 𝕯′ 

are defined for every 𝑛 and for each direction matrix. 

𝕯[21,1] =

{
 
 

 
 𝕯′

[(
1
0
)=1,1]

|
1𝑔

0ℎ

→ [𝑔]

𝕯′
[(
1
1
)=1,1]

|
0𝑔

1ℎ

→ [ℎ]

, 𝕯[23,3] =

{
 
 
 

 
 
 𝕯′

[(
2
0
)=1,2]

|
2𝑔

0ℎ

→ [𝑔 𝑔]

𝕯′
[(
2
1
)=2,2]

|
1𝑔

1ℎ

→ [
𝑔 ℎ
ℎ 𝑔

]

𝕯′
[(
2
2
)=1,2]

|
0𝑔

2ℎ

→ [ℎ ℎ]

𝕯[23,3] =

{
 
 
 
 
 

 
 
 
 
 𝕯′

[(
3
0
)=1,3]

|
3𝑔

0ℎ

→ [𝑔 𝑔 𝑔]

𝕯′
[(
3
1
)=3,3]

|
2𝑔

1ℎ

→ [

𝑔 𝑔 ℎ
𝑔 ℎ 𝑔
ℎ 𝑔 𝑔

]

𝕯′
[(
3
2
)=3,3]

|
1𝑔

2ℎ

→ [

𝑔 ℎ ℎ
ℎ 𝑔 ℎ
ℎ ℎ 𝑔

]

𝕯′
[(
3
3
)=1,3]

|
0𝑔

3ℎ

→ [ℎ ℎ ℎ]

 (32) 

and so on. 

Therefore, the matrix 𝕯 can be considered as a block matrix or partitioned matrix, 

whose blocks are the submatrices 𝕯′. One can change the position of the single blocks 

’

[(
2
0
)=1,2]

∣∣∣∣∣∣∣∣
0h

2g

→
[
g g
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In the following, a novel compact symbolic notation is introduced, allowing for short-

ening of the required recursive operations. 

Definition 5. 𝕯 is called a DIRECTION MATRIX, whose lines indicate the “direction” to be 

respected for the sequence of functions that are involved in the temporal fractional integration. 𝕯 ∈

ℳ[𝐷𝑝,𝑛
′ =𝑝𝑛,𝑛] , where 𝐷𝑝,𝑛

′ = 𝑝𝑛  with 𝑛 ∈ ℕ defines the dispositions with repetition of 𝑝  ele-

ments of class 𝑛. In this context, 𝑝 = 2 is 𝑔(𝑡) and ℎ(𝑡), so 𝐷2,𝑛
′ = 2𝑛.  

𝕯[21,1] = [
𝑔
ℎ
] , 𝕯[22,2] = [

𝑔 𝑔
𝑔 ℎ
ℎ 𝑔
ℎ ℎ

] , 𝕯[23,3] =
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𝑔 𝑔 𝑔
𝑔 𝑔 ℎ
𝑔 ℎ 𝑔
ℎ 𝑔 𝑔
𝑔 ℎ ℎ
ℎ 𝑔 ℎ
ℎ ℎ 𝑔
ℎ ℎ ℎ]

 
 
 
 
 
 
 

, ⋯ .  (30) 

Therefore, one can construct a specific direction matrix for every natural number 𝑛 ∈

ℕ. The order of the rows and columns is not fundamental in the formation of the matrix 

𝕯, and any movement of them does not change its meaning, and then it is not unique. 

However, as reported below, it is to be specifically structured to correctly and compactly 

represent the reached solution. 

Definition 6. A submatrix of 𝕯, where each row contains a number of functions, 𝑔(𝑡), is equal 

to (𝑛 − 𝑗), and a number of ℎ(𝑡) is equal to 𝑗, which is a dummy index that goes from 0 to 𝑛, 

is defined as: 

𝕯′
[(
𝑛
𝑗),𝑛]

|
(𝑛−𝑗)𝑔

𝑗ℎ

.  (31) 

In order to better understand the listed symbolic representations, let us consider the 

already explicitly expressed cases for 𝑛 =  1,2,3 (30), where the different submatrices 𝕯′ 

are defined for every 𝑛 and for each direction matrix. 

𝕯[21,1] =

{
 
 

 
 𝕯′

[(
1
0
)=1,1]

|
1𝑔

0ℎ

→ [𝑔]

𝕯′
[(
1
1
)=1,1]

|
0𝑔

1ℎ

→ [ℎ]

, 𝕯[23,3] =

{
 
 
 

 
 
 𝕯′

[(
2
0
)=1,2]

|
2𝑔

0ℎ

→ [𝑔 𝑔]

𝕯′
[(
2
1
)=2,2]

|
1𝑔

1ℎ

→ [
𝑔 ℎ
ℎ 𝑔

]

𝕯′
[(
2
2
)=1,2]

|
0𝑔

2ℎ

→ [ℎ ℎ]

𝕯[23,3] =

{
 
 
 
 
 

 
 
 
 
 𝕯′

[(
3
0
)=1,3]

|
3𝑔

0ℎ

→ [𝑔 𝑔 𝑔]

𝕯′
[(
3
1
)=3,3]

|
2𝑔

1ℎ

→ [

𝑔 𝑔 ℎ
𝑔 ℎ 𝑔
ℎ 𝑔 𝑔

]

𝕯′
[(
3
2
)=3,3]

|
1𝑔

2ℎ

→ [

𝑔 ℎ ℎ
ℎ 𝑔 ℎ
ℎ ℎ 𝑔

]

𝕯′
[(
3
3
)=1,3]

|
0𝑔

3ℎ

→ [ℎ ℎ ℎ]

 (32) 

and so on. 

Therefore, the matrix 𝕯 can be considered as a block matrix or partitioned matrix, 

whose blocks are the submatrices 𝕯′. One can change the position of the single blocks 

’

[(
2
1
)=2,2]

∣∣∣∣∣∣∣∣
1h

1g

→
[

g h
h g
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In the following, a novel compact symbolic notation is introduced, allowing for short-

ening of the required recursive operations. 

Definition 5. 𝕯 is called a DIRECTION MATRIX, whose lines indicate the “direction” to be 

respected for the sequence of functions that are involved in the temporal fractional integration. 𝕯 ∈

ℳ[𝐷𝑝,𝑛
′ =𝑝𝑛,𝑛] , where 𝐷𝑝,𝑛

′ = 𝑝𝑛  with 𝑛 ∈ ℕ defines the dispositions with repetition of 𝑝  ele-

ments of class 𝑛. In this context, 𝑝 = 2 is 𝑔(𝑡) and ℎ(𝑡), so 𝐷2,𝑛
′ = 2𝑛.  

𝕯[21,1] = [
𝑔
ℎ
] , 𝕯[22,2] = [

𝑔 𝑔
𝑔 ℎ
ℎ 𝑔
ℎ ℎ

] , 𝕯[23,3] =

[
 
 
 
 
 
 
 
𝑔 𝑔 𝑔
𝑔 𝑔 ℎ
𝑔 ℎ 𝑔
ℎ 𝑔 𝑔
𝑔 ℎ ℎ
ℎ 𝑔 ℎ
ℎ ℎ 𝑔
ℎ ℎ ℎ]

 
 
 
 
 
 
 

, ⋯ .  (30) 

Therefore, one can construct a specific direction matrix for every natural number 𝑛 ∈

ℕ. The order of the rows and columns is not fundamental in the formation of the matrix 

𝕯, and any movement of them does not change its meaning, and then it is not unique. 

However, as reported below, it is to be specifically structured to correctly and compactly 

represent the reached solution. 

Definition 6. A submatrix of 𝕯, where each row contains a number of functions, 𝑔(𝑡), is equal 

to (𝑛 − 𝑗), and a number of ℎ(𝑡) is equal to 𝑗, which is a dummy index that goes from 0 to 𝑛, 

is defined as: 

𝕯′
[(
𝑛
𝑗),𝑛]

|
(𝑛−𝑗)𝑔

𝑗ℎ

.  (31) 

In order to better understand the listed symbolic representations, let us consider the 

already explicitly expressed cases for 𝑛 =  1,2,3 (30), where the different submatrices 𝕯′ 

are defined for every 𝑛 and for each direction matrix. 

𝕯[21,1] =

{
 
 

 
 𝕯′

[(
1
0
)=1,1]

|
1𝑔

0ℎ

→ [𝑔]

𝕯′
[(
1
1
)=1,1]

|
0𝑔

1ℎ

→ [ℎ]

, 𝕯[23,3] =

{
 
 
 

 
 
 𝕯′

[(
2
0
)=1,2]

|
2𝑔

0ℎ

→ [𝑔 𝑔]

𝕯′
[(
2
1
)=2,2]

|
1𝑔

1ℎ

→ [
𝑔 ℎ
ℎ 𝑔

]

𝕯′
[(
2
2
)=1,2]

|
0𝑔

2ℎ

→ [ℎ ℎ]

𝕯[23,3] =

{
 
 
 
 
 

 
 
 
 
 𝕯′

[(
3
0
)=1,3]

|
3𝑔

0ℎ

→ [𝑔 𝑔 𝑔]

𝕯′
[(
3
1
)=3,3]

|
2𝑔

1ℎ

→ [

𝑔 𝑔 ℎ
𝑔 ℎ 𝑔
ℎ 𝑔 𝑔

]

𝕯′
[(
3
2
)=3,3]

|
1𝑔

2ℎ

→ [

𝑔 ℎ ℎ
ℎ 𝑔 ℎ
ℎ ℎ 𝑔

]

𝕯′
[(
3
3
)=1,3]

|
0𝑔

3ℎ

→ [ℎ ℎ ℎ]

 (32) 

and so on. 

Therefore, the matrix 𝕯 can be considered as a block matrix or partitioned matrix, 

whose blocks are the submatrices 𝕯′. One can change the position of the single blocks 

’

[(
2
2
)=1,2]

∣∣∣∣∣∣∣∣
2h

0g

→
[
h h

]
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In the following, a novel compact symbolic notation is introduced, allowing for short-

ening of the required recursive operations. 

Definition 5. 𝕯 is called a DIRECTION MATRIX, whose lines indicate the “direction” to be 

respected for the sequence of functions that are involved in the temporal fractional integration. 𝕯 ∈

ℳ[𝐷𝑝,𝑛
′ =𝑝𝑛,𝑛] , where 𝐷𝑝,𝑛

′ = 𝑝𝑛  with 𝑛 ∈ ℕ defines the dispositions with repetition of 𝑝  ele-

ments of class 𝑛. In this context, 𝑝 = 2 is 𝑔(𝑡) and ℎ(𝑡), so 𝐷2,𝑛
′ = 2𝑛.  

𝕯[21,1] = [
𝑔
ℎ
] , 𝕯[22,2] = [

𝑔 𝑔
𝑔 ℎ
ℎ 𝑔
ℎ ℎ

] , 𝕯[23,3] =

[
 
 
 
 
 
 
 
𝑔 𝑔 𝑔
𝑔 𝑔 ℎ
𝑔 ℎ 𝑔
ℎ 𝑔 𝑔
𝑔 ℎ ℎ
ℎ 𝑔 ℎ
ℎ ℎ 𝑔
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, ⋯ .  (30) 

Therefore, one can construct a specific direction matrix for every natural number 𝑛 ∈

ℕ. The order of the rows and columns is not fundamental in the formation of the matrix 

𝕯, and any movement of them does not change its meaning, and then it is not unique. 

However, as reported below, it is to be specifically structured to correctly and compactly 

represent the reached solution. 

Definition 6. A submatrix of 𝕯, where each row contains a number of functions, 𝑔(𝑡), is equal 

to (𝑛 − 𝑗), and a number of ℎ(𝑡) is equal to 𝑗, which is a dummy index that goes from 0 to 𝑛, 

is defined as: 

𝕯′
[(
𝑛
𝑗),𝑛]

|
(𝑛−𝑗)𝑔

𝑗ℎ

.  (31) 

In order to better understand the listed symbolic representations, let us consider the 

already explicitly expressed cases for 𝑛 =  1,2,3 (30), where the different submatrices 𝕯′ 

are defined for every 𝑛 and for each direction matrix. 

𝕯[21,1] =

{
 
 

 
 𝕯′

[(
1
0
)=1,1]

|
1𝑔

0ℎ

→ [𝑔]

𝕯′
[(
1
1
)=1,1]

|
0𝑔

1ℎ

→ [ℎ]

, 𝕯[23,3] =

{
 
 
 

 
 
 𝕯′

[(
2
0
)=1,2]

|
2𝑔

0ℎ

→ [𝑔 𝑔]

𝕯′
[(
2
1
)=2,2]

|
1𝑔

1ℎ

→ [
𝑔 ℎ
ℎ 𝑔

]

𝕯′
[(
2
2
)=1,2]

|
0𝑔

2ℎ

→ [ℎ ℎ]

𝕯[23,3] =

{
 
 
 
 
 

 
 
 
 
 𝕯′

[(
3
0
)=1,3]

|
3𝑔

0ℎ

→ [𝑔 𝑔 𝑔]

𝕯′
[(
3
1
)=3,3]

|
2𝑔

1ℎ

→ [

𝑔 𝑔 ℎ
𝑔 ℎ 𝑔
ℎ 𝑔 𝑔

]

𝕯′
[(
3
2
)=3,3]

|
1𝑔

2ℎ

→ [

𝑔 ℎ ℎ
ℎ 𝑔 ℎ
ℎ ℎ 𝑔

]

𝕯′
[(
3
3
)=1,3]

|
0𝑔

3ℎ

→ [ℎ ℎ ℎ]

 (32) 

and so on. 

Therefore, the matrix 𝕯 can be considered as a block matrix or partitioned matrix, 

whose blocks are the submatrices 𝕯′. One can change the position of the single blocks 

[23,3] =
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, ⋯ .  (30) 

Therefore, one can construct a specific direction matrix for every natural number 𝑛 ∈

ℕ. The order of the rows and columns is not fundamental in the formation of the matrix 

𝕯, and any movement of them does not change its meaning, and then it is not unique. 

However, as reported below, it is to be specifically structured to correctly and compactly 

represent the reached solution. 

Definition 6. A submatrix of 𝕯, where each row contains a number of functions, 𝑔(𝑡), is equal 

to (𝑛 − 𝑗), and a number of ℎ(𝑡) is equal to 𝑗, which is a dummy index that goes from 0 to 𝑛, 

is defined as: 

𝕯′
[(
𝑛
𝑗),𝑛]

|
(𝑛−𝑗)𝑔

𝑗ℎ

.  (31) 

In order to better understand the listed symbolic representations, let us consider the 

already explicitly expressed cases for 𝑛 =  1,2,3 (30), where the different submatrices 𝕯′ 

are defined for every 𝑛 and for each direction matrix. 

𝕯[21,1] =

{
 
 

 
 𝕯′

[(
1
0
)=1,1]

|
1𝑔

0ℎ

→ [𝑔]

𝕯′
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1
1
)=1,1]

|
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2
1
)=2,2]
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1ℎ
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𝑔 ℎ
ℎ 𝑔

]
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2
2
)=1,2]

|
0𝑔

2ℎ

→ [ℎ ℎ]

𝕯[23,3] =

{
 
 
 
 
 

 
 
 
 
 𝕯′

[(
3
0
)=1,3]

|
3𝑔

0ℎ

→ [𝑔 𝑔 𝑔]

𝕯′
[(
3
1
)=3,3]

|
2𝑔

1ℎ

→ [

𝑔 𝑔 ℎ
𝑔 ℎ 𝑔
ℎ 𝑔 𝑔

]

𝕯′
[(
3
2
)=3,3]

|
1𝑔

2ℎ

→ [

𝑔 ℎ ℎ
ℎ 𝑔 ℎ
ℎ ℎ 𝑔

]

𝕯′
[(
3
3
)=1,3]

|
0𝑔

3ℎ

→ [ℎ ℎ ℎ]

 (32) 

and so on. 

Therefore, the matrix 𝕯 can be considered as a block matrix or partitioned matrix, 

whose blocks are the submatrices 𝕯′. One can change the position of the single blocks 

’
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0
)=1,3]

∣∣∣∣∣∣∣∣
0h

3g

→
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g g g
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In the following, a novel compact symbolic notation is introduced, allowing for short-

ening of the required recursive operations. 

Definition 5. 𝕯 is called a DIRECTION MATRIX, whose lines indicate the “direction” to be 

respected for the sequence of functions that are involved in the temporal fractional integration. 𝕯 ∈

ℳ[𝐷𝑝,𝑛
′ =𝑝𝑛,𝑛] , where 𝐷𝑝,𝑛

′ = 𝑝𝑛  with 𝑛 ∈ ℕ defines the dispositions with repetition of 𝑝  ele-

ments of class 𝑛. In this context, 𝑝 = 2 is 𝑔(𝑡) and ℎ(𝑡), so 𝐷2,𝑛
′ = 2𝑛.  

𝕯[21,1] = [
𝑔
ℎ
] , 𝕯[22,2] = [

𝑔 𝑔
𝑔 ℎ
ℎ 𝑔
ℎ ℎ

] , 𝕯[23,3] =

[
 
 
 
 
 
 
 
𝑔 𝑔 𝑔
𝑔 𝑔 ℎ
𝑔 ℎ 𝑔
ℎ 𝑔 𝑔
𝑔 ℎ ℎ
ℎ 𝑔 ℎ
ℎ ℎ 𝑔
ℎ ℎ ℎ]

 
 
 
 
 
 
 

, ⋯ .  (30) 

Therefore, one can construct a specific direction matrix for every natural number 𝑛 ∈

ℕ. The order of the rows and columns is not fundamental in the formation of the matrix 

𝕯, and any movement of them does not change its meaning, and then it is not unique. 

However, as reported below, it is to be specifically structured to correctly and compactly 

represent the reached solution. 

Definition 6. A submatrix of 𝕯, where each row contains a number of functions, 𝑔(𝑡), is equal 

to (𝑛 − 𝑗), and a number of ℎ(𝑡) is equal to 𝑗, which is a dummy index that goes from 0 to 𝑛, 

is defined as: 

𝕯′
[(
𝑛
𝑗),𝑛]

|
(𝑛−𝑗)𝑔

𝑗ℎ

.  (31) 

In order to better understand the listed symbolic representations, let us consider the 

already explicitly expressed cases for 𝑛 =  1,2,3 (30), where the different submatrices 𝕯′ 

are defined for every 𝑛 and for each direction matrix. 

𝕯[21,1] =

{
 
 

 
 𝕯′

[(
1
0
)=1,1]

|
1𝑔

0ℎ

→ [𝑔]

𝕯′
[(
1
1
)=1,1]

|
0𝑔

1ℎ

→ [ℎ]

, 𝕯[23,3] =

{
 
 
 

 
 
 𝕯′

[(
2
0
)=1,2]

|
2𝑔

0ℎ

→ [𝑔 𝑔]

𝕯′
[(
2
1
)=2,2]

|
1𝑔

1ℎ

→ [
𝑔 ℎ
ℎ 𝑔

]

𝕯′
[(
2
2
)=1,2]

|
0𝑔

2ℎ

→ [ℎ ℎ]

𝕯[23,3] =

{
 
 
 
 
 

 
 
 
 
 𝕯′

[(
3
0
)=1,3]

|
3𝑔

0ℎ

→ [𝑔 𝑔 𝑔]

𝕯′
[(
3
1
)=3,3]

|
2𝑔

1ℎ

→ [

𝑔 𝑔 ℎ
𝑔 ℎ 𝑔
ℎ 𝑔 𝑔

]

𝕯′
[(
3
2
)=3,3]

|
1𝑔

2ℎ

→ [

𝑔 ℎ ℎ
ℎ 𝑔 ℎ
ℎ ℎ 𝑔

]

𝕯′
[(
3
3
)=1,3]

|
0𝑔

3ℎ

→ [ℎ ℎ ℎ]

 (32) 

and so on. 

Therefore, the matrix 𝕯 can be considered as a block matrix or partitioned matrix, 

whose blocks are the submatrices 𝕯′. One can change the position of the single blocks 

’

[(
3
1
)=3,3]

∣∣∣∣∣∣∣∣
1h

2g

→

g g h
g h g
h g g
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In the following, a novel compact symbolic notation is introduced, allowing for short-

ening of the required recursive operations. 

Definition 5. 𝕯 is called a DIRECTION MATRIX, whose lines indicate the “direction” to be 

respected for the sequence of functions that are involved in the temporal fractional integration. 𝕯 ∈

ℳ[𝐷𝑝,𝑛
′ =𝑝𝑛,𝑛] , where 𝐷𝑝,𝑛

′ = 𝑝𝑛  with 𝑛 ∈ ℕ defines the dispositions with repetition of 𝑝  ele-

ments of class 𝑛. In this context, 𝑝 = 2 is 𝑔(𝑡) and ℎ(𝑡), so 𝐷2,𝑛
′ = 2𝑛.  

𝕯[21,1] = [
𝑔
ℎ
] , 𝕯[22,2] = [

𝑔 𝑔
𝑔 ℎ
ℎ 𝑔
ℎ ℎ

] , 𝕯[23,3] =

[
 
 
 
 
 
 
 
𝑔 𝑔 𝑔
𝑔 𝑔 ℎ
𝑔 ℎ 𝑔
ℎ 𝑔 𝑔
𝑔 ℎ ℎ
ℎ 𝑔 ℎ
ℎ ℎ 𝑔
ℎ ℎ ℎ]

 
 
 
 
 
 
 

, ⋯ .  (30) 

Therefore, one can construct a specific direction matrix for every natural number 𝑛 ∈

ℕ. The order of the rows and columns is not fundamental in the formation of the matrix 

𝕯, and any movement of them does not change its meaning, and then it is not unique. 

However, as reported below, it is to be specifically structured to correctly and compactly 

represent the reached solution. 

Definition 6. A submatrix of 𝕯, where each row contains a number of functions, 𝑔(𝑡), is equal 

to (𝑛 − 𝑗), and a number of ℎ(𝑡) is equal to 𝑗, which is a dummy index that goes from 0 to 𝑛, 

is defined as: 

𝕯′
[(
𝑛
𝑗),𝑛]

|
(𝑛−𝑗)𝑔

𝑗ℎ

.  (31) 

In order to better understand the listed symbolic representations, let us consider the 

already explicitly expressed cases for 𝑛 =  1,2,3 (30), where the different submatrices 𝕯′ 

are defined for every 𝑛 and for each direction matrix. 

𝕯[21,1] =

{
 
 

 
 𝕯′

[(
1
0
)=1,1]

|
1𝑔

0ℎ

→ [𝑔]

𝕯′
[(
1
1
)=1,1]

|
0𝑔

1ℎ

→ [ℎ]

, 𝕯[23,3] =

{
 
 
 

 
 
 𝕯′

[(
2
0
)=1,2]

|
2𝑔

0ℎ

→ [𝑔 𝑔]

𝕯′
[(
2
1
)=2,2]

|
1𝑔

1ℎ

→ [
𝑔 ℎ
ℎ 𝑔

]

𝕯′
[(
2
2
)=1,2]

|
0𝑔

2ℎ

→ [ℎ ℎ]

𝕯[23,3] =

{
 
 
 
 
 

 
 
 
 
 𝕯′

[(
3
0
)=1,3]

|
3𝑔

0ℎ

→ [𝑔 𝑔 𝑔]

𝕯′
[(
3
1
)=3,3]

|
2𝑔

1ℎ

→ [

𝑔 𝑔 ℎ
𝑔 ℎ 𝑔
ℎ 𝑔 𝑔

]

𝕯′
[(
3
2
)=3,3]

|
1𝑔

2ℎ

→ [

𝑔 ℎ ℎ
ℎ 𝑔 ℎ
ℎ ℎ 𝑔

]

𝕯′
[(
3
3
)=1,3]

|
0𝑔

3ℎ

→ [ℎ ℎ ℎ]

 (32) 

and so on. 

Therefore, the matrix 𝕯 can be considered as a block matrix or partitioned matrix, 

whose blocks are the submatrices 𝕯′. One can change the position of the single blocks 

’

[(
3
2
)=3,3]

∣∣∣∣∣∣∣∣
2h

1g

→

g h h
h g h
h h g


Mathematics 2023, 11, 2657 6 of 29 
 

 

In the following, a novel compact symbolic notation is introduced, allowing for short-

ening of the required recursive operations. 

Definition 5. 𝕯 is called a DIRECTION MATRIX, whose lines indicate the “direction” to be 

respected for the sequence of functions that are involved in the temporal fractional integration. 𝕯 ∈

ℳ[𝐷𝑝,𝑛
′ =𝑝𝑛,𝑛] , where 𝐷𝑝,𝑛

′ = 𝑝𝑛  with 𝑛 ∈ ℕ defines the dispositions with repetition of 𝑝  ele-

ments of class 𝑛. In this context, 𝑝 = 2 is 𝑔(𝑡) and ℎ(𝑡), so 𝐷2,𝑛
′ = 2𝑛.  

𝕯[21,1] = [
𝑔
ℎ
] , 𝕯[22,2] = [

𝑔 𝑔
𝑔 ℎ
ℎ 𝑔
ℎ ℎ

] , 𝕯[23,3] =

[
 
 
 
 
 
 
 
𝑔 𝑔 𝑔
𝑔 𝑔 ℎ
𝑔 ℎ 𝑔
ℎ 𝑔 𝑔
𝑔 ℎ ℎ
ℎ 𝑔 ℎ
ℎ ℎ 𝑔
ℎ ℎ ℎ]

 
 
 
 
 
 
 

, ⋯ .  (30) 

Therefore, one can construct a specific direction matrix for every natural number 𝑛 ∈

ℕ. The order of the rows and columns is not fundamental in the formation of the matrix 

𝕯, and any movement of them does not change its meaning, and then it is not unique. 

However, as reported below, it is to be specifically structured to correctly and compactly 

represent the reached solution. 

Definition 6. A submatrix of 𝕯, where each row contains a number of functions, 𝑔(𝑡), is equal 

to (𝑛 − 𝑗), and a number of ℎ(𝑡) is equal to 𝑗, which is a dummy index that goes from 0 to 𝑛, 

is defined as: 

𝕯′
[(
𝑛
𝑗),𝑛]

|
(𝑛−𝑗)𝑔

𝑗ℎ

.  (31) 

In order to better understand the listed symbolic representations, let us consider the 

already explicitly expressed cases for 𝑛 =  1,2,3 (30), where the different submatrices 𝕯′ 

are defined for every 𝑛 and for each direction matrix. 

𝕯[21,1] =

{
 
 

 
 𝕯′

[(
1
0
)=1,1]

|
1𝑔

0ℎ

→ [𝑔]

𝕯′
[(
1
1
)=1,1]

|
0𝑔

1ℎ

→ [ℎ]

, 𝕯[23,3] =

{
 
 
 

 
 
 𝕯′

[(
2
0
)=1,2]

|
2𝑔

0ℎ

→ [𝑔 𝑔]

𝕯′
[(
2
1
)=2,2]

|
1𝑔

1ℎ

→ [
𝑔 ℎ
ℎ 𝑔

]

𝕯′
[(
2
2
)=1,2]

|
0𝑔

2ℎ

→ [ℎ ℎ]

𝕯[23,3] =

{
 
 
 
 
 

 
 
 
 
 𝕯′

[(
3
0
)=1,3]

|
3𝑔

0ℎ

→ [𝑔 𝑔 𝑔]

𝕯′
[(
3
1
)=3,3]

|
2𝑔

1ℎ

→ [

𝑔 𝑔 ℎ
𝑔 ℎ 𝑔
ℎ 𝑔 𝑔

]

𝕯′
[(
3
2
)=3,3]

|
1𝑔

2ℎ

→ [

𝑔 ℎ ℎ
ℎ 𝑔 ℎ
ℎ ℎ 𝑔

]

𝕯′
[(
3
3
)=1,3]

|
0𝑔

3ℎ

→ [ℎ ℎ ℎ]

 (32) 

and so on. 

Therefore, the matrix 𝕯 can be considered as a block matrix or partitioned matrix, 

whose blocks are the submatrices 𝕯′. One can change the position of the single blocks 

’

[(
3
3
)=1,3]

∣∣∣∣∣∣∣∣
3h

0g

→
[
h h h

]

(32)

and so on.
Therefore, the matrix
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In the following, a novel compact symbolic notation is introduced, allowing for short-

ening of the required recursive operations. 

Definition 5. 𝕯 is called a DIRECTION MATRIX, whose lines indicate the “direction” to be 

respected for the sequence of functions that are involved in the temporal fractional integration. 𝕯 ∈

ℳ[𝐷𝑝,𝑛
′ =𝑝𝑛,𝑛] , where 𝐷𝑝,𝑛

′ = 𝑝𝑛  with 𝑛 ∈ ℕ defines the dispositions with repetition of 𝑝  ele-

ments of class 𝑛. In this context, 𝑝 = 2 is 𝑔(𝑡) and ℎ(𝑡), so 𝐷2,𝑛
′ = 2𝑛.  

𝕯[21,1] = [
𝑔
ℎ
] , 𝕯[22,2] = [

𝑔 𝑔
𝑔 ℎ
ℎ 𝑔
ℎ ℎ

] , 𝕯[23,3] =

[
 
 
 
 
 
 
 
𝑔 𝑔 𝑔
𝑔 𝑔 ℎ
𝑔 ℎ 𝑔
ℎ 𝑔 𝑔
𝑔 ℎ ℎ
ℎ 𝑔 ℎ
ℎ ℎ 𝑔
ℎ ℎ ℎ]

 
 
 
 
 
 
 

, ⋯ .  (30) 

Therefore, one can construct a specific direction matrix for every natural number 𝑛 ∈

ℕ. The order of the rows and columns is not fundamental in the formation of the matrix 

𝕯, and any movement of them does not change its meaning, and then it is not unique. 

However, as reported below, it is to be specifically structured to correctly and compactly 

represent the reached solution. 

Definition 6. A submatrix of 𝕯, where each row contains a number of functions, 𝑔(𝑡), is equal 

to (𝑛 − 𝑗), and a number of ℎ(𝑡) is equal to 𝑗, which is a dummy index that goes from 0 to 𝑛, 

is defined as: 

𝕯′
[(
𝑛
𝑗),𝑛]

|
(𝑛−𝑗)𝑔

𝑗ℎ

.  (31) 

In order to better understand the listed symbolic representations, let us consider the 

already explicitly expressed cases for 𝑛 =  1,2,3 (30), where the different submatrices 𝕯′ 

are defined for every 𝑛 and for each direction matrix. 

𝕯[21,1] =

{
 
 

 
 𝕯′

[(
1
0
)=1,1]

|
1𝑔

0ℎ

→ [𝑔]

𝕯′
[(
1
1
)=1,1]

|
0𝑔

1ℎ

→ [ℎ]

, 𝕯[23,3] =

{
 
 
 

 
 
 𝕯′

[(
2
0
)=1,2]

|
2𝑔

0ℎ

→ [𝑔 𝑔]

𝕯′
[(
2
1
)=2,2]

|
1𝑔

1ℎ

→ [
𝑔 ℎ
ℎ 𝑔

]

𝕯′
[(
2
2
)=1,2]

|
0𝑔

2ℎ

→ [ℎ ℎ]

𝕯[23,3] =

{
 
 
 
 
 

 
 
 
 
 𝕯′

[(
3
0
)=1,3]

|
3𝑔

0ℎ

→ [𝑔 𝑔 𝑔]

𝕯′
[(
3
1
)=3,3]

|
2𝑔

1ℎ

→ [

𝑔 𝑔 ℎ
𝑔 ℎ 𝑔
ℎ 𝑔 𝑔

]

𝕯′
[(
3
2
)=3,3]

|
1𝑔

2ℎ

→ [

𝑔 ℎ ℎ
ℎ 𝑔 ℎ
ℎ ℎ 𝑔

]

𝕯′
[(
3
3
)=1,3]

|
0𝑔

3ℎ

→ [ℎ ℎ ℎ]

 (32) 

and so on. 

Therefore, the matrix 𝕯 can be considered as a block matrix or partitioned matrix, 

whose blocks are the submatrices 𝕯′. One can change the position of the single blocks 

can be considered as a block matrix or partitioned matrix,
whose blocks are the submatrices
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In the following, a novel compact symbolic notation is introduced, allowing for short-

ening of the required recursive operations. 

Definition 5. 𝕯 is called a DIRECTION MATRIX, whose lines indicate the “direction” to be 

respected for the sequence of functions that are involved in the temporal fractional integration. 𝕯 ∈

ℳ[𝐷𝑝,𝑛
′ =𝑝𝑛,𝑛] , where 𝐷𝑝,𝑛

′ = 𝑝𝑛  with 𝑛 ∈ ℕ defines the dispositions with repetition of 𝑝  ele-

ments of class 𝑛. In this context, 𝑝 = 2 is 𝑔(𝑡) and ℎ(𝑡), so 𝐷2,𝑛
′ = 2𝑛.  

𝕯[21,1] = [
𝑔
ℎ
] , 𝕯[22,2] = [

𝑔 𝑔
𝑔 ℎ
ℎ 𝑔
ℎ ℎ

] , 𝕯[23,3] =

[
 
 
 
 
 
 
 
𝑔 𝑔 𝑔
𝑔 𝑔 ℎ
𝑔 ℎ 𝑔
ℎ 𝑔 𝑔
𝑔 ℎ ℎ
ℎ 𝑔 ℎ
ℎ ℎ 𝑔
ℎ ℎ ℎ]

 
 
 
 
 
 
 

, ⋯ .  (30) 

Therefore, one can construct a specific direction matrix for every natural number 𝑛 ∈

ℕ. The order of the rows and columns is not fundamental in the formation of the matrix 

𝕯, and any movement of them does not change its meaning, and then it is not unique. 

However, as reported below, it is to be specifically structured to correctly and compactly 

represent the reached solution. 

Definition 6. A submatrix of 𝕯, where each row contains a number of functions, 𝑔(𝑡), is equal 

to (𝑛 − 𝑗), and a number of ℎ(𝑡) is equal to 𝑗, which is a dummy index that goes from 0 to 𝑛, 

is defined as: 

𝕯′
[(
𝑛
𝑗),𝑛]

|
(𝑛−𝑗)𝑔

𝑗ℎ

.  (31) 

In order to better understand the listed symbolic representations, let us consider the 

already explicitly expressed cases for 𝑛 =  1,2,3 (30), where the different submatrices 𝕯′ 

are defined for every 𝑛 and for each direction matrix. 

𝕯[21,1] =

{
 
 

 
 𝕯′

[(
1
0
)=1,1]

|
1𝑔

0ℎ

→ [𝑔]

𝕯′
[(
1
1
)=1,1]

|
0𝑔

1ℎ

→ [ℎ]

, 𝕯[23,3] =

{
 
 
 

 
 
 𝕯′

[(
2
0
)=1,2]

|
2𝑔

0ℎ

→ [𝑔 𝑔]

𝕯′
[(
2
1
)=2,2]

|
1𝑔

1ℎ

→ [
𝑔 ℎ
ℎ 𝑔

]

𝕯′
[(
2
2
)=1,2]

|
0𝑔

2ℎ

→ [ℎ ℎ]

𝕯[23,3] =

{
 
 
 
 
 

 
 
 
 
 𝕯′

[(
3
0
)=1,3]

|
3𝑔

0ℎ

→ [𝑔 𝑔 𝑔]

𝕯′
[(
3
1
)=3,3]

|
2𝑔

1ℎ

→ [

𝑔 𝑔 ℎ
𝑔 ℎ 𝑔
ℎ 𝑔 𝑔

]

𝕯′
[(
3
2
)=3,3]

|
1𝑔

2ℎ

→ [

𝑔 ℎ ℎ
ℎ 𝑔 ℎ
ℎ ℎ 𝑔

]

𝕯′
[(
3
3
)=1,3]

|
0𝑔

3ℎ

→ [ℎ ℎ ℎ]

 (32) 

and so on. 

Therefore, the matrix 𝕯 can be considered as a block matrix or partitioned matrix, 

whose blocks are the submatrices 𝕯′. One can change the position of the single blocks 

’. One can change the position of the single blocks and
nothing changes, since
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In the following, a novel compact symbolic notation is introduced, allowing for short-

ening of the required recursive operations. 

Definition 5. 𝕯 is called a DIRECTION MATRIX, whose lines indicate the “direction” to be 

respected for the sequence of functions that are involved in the temporal fractional integration. 𝕯 ∈

ℳ[𝐷𝑝,𝑛
′ =𝑝𝑛,𝑛] , where 𝐷𝑝,𝑛

′ = 𝑝𝑛  with 𝑛 ∈ ℕ defines the dispositions with repetition of 𝑝  ele-

ments of class 𝑛. In this context, 𝑝 = 2 is 𝑔(𝑡) and ℎ(𝑡), so 𝐷2,𝑛
′ = 2𝑛.  

𝕯[21,1] = [
𝑔
ℎ
] , 𝕯[22,2] = [

𝑔 𝑔
𝑔 ℎ
ℎ 𝑔
ℎ ℎ

] , 𝕯[23,3] =

[
 
 
 
 
 
 
 
𝑔 𝑔 𝑔
𝑔 𝑔 ℎ
𝑔 ℎ 𝑔
ℎ 𝑔 𝑔
𝑔 ℎ ℎ
ℎ 𝑔 ℎ
ℎ ℎ 𝑔
ℎ ℎ ℎ]

 
 
 
 
 
 
 

, ⋯ .  (30) 

Therefore, one can construct a specific direction matrix for every natural number 𝑛 ∈

ℕ. The order of the rows and columns is not fundamental in the formation of the matrix 

𝕯, and any movement of them does not change its meaning, and then it is not unique. 

However, as reported below, it is to be specifically structured to correctly and compactly 

represent the reached solution. 

Definition 6. A submatrix of 𝕯, where each row contains a number of functions, 𝑔(𝑡), is equal 

to (𝑛 − 𝑗), and a number of ℎ(𝑡) is equal to 𝑗, which is a dummy index that goes from 0 to 𝑛, 

is defined as: 

𝕯′
[(
𝑛
𝑗),𝑛]

|
(𝑛−𝑗)𝑔

𝑗ℎ

.  (31) 

In order to better understand the listed symbolic representations, let us consider the 

already explicitly expressed cases for 𝑛 =  1,2,3 (30), where the different submatrices 𝕯′ 

are defined for every 𝑛 and for each direction matrix. 

𝕯[21,1] =

{
 
 

 
 𝕯′

[(
1
0
)=1,1]

|
1𝑔

0ℎ

→ [𝑔]

𝕯′
[(
1
1
)=1,1]

|
0𝑔

1ℎ

→ [ℎ]

, 𝕯[23,3] =

{
 
 
 

 
 
 𝕯′

[(
2
0
)=1,2]

|
2𝑔

0ℎ

→ [𝑔 𝑔]

𝕯′
[(
2
1
)=2,2]

|
1𝑔

1ℎ

→ [
𝑔 ℎ
ℎ 𝑔

]

𝕯′
[(
2
2
)=1,2]

|
0𝑔

2ℎ

→ [ℎ ℎ]

𝕯[23,3] =

{
 
 
 
 
 

 
 
 
 
 𝕯′

[(
3
0
)=1,3]

|
3𝑔

0ℎ

→ [𝑔 𝑔 𝑔]

𝕯′
[(
3
1
)=3,3]

|
2𝑔

1ℎ

→ [

𝑔 𝑔 ℎ
𝑔 ℎ 𝑔
ℎ 𝑔 𝑔

]

𝕯′
[(
3
2
)=3,3]

|
1𝑔

2ℎ

→ [

𝑔 ℎ ℎ
ℎ 𝑔 ℎ
ℎ ℎ 𝑔

]

𝕯′
[(
3
3
)=1,3]

|
0𝑔

3ℎ

→ [ℎ ℎ ℎ]

 (32) 

and so on. 

Therefore, the matrix 𝕯 can be considered as a block matrix or partitioned matrix, 

whose blocks are the submatrices 𝕯′. One can change the position of the single blocks 

is not unique, as said before. Movements of single rows inside
the blocks are also allowed.

Definition 7. By considering a vector of n functions of the type:

M[1,n] = ( f1(t), f2(t), · · · , fn(t))
T (33)

Then, RLM
0
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t (t) is the Riemann-Liouville fractional integral term, defined as follow:

RLM
0
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t (t) = Jα
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t [ f2(t) · · · Jα

t fn(t)]] (34)

where; nα notes that the operator
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are formed by n fractional integrals Jα
t of order α.

Definition 8. By considering N[m,n] a matrix of m× n functions, then RLN
0
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nα
t (t) = RLN[1,n]

0
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nα
t (t) + RLN[2,n]

0
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nα
t (t) + · · ·+ RLN[m,n]

0
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nα
t (t) =

m

∑
l=1

RLN[l,n]
0
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nα
t (t). (35)
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In the following, a novel compact symbolic notation is introduced, allowing for short-

ening of the required recursive operations. 

Definition 5. 𝕯 is called a DIRECTION MATRIX, whose lines indicate the “direction” to be 

respected for the sequence of functions that are involved in the temporal fractional integration. 𝕯 ∈

ℳ[𝐷𝑝,𝑛
′ =𝑝𝑛,𝑛] , where 𝐷𝑝,𝑛

′ = 𝑝𝑛  with 𝑛 ∈ ℕ defines the dispositions with repetition of 𝑝  ele-

ments of class 𝑛. In this context, 𝑝 = 2 is 𝑔(𝑡) and ℎ(𝑡), so 𝐷2,𝑛
′ = 2𝑛.  

𝕯[21,1] = [
𝑔
ℎ
] , 𝕯[22,2] = [

𝑔 𝑔
𝑔 ℎ
ℎ 𝑔
ℎ ℎ

] , 𝕯[23,3] =

[
 
 
 
 
 
 
 
𝑔 𝑔 𝑔
𝑔 𝑔 ℎ
𝑔 ℎ 𝑔
ℎ 𝑔 𝑔
𝑔 ℎ ℎ
ℎ 𝑔 ℎ
ℎ ℎ 𝑔
ℎ ℎ ℎ]

 
 
 
 
 
 
 

, ⋯ .  (30) 

Therefore, one can construct a specific direction matrix for every natural number 𝑛 ∈

ℕ. The order of the rows and columns is not fundamental in the formation of the matrix 

𝕯, and any movement of them does not change its meaning, and then it is not unique. 

However, as reported below, it is to be specifically structured to correctly and compactly 

represent the reached solution. 

Definition 6. A submatrix of 𝕯, where each row contains a number of functions, 𝑔(𝑡), is equal 

to (𝑛 − 𝑗), and a number of ℎ(𝑡) is equal to 𝑗, which is a dummy index that goes from 0 to 𝑛, 

is defined as: 

𝕯′
[(
𝑛
𝑗),𝑛]

|
(𝑛−𝑗)𝑔

𝑗ℎ

.  (31) 

In order to better understand the listed symbolic representations, let us consider the 

already explicitly expressed cases for 𝑛 =  1,2,3 (30), where the different submatrices 𝕯′ 

are defined for every 𝑛 and for each direction matrix. 

𝕯[21,1] =

{
 
 

 
 𝕯′

[(
1
0
)=1,1]

|
1𝑔

0ℎ

→ [𝑔]

𝕯′
[(
1
1
)=1,1]

|
0𝑔

1ℎ

→ [ℎ]

, 𝕯[23,3] =

{
 
 
 

 
 
 𝕯′

[(
2
0
)=1,2]

|
2𝑔

0ℎ

→ [𝑔 𝑔]

𝕯′
[(
2
1
)=2,2]

|
1𝑔

1ℎ

→ [
𝑔 ℎ
ℎ 𝑔

]

𝕯′
[(
2
2
)=1,2]

|
0𝑔

2ℎ

→ [ℎ ℎ]

𝕯[23,3] =

{
 
 
 
 
 

 
 
 
 
 𝕯′

[(
3
0
)=1,3]

|
3𝑔

0ℎ

→ [𝑔 𝑔 𝑔]

𝕯′
[(
3
1
)=3,3]

|
2𝑔

1ℎ

→ [

𝑔 𝑔 ℎ
𝑔 ℎ 𝑔
ℎ 𝑔 𝑔

]

𝕯′
[(
3
2
)=3,3]

|
1𝑔

2ℎ

→ [

𝑔 ℎ ℎ
ℎ 𝑔 ℎ
ℎ ℎ 𝑔

]

𝕯′
[(
3
3
)=1,3]

|
0𝑔

3ℎ

→ [ℎ ℎ ℎ]

 (32) 

and so on. 

Therefore, the matrix 𝕯 can be considered as a block matrix or partitioned matrix, 

whose blocks are the submatrices 𝕯′. One can change the position of the single blocks 

’

[(
n
j
),n]

∣∣∣∣∣∣∣∣
jh

(n−j)g

(36)

then:
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and nothing changes, since 𝕯 is not unique, as said before. Movements of single rows 
inside the blocks are also allowed. 

Definition 7. By considering a vector of 𝑛 functions of the type: 𝐌[ , ] = 𝑓 (𝑡), 𝑓 (𝑡), ⋯ , 𝑓 (𝑡)   (33)

Then, 𝕁 𝐌 (𝑡) is the Riemann-Liouville fractional integral term, defined as follow: 𝕁 𝐌 (𝑡) = 𝐽 𝑓 (𝑡)𝐽 [𝑓 (𝑡) ⋯ 𝐽 𝑓 (𝑡)]   (34)

where; 𝑛𝛼 notes that the operator 𝕁 are formed by 𝑛 fractional integrals 𝐽  of order 𝛼. 

Definition 8. By considering 𝑵[ , ] a matrix of 𝑚 × 𝑛 functions, then 𝕁 𝑵 (𝑡) is the Rie-
mann-Liouville fractional integral term, defined as follow: 

𝕁 𝐍 (𝑡) = 𝕁 𝐍[ , ] (𝑡) + 𝕁 𝐍[ , ] (𝑡) + ⋯ + 𝕁 𝐍[ , ] (𝑡) = 𝕁 𝐍[ , ] (𝑡). (35) 

By adopting: 

𝐍[ , ] = 𝕯 , ( )   (36)

then: 

𝕁  𝕯 , ( ) (𝑡)  

= 𝕁 𝕯 [ , ]  (𝑡) + 𝕁 𝕯 [ , ]  (𝑡) + ⋯ + 𝕁 𝕯 ,   (𝑡) = 𝕁 𝕯 [ , ]  (𝑡), (37) 

where; 0 and 𝑡 are the bounds of the fractional integral. 
By recalling the definitions above we can calculate some components, reported in 

Table 1. 
  

(37)

where; 0 and t are the bounds of the fractional integral.
By recalling the definitions above we can calculate some components, reported in

Table 1.

Table 1. Some components as of the ADM series solution.

u0(x, t) = u(x, 0) = f (x),

u1(x, t) = Jα
t
{

g(t)Dγ
x u0(x, t)

}
− Jα

t

{
h(t)Dβ

x u0(x, t)
}
=

RL[g]
0
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inside the blocks are also allowed. 

Definition 7. By considering a vector of 𝑛 functions of the type: 𝐌[ , ] = 𝑓 (𝑡), 𝑓 (𝑡), ⋯ , 𝑓 (𝑡)   (33)

Then, 𝕁 𝐌 (𝑡) is the Riemann-Liouville fractional integral term, defined as follow: 𝕁 𝐌 (𝑡) = 𝐽 𝑓 (𝑡)𝐽 [𝑓 (𝑡) ⋯ 𝐽 𝑓 (𝑡)]   (34)

where; 𝑛𝛼 notes that the operator 𝕁 are formed by 𝑛 fractional integrals 𝐽  of order 𝛼. 

Definition 8. By considering 𝑵[ , ] a matrix of 𝑚 × 𝑛 functions, then 𝕁 𝑵 (𝑡) is the Rie-
mann-Liouville fractional integral term, defined as follow: 

𝕁 𝐍 (𝑡) = 𝕁 𝐍[ , ] (𝑡) + 𝕁 𝐍[ , ] (𝑡) + ⋯ + 𝕁 𝐍[ , ] (𝑡) = 𝕁 𝐍[ , ] (𝑡). (35) 

By adopting: 

𝐍[ , ] = 𝕯 , ( )   (36)

then: 

𝕁  𝕯 , ( ) (𝑡) =  

= 𝕁 𝕯 [ , ]  (𝑡) + 𝕁 𝕯 [ , ]  (𝑡) + ⋯ + 𝕁 𝕯 ,   (𝑡) = 𝕁 𝕯 [ , ]  (𝑡), (37) 

where; 0 and 𝑡 are the bounds of the fractional integral. 
By recalling the definitions above we can calculate some components, reported in 

Table 1. 
  

α

t (t)·D
γ
x f (x)− RL[h]

0
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Therefore, the matrix 𝕯 can be considered as a block matrix or partitioned matrix, 
whose blocks are the submatrices 𝕯 . One can change the position of the single blocks 
and nothing changes, since 𝕯 is not unique, as said before. Movements of single rows 
inside the blocks are also allowed. 

Definition 7. By considering a vector of 𝑛 functions of the type: 𝐌[ , ] = 𝑓 (𝑡), 𝑓 (𝑡), ⋯ , 𝑓 (𝑡)   (33)

Then, 𝕁 𝐌 (𝑡) is the Riemann-Liouville fractional integral term, defined as follow: 𝕁 𝐌 (𝑡) = 𝐽 𝑓 (𝑡)𝐽 [𝑓 (𝑡) ⋯ 𝐽 𝑓 (𝑡)]   (34)

where; 𝑛𝛼 notes that the operator 𝕁 are formed by 𝑛 fractional integrals 𝐽  of order 𝛼. 

Definition 8. By considering 𝑵[ , ] a matrix of 𝑚 × 𝑛 functions, then 𝕁 𝑵 (𝑡) is the Rie-
mann-Liouville fractional integral term, defined as follow: 

𝕁 𝐍 (𝑡) = 𝕁 𝐍[ , ] (𝑡) + 𝕁 𝐍[ , ] (𝑡) + ⋯ + 𝕁 𝐍[ , ] (𝑡) = 𝕁 𝐍[ , ] (𝑡). (35) 

By adopting: 

𝐍[ , ] = 𝕯 , ( )   (36)

then: 

𝕁  𝕯 , ( ) (𝑡) =  

= 𝕁 𝕯 [ , ]  (𝑡) + 𝕁 𝕯 [ , ]  (𝑡) + ⋯ + 𝕁 𝕯 ,   (𝑡) = 𝕁 𝕯 [ , ]  (𝑡), (37) 

where; 0 and 𝑡 are the bounds of the fractional integral. 
By recalling the definitions above we can calculate some components, reported in 

Table 1. 
  

α

t (t)·D
β
x f (x),

u2(x, t) = Jα
t
{

g(t)Dγ
x u1(x, t)

}
− Jα

t

{
h(t)Dβ

x u1(x, t)
}

=
RL[g,g]

0
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Therefore, the matrix 𝕯 can be considered as a block matrix or partitioned matrix, 
whose blocks are the submatrices 𝕯 . One can change the position of the single blocks 
and nothing changes, since 𝕯 is not unique, as said before. Movements of single rows 
inside the blocks are also allowed. 

Definition 7. By considering a vector of 𝑛 functions of the type: 𝐌[ , ] = 𝑓 (𝑡), 𝑓 (𝑡), ⋯ , 𝑓 (𝑡)   (33)

Then, 𝕁 𝐌 (𝑡) is the Riemann-Liouville fractional integral term, defined as follow: 𝕁 𝐌 (𝑡) = 𝐽 𝑓 (𝑡)𝐽 [𝑓 (𝑡) ⋯ 𝐽 𝑓 (𝑡)]   (34)

where; 𝑛𝛼 notes that the operator 𝕁 are formed by 𝑛 fractional integrals 𝐽  of order 𝛼. 

Definition 8. By considering 𝑵[ , ] a matrix of 𝑚 × 𝑛 functions, then 𝕁 𝑵 (𝑡) is the Rie-
mann-Liouville fractional integral term, defined as follow: 

𝕁 𝐍 (𝑡) = 𝕁 𝐍[ , ] (𝑡) + 𝕁 𝐍[ , ] (𝑡) + ⋯ + 𝕁 𝐍[ , ] (𝑡) = 𝕁 𝐍[ , ] (𝑡). (35) 

By adopting: 

𝐍[ , ] = 𝕯 , ( )   (36)

then: 

𝕁  𝕯 , ( ) (𝑡) =  

= 𝕁 𝕯 [ , ]  (𝑡) + 𝕁 𝕯 [ , ]  (𝑡) + ⋯ + 𝕁 𝕯 ,   (𝑡) = 𝕁 𝕯 [ , ]  (𝑡), (37) 

where; 0 and 𝑡 are the bounds of the fractional integral. 
By recalling the definitions above we can calculate some components, reported in 

Table 1. 
  

2α

t (t)·D2γ
x f (x)− Dβ+γ

x f (x)·
[

RL[g,h]
0
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Therefore, the matrix 𝕯 can be considered as a block matrix or partitioned matrix, 
whose blocks are the submatrices 𝕯 . One can change the position of the single blocks 
and nothing changes, since 𝕯 is not unique, as said before. Movements of single rows 
inside the blocks are also allowed. 

Definition 7. By considering a vector of 𝑛 functions of the type: 𝐌[ , ] = 𝑓 (𝑡), 𝑓 (𝑡), ⋯ , 𝑓 (𝑡)   (33)

Then, 𝕁 𝐌 (𝑡) is the Riemann-Liouville fractional integral term, defined as follow: 𝕁 𝐌 (𝑡) = 𝐽 𝑓 (𝑡)𝐽 [𝑓 (𝑡) ⋯ 𝐽 𝑓 (𝑡)]   (34)

where; 𝑛𝛼 notes that the operator 𝕁 are formed by 𝑛 fractional integrals 𝐽  of order 𝛼. 

Definition 8. By considering 𝑵[ , ] a matrix of 𝑚 × 𝑛 functions, then 𝕁 𝑵 (𝑡) is the Rie-
mann-Liouville fractional integral term, defined as follow: 

𝕁 𝐍 (𝑡) = 𝕁 𝐍[ , ] (𝑡) + 𝕁 𝐍[ , ] (𝑡) + ⋯ + 𝕁 𝐍[ , ] (𝑡) = 𝕁 𝐍[ , ] (𝑡). (35) 

By adopting: 

𝐍[ , ] = 𝕯 , ( )   (36)

then: 

𝕁  𝕯 , ( ) (𝑡) =  

= 𝕁 𝕯 [ , ]  (𝑡) + 𝕁 𝕯 [ , ]  (𝑡) + ⋯ + 𝕁 𝕯 ,   (𝑡) = 𝕁 𝕯 [ , ]  (𝑡), (37) 

where; 0 and 𝑡 are the bounds of the fractional integral. 
By recalling the definitions above we can calculate some components, reported in 

Table 1. 
  

2α

t (t) + RL[h,g]
0
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Definition 7. By considering a vector of 𝑛 functions of the type: 𝐌[ , ] = 𝑓 (𝑡), 𝑓 (𝑡), ⋯ , 𝑓 (𝑡)   (33)
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where; 𝑛𝛼 notes that the operator 𝕁 are formed by 𝑛 fractional integrals 𝐽  of order 𝛼. 

Definition 8. By considering 𝑵[ , ] a matrix of 𝑚 × 𝑛 functions, then 𝕁 𝑵 (𝑡) is the Rie-
mann-Liouville fractional integral term, defined as follow: 

𝕁 𝐍 (𝑡) = 𝕁 𝐍[ , ] (𝑡) + 𝕁 𝐍[ , ] (𝑡) + ⋯ + 𝕁 𝐍[ , ] (𝑡) = 𝕁 𝐍[ , ] (𝑡). (35) 

By adopting: 

𝐍[ , ] = 𝕯 , ( )   (36)

then: 

𝕁  𝕯 , ( ) (𝑡) =  

= 𝕁 𝕯 [ , ]  (𝑡) + 𝕁 𝕯 [ , ]  (𝑡) + ⋯ + 𝕁 𝕯 ,   (𝑡) = 𝕁 𝕯 [ , ]  (𝑡), (37) 

where; 0 and 𝑡 are the bounds of the fractional integral. 
By recalling the definitions above we can calculate some components, reported in 

Table 1. 
  

2α

t (t)
]
+

RL[h,h]
0
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Therefore, the matrix 𝕯 can be considered as a block matrix or partitioned matrix, 
whose blocks are the submatrices 𝕯 . One can change the position of the single blocks 
and nothing changes, since 𝕯 is not unique, as said before. Movements of single rows 
inside the blocks are also allowed. 

Definition 7. By considering a vector of 𝑛 functions of the type: 𝐌[ , ] = 𝑓 (𝑡), 𝑓 (𝑡), ⋯ , 𝑓 (𝑡)   (33)

Then, 𝕁 𝐌 (𝑡) is the Riemann-Liouville fractional integral term, defined as follow: 𝕁 𝐌 (𝑡) = 𝐽 𝑓 (𝑡)𝐽 [𝑓 (𝑡) ⋯ 𝐽 𝑓 (𝑡)]   (34)

where; 𝑛𝛼 notes that the operator 𝕁 are formed by 𝑛 fractional integrals 𝐽  of order 𝛼. 

Definition 8. By considering 𝑵[ , ] a matrix of 𝑚 × 𝑛 functions, then 𝕁 𝑵 (𝑡) is the Rie-
mann-Liouville fractional integral term, defined as follow: 

𝕁 𝐍 (𝑡) = 𝕁 𝐍[ , ] (𝑡) + 𝕁 𝐍[ , ] (𝑡) + ⋯ + 𝕁 𝐍[ , ] (𝑡) = 𝕁 𝐍[ , ] (𝑡). (35) 

By adopting: 

𝐍[ , ] = 𝕯 , ( )   (36)

then: 

𝕁  𝕯 , ( ) (𝑡) =  

= 𝕁 𝕯 [ , ]  (𝑡) + 𝕁 𝕯 [ , ]  (𝑡) + ⋯ + 𝕁 𝕯 ,   (𝑡) = 𝕁 𝕯 [ , ]  (𝑡), (37) 

where; 0 and 𝑡 are the bounds of the fractional integral. 
By recalling the definitions above we can calculate some components, reported in 

Table 1. 
  

2α

t (t)·D2β
x f (x),

u3(x, t) = Jα
t
{

g(t)Dγ
x u2(x, t)

}
− Jα

t

{
h(t)Dβ

x u2(x, t)
}

= D3γ
x f (x)·RL[g,g,g]

0
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Therefore, the matrix 𝕯 can be considered as a block matrix or partitioned matrix, 
whose blocks are the submatrices 𝕯 . One can change the position of the single blocks 
and nothing changes, since 𝕯 is not unique, as said before. Movements of single rows 
inside the blocks are also allowed. 

Definition 7. By considering a vector of 𝑛 functions of the type: 𝐌[ , ] = 𝑓 (𝑡), 𝑓 (𝑡), ⋯ , 𝑓 (𝑡)   (33)

Then, 𝕁 𝐌 (𝑡) is the Riemann-Liouville fractional integral term, defined as follow: 𝕁 𝐌 (𝑡) = 𝐽 𝑓 (𝑡)𝐽 [𝑓 (𝑡) ⋯ 𝐽 𝑓 (𝑡)]   (34)

where; 𝑛𝛼 notes that the operator 𝕁 are formed by 𝑛 fractional integrals 𝐽  of order 𝛼. 

Definition 8. By considering 𝑵[ , ] a matrix of 𝑚 × 𝑛 functions, then 𝕁 𝑵 (𝑡) is the Rie-
mann-Liouville fractional integral term, defined as follow: 

𝕁 𝐍 (𝑡) = 𝕁 𝐍[ , ] (𝑡) + 𝕁 𝐍[ , ] (𝑡) + ⋯ + 𝕁 𝐍[ , ] (𝑡) = 𝕁 𝐍[ , ] (𝑡). (35) 

By adopting: 

𝐍[ , ] = 𝕯 , ( )   (36)

then: 

𝕁  𝕯 , ( ) (𝑡) =  

= 𝕁 𝕯 [ , ]  (𝑡) + 𝕁 𝕯 [ , ]  (𝑡) + ⋯ + 𝕁 𝕯 ,   (𝑡) = 𝕁 𝕯 [ , ]  (𝑡), (37) 

where; 0 and 𝑡 are the bounds of the fractional integral. 
By recalling the definitions above we can calculate some components, reported in 

Table 1. 
  

3α

t (t)− D2γ+β
x f (x)·

[
RL[g,g,h]

0
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Therefore, the matrix 𝕯 can be considered as a block matrix or partitioned matrix, 
whose blocks are the submatrices 𝕯 . One can change the position of the single blocks 
and nothing changes, since 𝕯 is not unique, as said before. Movements of single rows 
inside the blocks are also allowed. 

Definition 7. By considering a vector of 𝑛 functions of the type: 𝐌[ , ] = 𝑓 (𝑡), 𝑓 (𝑡), ⋯ , 𝑓 (𝑡)   (33)

Then, 𝕁 𝐌 (𝑡) is the Riemann-Liouville fractional integral term, defined as follow: 𝕁 𝐌 (𝑡) = 𝐽 𝑓 (𝑡)𝐽 [𝑓 (𝑡) ⋯ 𝐽 𝑓 (𝑡)]   (34)

where; 𝑛𝛼 notes that the operator 𝕁 are formed by 𝑛 fractional integrals 𝐽  of order 𝛼. 

Definition 8. By considering 𝑵[ , ] a matrix of 𝑚 × 𝑛 functions, then 𝕁 𝑵 (𝑡) is the Rie-
mann-Liouville fractional integral term, defined as follow: 

𝕁 𝐍 (𝑡) = 𝕁 𝐍[ , ] (𝑡) + 𝕁 𝐍[ , ] (𝑡) + ⋯ + 𝕁 𝐍[ , ] (𝑡) = 𝕁 𝐍[ , ] (𝑡). (35) 

By adopting: 

𝐍[ , ] = 𝕯 , ( )   (36)

then: 

𝕁  𝕯 , ( ) (𝑡) =  

= 𝕁 𝕯 [ , ]  (𝑡) + 𝕁 𝕯 [ , ]  (𝑡) + ⋯ + 𝕁 𝕯 ,   (𝑡) = 𝕁 𝕯 [ , ]  (𝑡), (37) 

where; 0 and 𝑡 are the bounds of the fractional integral. 
By recalling the definitions above we can calculate some components, reported in 

Table 1. 
  

3α

t (t) + RL[g,h,g]
0
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Therefore, the matrix 𝕯 can be considered as a block matrix or partitioned matrix, 
whose blocks are the submatrices 𝕯 . One can change the position of the single blocks 
and nothing changes, since 𝕯 is not unique, as said before. Movements of single rows 
inside the blocks are also allowed. 

Definition 7. By considering a vector of 𝑛 functions of the type: 𝐌[ , ] = 𝑓 (𝑡), 𝑓 (𝑡), ⋯ , 𝑓 (𝑡)   (33)

Then, 𝕁 𝐌 (𝑡) is the Riemann-Liouville fractional integral term, defined as follow: 𝕁 𝐌 (𝑡) = 𝐽 𝑓 (𝑡)𝐽 [𝑓 (𝑡) ⋯ 𝐽 𝑓 (𝑡)]   (34)

where; 𝑛𝛼 notes that the operator 𝕁 are formed by 𝑛 fractional integrals 𝐽  of order 𝛼. 

Definition 8. By considering 𝑵[ , ] a matrix of 𝑚 × 𝑛 functions, then 𝕁 𝑵 (𝑡) is the Rie-
mann-Liouville fractional integral term, defined as follow: 

𝕁 𝐍 (𝑡) = 𝕁 𝐍[ , ] (𝑡) + 𝕁 𝐍[ , ] (𝑡) + ⋯ + 𝕁 𝐍[ , ] (𝑡) = 𝕁 𝐍[ , ] (𝑡). (35) 

By adopting: 

𝐍[ , ] = 𝕯 , ( )   (36)

then: 

𝕁  𝕯 , ( ) (𝑡) =  

= 𝕁 𝕯 [ , ]  (𝑡) + 𝕁 𝕯 [ , ]  (𝑡) + ⋯ + 𝕁 𝕯 ,   (𝑡) = 𝕁 𝕯 [ , ]  (𝑡), (37) 

where; 0 and 𝑡 are the bounds of the fractional integral. 
By recalling the definitions above we can calculate some components, reported in 

Table 1. 
  

3α

t (t) + RL[h,g,g]
0
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Therefore, the matrix 𝕯 can be considered as a block matrix or partitioned matrix, 
whose blocks are the submatrices 𝕯 . One can change the position of the single blocks 
and nothing changes, since 𝕯 is not unique, as said before. Movements of single rows 
inside the blocks are also allowed. 

Definition 7. By considering a vector of 𝑛 functions of the type: 𝐌[ , ] = 𝑓 (𝑡), 𝑓 (𝑡), ⋯ , 𝑓 (𝑡)   (33)

Then, 𝕁 𝐌 (𝑡) is the Riemann-Liouville fractional integral term, defined as follow: 𝕁 𝐌 (𝑡) = 𝐽 𝑓 (𝑡)𝐽 [𝑓 (𝑡) ⋯ 𝐽 𝑓 (𝑡)]   (34)

where; 𝑛𝛼 notes that the operator 𝕁 are formed by 𝑛 fractional integrals 𝐽  of order 𝛼. 

Definition 8. By considering 𝑵[ , ] a matrix of 𝑚 × 𝑛 functions, then 𝕁 𝑵 (𝑡) is the Rie-
mann-Liouville fractional integral term, defined as follow: 

𝕁 𝐍 (𝑡) = 𝕁 𝐍[ , ] (𝑡) + 𝕁 𝐍[ , ] (𝑡) + ⋯ + 𝕁 𝐍[ , ] (𝑡) = 𝕁 𝐍[ , ] (𝑡). (35) 

By adopting: 

𝐍[ , ] = 𝕯 , ( )   (36)

then: 

𝕁  𝕯 , ( ) (𝑡) =  

= 𝕁 𝕯 [ , ]  (𝑡) + 𝕁 𝕯 [ , ]  (𝑡) + ⋯ + 𝕁 𝕯 ,   (𝑡) = 𝕁 𝕯 [ , ]  (𝑡), (37) 

where; 0 and 𝑡 are the bounds of the fractional integral. 
By recalling the definitions above we can calculate some components, reported in 

Table 1. 
  

3α

t (t)
]
+ Dγ+2β

x f (x)

·
[

RL[g,h,h]
0
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Therefore, the matrix 𝕯 can be considered as a block matrix or partitioned matrix, 
whose blocks are the submatrices 𝕯 . One can change the position of the single blocks 
and nothing changes, since 𝕯 is not unique, as said before. Movements of single rows 
inside the blocks are also allowed. 

Definition 7. By considering a vector of 𝑛 functions of the type: 𝐌[ , ] = 𝑓 (𝑡), 𝑓 (𝑡), ⋯ , 𝑓 (𝑡)   (33)

Then, 𝕁 𝐌 (𝑡) is the Riemann-Liouville fractional integral term, defined as follow: 𝕁 𝐌 (𝑡) = 𝐽 𝑓 (𝑡)𝐽 [𝑓 (𝑡) ⋯ 𝐽 𝑓 (𝑡)]   (34)

where; 𝑛𝛼 notes that the operator 𝕁 are formed by 𝑛 fractional integrals 𝐽  of order 𝛼. 

Definition 8. By considering 𝑵[ , ] a matrix of 𝑚 × 𝑛 functions, then 𝕁 𝑵 (𝑡) is the Rie-
mann-Liouville fractional integral term, defined as follow: 

𝕁 𝐍 (𝑡) = 𝕁 𝐍[ , ] (𝑡) + 𝕁 𝐍[ , ] (𝑡) + ⋯ + 𝕁 𝐍[ , ] (𝑡) = 𝕁 𝐍[ , ] (𝑡). (35) 

By adopting: 

𝐍[ , ] = 𝕯 , ( )   (36)

then: 

𝕁  𝕯 , ( ) (𝑡) =  

= 𝕁 𝕯 [ , ]  (𝑡) + 𝕁 𝕯 [ , ]  (𝑡) + ⋯ + 𝕁 𝕯 ,   (𝑡) = 𝕁 𝕯 [ , ]  (𝑡), (37) 

where; 0 and 𝑡 are the bounds of the fractional integral. 
By recalling the definitions above we can calculate some components, reported in 

Table 1. 
  

3α

t (t) + RL[h,g,h]
0
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Therefore, the matrix 𝕯 can be considered as a block matrix or partitioned matrix, 
whose blocks are the submatrices 𝕯 . One can change the position of the single blocks 
and nothing changes, since 𝕯 is not unique, as said before. Movements of single rows 
inside the blocks are also allowed. 

Definition 7. By considering a vector of 𝑛 functions of the type: 𝐌[ , ] = 𝑓 (𝑡), 𝑓 (𝑡), ⋯ , 𝑓 (𝑡)   (33)

Then, 𝕁 𝐌 (𝑡) is the Riemann-Liouville fractional integral term, defined as follow: 𝕁 𝐌 (𝑡) = 𝐽 𝑓 (𝑡)𝐽 [𝑓 (𝑡) ⋯ 𝐽 𝑓 (𝑡)]   (34)

where; 𝑛𝛼 notes that the operator 𝕁 are formed by 𝑛 fractional integrals 𝐽  of order 𝛼. 

Definition 8. By considering 𝑵[ , ] a matrix of 𝑚 × 𝑛 functions, then 𝕁 𝑵 (𝑡) is the Rie-
mann-Liouville fractional integral term, defined as follow: 

𝕁 𝐍 (𝑡) = 𝕁 𝐍[ , ] (𝑡) + 𝕁 𝐍[ , ] (𝑡) + ⋯ + 𝕁 𝐍[ , ] (𝑡) = 𝕁 𝐍[ , ] (𝑡). (35) 

By adopting: 

𝐍[ , ] = 𝕯 , ( )   (36)

then: 

𝕁  𝕯 , ( ) (𝑡) =  

= 𝕁 𝕯 [ , ]  (𝑡) + 𝕁 𝕯 [ , ]  (𝑡) + ⋯ + 𝕁 𝕯 ,   (𝑡) = 𝕁 𝕯 [ , ]  (𝑡), (37) 

where; 0 and 𝑡 are the bounds of the fractional integral. 
By recalling the definitions above we can calculate some components, reported in 

Table 1. 
  

3α

t (t) + RL[h,h,g]
0
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Therefore, the matrix 𝕯 can be considered as a block matrix or partitioned matrix, 
whose blocks are the submatrices 𝕯 . One can change the position of the single blocks 
and nothing changes, since 𝕯 is not unique, as said before. Movements of single rows 
inside the blocks are also allowed. 

Definition 7. By considering a vector of 𝑛 functions of the type: 𝐌[ , ] = 𝑓 (𝑡), 𝑓 (𝑡), ⋯ , 𝑓 (𝑡)   (33)

Then, 𝕁 𝐌 (𝑡) is the Riemann-Liouville fractional integral term, defined as follow: 𝕁 𝐌 (𝑡) = 𝐽 𝑓 (𝑡)𝐽 [𝑓 (𝑡) ⋯ 𝐽 𝑓 (𝑡)]   (34)

where; 𝑛𝛼 notes that the operator 𝕁 are formed by 𝑛 fractional integrals 𝐽  of order 𝛼. 

Definition 8. By considering 𝑵[ , ] a matrix of 𝑚 × 𝑛 functions, then 𝕁 𝑵 (𝑡) is the Rie-
mann-Liouville fractional integral term, defined as follow: 

𝕁 𝐍 (𝑡) = 𝕁 𝐍[ , ] (𝑡) + 𝕁 𝐍[ , ] (𝑡) + ⋯ + 𝕁 𝐍[ , ] (𝑡) = 𝕁 𝐍[ , ] (𝑡). (35) 

By adopting: 

𝐍[ , ] = 𝕯 , ( )   (36)

then: 

𝕁  𝕯 , ( ) (𝑡) =  

= 𝕁 𝕯 [ , ]  (𝑡) + 𝕁 𝕯 [ , ]  (𝑡) + ⋯ + 𝕁 𝕯 ,   (𝑡) = 𝕁 𝕯 [ , ]  (𝑡), (37) 

where; 0 and 𝑡 are the bounds of the fractional integral. 
By recalling the definitions above we can calculate some components, reported in 

Table 1. 
  

3α

t (t)
]
− D3β

x f (x)·RL[h,h,h]
0
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Therefore, the matrix 𝕯 can be considered as a block matrix or partitioned matrix, 
whose blocks are the submatrices 𝕯 . One can change the position of the single blocks 
and nothing changes, since 𝕯 is not unique, as said before. Movements of single rows 
inside the blocks are also allowed. 

Definition 7. By considering a vector of 𝑛 functions of the type: 𝐌[ , ] = 𝑓 (𝑡), 𝑓 (𝑡), ⋯ , 𝑓 (𝑡)   (33)

Then, 𝕁 𝐌 (𝑡) is the Riemann-Liouville fractional integral term, defined as follow: 𝕁 𝐌 (𝑡) = 𝐽 𝑓 (𝑡)𝐽 [𝑓 (𝑡) ⋯ 𝐽 𝑓 (𝑡)]   (34)

where; 𝑛𝛼 notes that the operator 𝕁 are formed by 𝑛 fractional integrals 𝐽  of order 𝛼. 

Definition 8. By considering 𝑵[ , ] a matrix of 𝑚 × 𝑛 functions, then 𝕁 𝑵 (𝑡) is the Rie-
mann-Liouville fractional integral term, defined as follow: 

𝕁 𝐍 (𝑡) = 𝕁 𝐍[ , ] (𝑡) + 𝕁 𝐍[ , ] (𝑡) + ⋯ + 𝕁 𝐍[ , ] (𝑡) = 𝕁 𝐍[ , ] (𝑡). (35) 

By adopting: 

𝐍[ , ] = 𝕯 , ( )   (36)

then: 

𝕁  𝕯 , ( ) (𝑡) =  

= 𝕁 𝕯 [ , ]  (𝑡) + 𝕁 𝕯 [ , ]  (𝑡) + ⋯ + 𝕁 𝕯 ,   (𝑡) = 𝕁 𝕯 [ , ]  (𝑡), (37) 

where; 0 and 𝑡 are the bounds of the fractional integral. 
By recalling the definitions above we can calculate some components, reported in 

Table 1. 
  

3α

t (t),

u4(x, t) = Jα
t
{

g(t)Dγ
x u3(x, t)

}
− Jα

t

{
h(t)Dβ

x u3(x, t)
}

= D4γ
x f (x)·RL[g,g,g,g]

0
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Therefore, the matrix 𝕯 can be considered as a block matrix or partitioned matrix, 
whose blocks are the submatrices 𝕯 . One can change the position of the single blocks 
and nothing changes, since 𝕯 is not unique, as said before. Movements of single rows 
inside the blocks are also allowed. 

Definition 7. By considering a vector of 𝑛 functions of the type: 𝐌[ , ] = 𝑓 (𝑡), 𝑓 (𝑡), ⋯ , 𝑓 (𝑡)   (33)

Then, 𝕁 𝐌 (𝑡) is the Riemann-Liouville fractional integral term, defined as follow: 𝕁 𝐌 (𝑡) = 𝐽 𝑓 (𝑡)𝐽 [𝑓 (𝑡) ⋯ 𝐽 𝑓 (𝑡)]   (34)

where; 𝑛𝛼 notes that the operator 𝕁 are formed by 𝑛 fractional integrals 𝐽  of order 𝛼. 

Definition 8. By considering 𝑵[ , ] a matrix of 𝑚 × 𝑛 functions, then 𝕁 𝑵 (𝑡) is the Rie-
mann-Liouville fractional integral term, defined as follow: 

𝕁 𝐍 (𝑡) = 𝕁 𝐍[ , ] (𝑡) + 𝕁 𝐍[ , ] (𝑡) + ⋯ + 𝕁 𝐍[ , ] (𝑡) = 𝕁 𝐍[ , ] (𝑡). (35) 

By adopting: 

𝐍[ , ] = 𝕯 , ( )   (36)

then: 

𝕁  𝕯 , ( ) (𝑡) =  

= 𝕁 𝕯 [ , ]  (𝑡) + 𝕁 𝕯 [ , ]  (𝑡) + ⋯ + 𝕁 𝕯 ,   (𝑡) = 𝕁 𝕯 [ , ]  (𝑡), (37) 

where; 0 and 𝑡 are the bounds of the fractional integral. 
By recalling the definitions above we can calculate some components, reported in 

Table 1. 
  

4α

t (t)− D3γ+β
x f (x)

·
[

RL[g,g,g,h]
0
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Therefore, the matrix 𝕯 can be considered as a block matrix or partitioned matrix, 
whose blocks are the submatrices 𝕯 . One can change the position of the single blocks 
and nothing changes, since 𝕯 is not unique, as said before. Movements of single rows 
inside the blocks are also allowed. 

Definition 7. By considering a vector of 𝑛 functions of the type: 𝐌[ , ] = 𝑓 (𝑡), 𝑓 (𝑡), ⋯ , 𝑓 (𝑡)   (33)

Then, 𝕁 𝐌 (𝑡) is the Riemann-Liouville fractional integral term, defined as follow: 𝕁 𝐌 (𝑡) = 𝐽 𝑓 (𝑡)𝐽 [𝑓 (𝑡) ⋯ 𝐽 𝑓 (𝑡)]   (34)

where; 𝑛𝛼 notes that the operator 𝕁 are formed by 𝑛 fractional integrals 𝐽  of order 𝛼. 

Definition 8. By considering 𝑵[ , ] a matrix of 𝑚 × 𝑛 functions, then 𝕁 𝑵 (𝑡) is the Rie-
mann-Liouville fractional integral term, defined as follow: 

𝕁 𝐍 (𝑡) = 𝕁 𝐍[ , ] (𝑡) + 𝕁 𝐍[ , ] (𝑡) + ⋯ + 𝕁 𝐍[ , ] (𝑡) = 𝕁 𝐍[ , ] (𝑡). (35) 

By adopting: 

𝐍[ , ] = 𝕯 , ( )   (36)

then: 

𝕁  𝕯 , ( ) (𝑡) =  

= 𝕁 𝕯 [ , ]  (𝑡) + 𝕁 𝕯 [ , ]  (𝑡) + ⋯ + 𝕁 𝕯 ,   (𝑡) = 𝕁 𝕯 [ , ]  (𝑡), (37) 

where; 0 and 𝑡 are the bounds of the fractional integral. 
By recalling the definitions above we can calculate some components, reported in 

Table 1. 
  

4α

t (t) + RL[g,g,h,g]
0
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Therefore, the matrix 𝕯 can be considered as a block matrix or partitioned matrix, 
whose blocks are the submatrices 𝕯 . One can change the position of the single blocks 
and nothing changes, since 𝕯 is not unique, as said before. Movements of single rows 
inside the blocks are also allowed. 

Definition 7. By considering a vector of 𝑛 functions of the type: 𝐌[ , ] = 𝑓 (𝑡), 𝑓 (𝑡), ⋯ , 𝑓 (𝑡)   (33)

Then, 𝕁 𝐌 (𝑡) is the Riemann-Liouville fractional integral term, defined as follow: 𝕁 𝐌 (𝑡) = 𝐽 𝑓 (𝑡)𝐽 [𝑓 (𝑡) ⋯ 𝐽 𝑓 (𝑡)]   (34)

where; 𝑛𝛼 notes that the operator 𝕁 are formed by 𝑛 fractional integrals 𝐽  of order 𝛼. 

Definition 8. By considering 𝑵[ , ] a matrix of 𝑚 × 𝑛 functions, then 𝕁 𝑵 (𝑡) is the Rie-
mann-Liouville fractional integral term, defined as follow: 

𝕁 𝐍 (𝑡) = 𝕁 𝐍[ , ] (𝑡) + 𝕁 𝐍[ , ] (𝑡) + ⋯ + 𝕁 𝐍[ , ] (𝑡) = 𝕁 𝐍[ , ] (𝑡). (35) 

By adopting: 

𝐍[ , ] = 𝕯 , ( )   (36)

then: 

𝕁  𝕯 , ( ) (𝑡) =  

= 𝕁 𝕯 [ , ]  (𝑡) + 𝕁 𝕯 [ , ]  (𝑡) + ⋯ + 𝕁 𝕯 ,   (𝑡) = 𝕁 𝕯 [ , ]  (𝑡), (37) 

where; 0 and 𝑡 are the bounds of the fractional integral. 
By recalling the definitions above we can calculate some components, reported in 

Table 1. 
  

4α

t (t) + RL[g,h,g,g]
0
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Therefore, the matrix 𝕯 can be considered as a block matrix or partitioned matrix, 
whose blocks are the submatrices 𝕯 . One can change the position of the single blocks 
and nothing changes, since 𝕯 is not unique, as said before. Movements of single rows 
inside the blocks are also allowed. 

Definition 7. By considering a vector of 𝑛 functions of the type: 𝐌[ , ] = 𝑓 (𝑡), 𝑓 (𝑡), ⋯ , 𝑓 (𝑡)   (33)

Then, 𝕁 𝐌 (𝑡) is the Riemann-Liouville fractional integral term, defined as follow: 𝕁 𝐌 (𝑡) = 𝐽 𝑓 (𝑡)𝐽 [𝑓 (𝑡) ⋯ 𝐽 𝑓 (𝑡)]   (34)

where; 𝑛𝛼 notes that the operator 𝕁 are formed by 𝑛 fractional integrals 𝐽  of order 𝛼. 

Definition 8. By considering 𝑵[ , ] a matrix of 𝑚 × 𝑛 functions, then 𝕁 𝑵 (𝑡) is the Rie-
mann-Liouville fractional integral term, defined as follow: 

𝕁 𝐍 (𝑡) = 𝕁 𝐍[ , ] (𝑡) + 𝕁 𝐍[ , ] (𝑡) + ⋯ + 𝕁 𝐍[ , ] (𝑡) = 𝕁 𝐍[ , ] (𝑡). (35) 

By adopting: 

𝐍[ , ] = 𝕯 , ( )   (36)

then: 

𝕁  𝕯 , ( ) (𝑡) =  

= 𝕁 𝕯 [ , ]  (𝑡) + 𝕁 𝕯 [ , ]  (𝑡) + ⋯ + 𝕁 𝕯 ,   (𝑡) = 𝕁 𝕯 [ , ]  (𝑡), (37) 

where; 0 and 𝑡 are the bounds of the fractional integral. 
By recalling the definitions above we can calculate some components, reported in 

Table 1. 
  

4α

t (t) + RL[h,g,g,g]
0
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Therefore, the matrix 𝕯 can be considered as a block matrix or partitioned matrix, 
whose blocks are the submatrices 𝕯 . One can change the position of the single blocks 
and nothing changes, since 𝕯 is not unique, as said before. Movements of single rows 
inside the blocks are also allowed. 

Definition 7. By considering a vector of 𝑛 functions of the type: 𝐌[ , ] = 𝑓 (𝑡), 𝑓 (𝑡), ⋯ , 𝑓 (𝑡)   (33)

Then, 𝕁 𝐌 (𝑡) is the Riemann-Liouville fractional integral term, defined as follow: 𝕁 𝐌 (𝑡) = 𝐽 𝑓 (𝑡)𝐽 [𝑓 (𝑡) ⋯ 𝐽 𝑓 (𝑡)]   (34)

where; 𝑛𝛼 notes that the operator 𝕁 are formed by 𝑛 fractional integrals 𝐽  of order 𝛼. 

Definition 8. By considering 𝑵[ , ] a matrix of 𝑚 × 𝑛 functions, then 𝕁 𝑵 (𝑡) is the Rie-
mann-Liouville fractional integral term, defined as follow: 

𝕁 𝐍 (𝑡) = 𝕁 𝐍[ , ] (𝑡) + 𝕁 𝐍[ , ] (𝑡) + ⋯ + 𝕁 𝐍[ , ] (𝑡) = 𝕁 𝐍[ , ] (𝑡). (35) 

By adopting: 

𝐍[ , ] = 𝕯 , ( )   (36)

then: 

𝕁  𝕯 , ( ) (𝑡) =  

= 𝕁 𝕯 [ , ]  (𝑡) + 𝕁 𝕯 [ , ]  (𝑡) + ⋯ + 𝕁 𝕯 ,   (𝑡) = 𝕁 𝕯 [ , ]  (𝑡), (37) 

where; 0 and 𝑡 are the bounds of the fractional integral. 
By recalling the definitions above we can calculate some components, reported in 

Table 1. 
  

4α

t (t)
]
+ D2γ+2β

x f (x)

·
[

RL[g,g,h,h]
0
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Therefore, the matrix 𝕯 can be considered as a block matrix or partitioned matrix, 
whose blocks are the submatrices 𝕯 . One can change the position of the single blocks 
and nothing changes, since 𝕯 is not unique, as said before. Movements of single rows 
inside the blocks are also allowed. 

Definition 7. By considering a vector of 𝑛 functions of the type: 𝐌[ , ] = 𝑓 (𝑡), 𝑓 (𝑡), ⋯ , 𝑓 (𝑡)   (33)

Then, 𝕁 𝐌 (𝑡) is the Riemann-Liouville fractional integral term, defined as follow: 𝕁 𝐌 (𝑡) = 𝐽 𝑓 (𝑡)𝐽 [𝑓 (𝑡) ⋯ 𝐽 𝑓 (𝑡)]   (34)

where; 𝑛𝛼 notes that the operator 𝕁 are formed by 𝑛 fractional integrals 𝐽  of order 𝛼. 

Definition 8. By considering 𝑵[ , ] a matrix of 𝑚 × 𝑛 functions, then 𝕁 𝑵 (𝑡) is the Rie-
mann-Liouville fractional integral term, defined as follow: 

𝕁 𝐍 (𝑡) = 𝕁 𝐍[ , ] (𝑡) + 𝕁 𝐍[ , ] (𝑡) + ⋯ + 𝕁 𝐍[ , ] (𝑡) = 𝕁 𝐍[ , ] (𝑡). (35) 

By adopting: 

𝐍[ , ] = 𝕯 , ( )   (36)

then: 

𝕁  𝕯 , ( ) (𝑡) =  

= 𝕁 𝕯 [ , ]  (𝑡) + 𝕁 𝕯 [ , ]  (𝑡) + ⋯ + 𝕁 𝕯 ,   (𝑡) = 𝕁 𝕯 [ , ]  (𝑡), (37) 

where; 0 and 𝑡 are the bounds of the fractional integral. 
By recalling the definitions above we can calculate some components, reported in 

Table 1. 
  

4α

t (t) + RL[g,h,g,h]
0
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Therefore, the matrix 𝕯 can be considered as a block matrix or partitioned matrix, 
whose blocks are the submatrices 𝕯 . One can change the position of the single blocks 
and nothing changes, since 𝕯 is not unique, as said before. Movements of single rows 
inside the blocks are also allowed. 

Definition 7. By considering a vector of 𝑛 functions of the type: 𝐌[ , ] = 𝑓 (𝑡), 𝑓 (𝑡), ⋯ , 𝑓 (𝑡)   (33)

Then, 𝕁 𝐌 (𝑡) is the Riemann-Liouville fractional integral term, defined as follow: 𝕁 𝐌 (𝑡) = 𝐽 𝑓 (𝑡)𝐽 [𝑓 (𝑡) ⋯ 𝐽 𝑓 (𝑡)]   (34)

where; 𝑛𝛼 notes that the operator 𝕁 are formed by 𝑛 fractional integrals 𝐽  of order 𝛼. 
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By recalling the definitions above we can calculate some components, reported in 

Table 1. 
  

4α

t (t) + RL[g,h,h,g]
0
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By adopting: 
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where; 0 and 𝑡 are the bounds of the fractional integral. 
By recalling the definitions above we can calculate some components, reported in 

Table 1. 
  

4α

t (t)
]

−Dγ+3β
x f (x)·

[
RL[g,h,h,h]

0
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Therefore, the matrix 𝕯 can be considered as a block matrix or partitioned matrix, 
whose blocks are the submatrices 𝕯 . One can change the position of the single blocks 
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mann-Liouville fractional integral term, defined as follow: 

𝕁 𝐍 (𝑡) = 𝕁 𝐍[ , ] (𝑡) + 𝕁 𝐍[ , ] (𝑡) + ⋯ + 𝕁 𝐍[ , ] (𝑡) = 𝕁 𝐍[ , ] (𝑡). (35) 

By adopting: 

𝐍[ , ] = 𝕯 , ( )   (36)

then: 

𝕁  𝕯 , ( ) (𝑡) =  

= 𝕁 𝕯 [ , ]  (𝑡) + 𝕁 𝕯 [ , ]  (𝑡) + ⋯ + 𝕁 𝕯 ,   (𝑡) = 𝕁 𝕯 [ , ]  (𝑡), (37) 

where; 0 and 𝑡 are the bounds of the fractional integral. 
By recalling the definitions above we can calculate some components, reported in 
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4α
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Therefore, the matrix 𝕯 can be considered as a block matrix or partitioned matrix, 
whose blocks are the submatrices 𝕯 . One can change the position of the single blocks 
and nothing changes, since 𝕯 is not unique, as said before. Movements of single rows 
inside the blocks are also allowed. 

Definition 7. By considering a vector of 𝑛 functions of the type: 𝐌[ , ] = 𝑓 (𝑡), 𝑓 (𝑡), ⋯ , 𝑓 (𝑡)   (33)

Then, 𝕁 𝐌 (𝑡) is the Riemann-Liouville fractional integral term, defined as follow: 𝕁 𝐌 (𝑡) = 𝐽 𝑓 (𝑡)𝐽 [𝑓 (𝑡) ⋯ 𝐽 𝑓 (𝑡)]   (34)

where; 𝑛𝛼 notes that the operator 𝕁 are formed by 𝑛 fractional integrals 𝐽  of order 𝛼. 

Definition 8. By considering 𝑵[ , ] a matrix of 𝑚 × 𝑛 functions, then 𝕁 𝑵 (𝑡) is the Rie-
mann-Liouville fractional integral term, defined as follow: 

𝕁 𝐍 (𝑡) = 𝕁 𝐍[ , ] (𝑡) + 𝕁 𝐍[ , ] (𝑡) + ⋯ + 𝕁 𝐍[ , ] (𝑡) = 𝕁 𝐍[ , ] (𝑡). (35) 

By adopting: 

𝐍[ , ] = 𝕯 , ( )   (36)

then: 

𝕁  𝕯 , ( ) (𝑡) =  

= 𝕁 𝕯 [ , ]  (𝑡) + 𝕁 𝕯 [ , ]  (𝑡) + ⋯ + 𝕁 𝕯 ,   (𝑡) = 𝕁 𝕯 [ , ]  (𝑡), (37) 

where; 0 and 𝑡 are the bounds of the fractional integral. 
By recalling the definitions above we can calculate some components, reported in 

Table 1. 
  

4α

t (t)
]

+D4β
x f (x)·RL[h,h,h,h]

0
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Therefore, the matrix 𝕯 can be considered as a block matrix or partitioned matrix, 
whose blocks are the submatrices 𝕯 . One can change the position of the single blocks 
and nothing changes, since 𝕯 is not unique, as said before. Movements of single rows 
inside the blocks are also allowed. 
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mann-Liouville fractional integral term, defined as follow: 

𝕁 𝐍 (𝑡) = 𝕁 𝐍[ , ] (𝑡) + 𝕁 𝐍[ , ] (𝑡) + ⋯ + 𝕁 𝐍[ , ] (𝑡) = 𝕁 𝐍[ , ] (𝑡). (35) 

By adopting: 

𝐍[ , ] = 𝕯 , ( )   (36)

then: 

𝕁  𝕯 , ( ) (𝑡) =  

= 𝕁 𝕯 [ , ]  (𝑡) + 𝕁 𝕯 [ , ]  (𝑡) + ⋯ + 𝕁 𝕯 ,   (𝑡) = 𝕁 𝕯 [ , ]  (𝑡), (37) 

where; 0 and 𝑡 are the bounds of the fractional integral. 
By recalling the definitions above we can calculate some components, reported in 

Table 1. 
  

4α

t (t),

u5(x, t) = Jα
t
{

g(t)Dγ
x u4(x, t)

}
− Jα

t

{
h(t)Dβ

x u4(x, t)
}

= D5γ
x f (x)·RL[g,g,g,g,g]

0
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Therefore, the matrix 𝕯 can be considered as a block matrix or partitioned matrix, 
whose blocks are the submatrices 𝕯 . One can change the position of the single blocks 
and nothing changes, since 𝕯 is not unique, as said before. Movements of single rows 
inside the blocks are also allowed. 

Definition 7. By considering a vector of 𝑛 functions of the type: 𝐌[ , ] = 𝑓 (𝑡), 𝑓 (𝑡), ⋯ , 𝑓 (𝑡)   (33)

Then, 𝕁 𝐌 (𝑡) is the Riemann-Liouville fractional integral term, defined as follow: 𝕁 𝐌 (𝑡) = 𝐽 𝑓 (𝑡)𝐽 [𝑓 (𝑡) ⋯ 𝐽 𝑓 (𝑡)]   (34)

where; 𝑛𝛼 notes that the operator 𝕁 are formed by 𝑛 fractional integrals 𝐽  of order 𝛼. 

Definition 8. By considering 𝑵[ , ] a matrix of 𝑚 × 𝑛 functions, then 𝕁 𝑵 (𝑡) is the Rie-
mann-Liouville fractional integral term, defined as follow: 

𝕁 𝐍 (𝑡) = 𝕁 𝐍[ , ] (𝑡) + 𝕁 𝐍[ , ] (𝑡) + ⋯ + 𝕁 𝐍[ , ] (𝑡) = 𝕁 𝐍[ , ] (𝑡). (35) 

By adopting: 

𝐍[ , ] = 𝕯 , ( )   (36)

then: 

𝕁  𝕯 , ( ) (𝑡) =  

= 𝕁 𝕯 [ , ]  (𝑡) + 𝕁 𝕯 [ , ]  (𝑡) + ⋯ + 𝕁 𝕯 ,   (𝑡) = 𝕁 𝕯 [ , ]  (𝑡), (37) 

where; 0 and 𝑡 are the bounds of the fractional integral. 
By recalling the definitions above we can calculate some components, reported in 

Table 1. 
  

5α

t (t)− D4γ+β
x f (x)

·
[

RL[g,g,g,g,h]
0
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Then, 𝕁 𝐌 (𝑡) is the Riemann-Liouville fractional integral term, defined as follow: 𝕁 𝐌 (𝑡) = 𝐽 𝑓 (𝑡)𝐽 [𝑓 (𝑡) ⋯ 𝐽 𝑓 (𝑡)]   (34)
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Definition 8. By considering 𝑵[ , ] a matrix of 𝑚 × 𝑛 functions, then 𝕁 𝑵 (𝑡) is the Rie-
mann-Liouville fractional integral term, defined as follow: 

𝕁 𝐍 (𝑡) = 𝕁 𝐍[ , ] (𝑡) + 𝕁 𝐍[ , ] (𝑡) + ⋯ + 𝕁 𝐍[ , ] (𝑡) = 𝕁 𝐍[ , ] (𝑡). (35) 

By adopting: 

𝐍[ , ] = 𝕯 , ( )   (36)

then: 

𝕁  𝕯 , ( ) (𝑡) =  

= 𝕁 𝕯 [ , ]  (𝑡) + 𝕁 𝕯 [ , ]  (𝑡) + ⋯ + 𝕁 𝕯 ,   (𝑡) = 𝕁 𝕯 [ , ]  (𝑡), (37) 

where; 0 and 𝑡 are the bounds of the fractional integral. 
By recalling the definitions above we can calculate some components, reported in 

Table 1. 
  

5α

t (t) + RL[g,g,g,h,g]
0

Mathematics 2023, 11, x FOR PEER REVIEW 7 of 28 
 

 

Therefore, the matrix 𝕯 can be considered as a block matrix or partitioned matrix, 
whose blocks are the submatrices 𝕯 . One can change the position of the single blocks 
and nothing changes, since 𝕯 is not unique, as said before. Movements of single rows 
inside the blocks are also allowed. 

Definition 7. By considering a vector of 𝑛 functions of the type: 𝐌[ , ] = 𝑓 (𝑡), 𝑓 (𝑡), ⋯ , 𝑓 (𝑡)   (33)

Then, 𝕁 𝐌 (𝑡) is the Riemann-Liouville fractional integral term, defined as follow: 𝕁 𝐌 (𝑡) = 𝐽 𝑓 (𝑡)𝐽 [𝑓 (𝑡) ⋯ 𝐽 𝑓 (𝑡)]   (34)

where; 𝑛𝛼 notes that the operator 𝕁 are formed by 𝑛 fractional integrals 𝐽  of order 𝛼. 

Definition 8. By considering 𝑵[ , ] a matrix of 𝑚 × 𝑛 functions, then 𝕁 𝑵 (𝑡) is the Rie-
mann-Liouville fractional integral term, defined as follow: 

𝕁 𝐍 (𝑡) = 𝕁 𝐍[ , ] (𝑡) + 𝕁 𝐍[ , ] (𝑡) + ⋯ + 𝕁 𝐍[ , ] (𝑡) = 𝕁 𝐍[ , ] (𝑡). (35) 

By adopting: 

𝐍[ , ] = 𝕯 , ( )   (36)

then: 

𝕁  𝕯 , ( ) (𝑡) =  

= 𝕁 𝕯 [ , ]  (𝑡) + 𝕁 𝕯 [ , ]  (𝑡) + ⋯ + 𝕁 𝕯 ,   (𝑡) = 𝕁 𝕯 [ , ]  (𝑡), (37) 

where; 0 and 𝑡 are the bounds of the fractional integral. 
By recalling the definitions above we can calculate some components, reported in 

Table 1. 
  

5α

t (t) + RL[g,g,h,g,g]
0

Mathematics 2023, 11, x FOR PEER REVIEW 7 of 28 
 

 

Therefore, the matrix 𝕯 can be considered as a block matrix or partitioned matrix, 
whose blocks are the submatrices 𝕯 . One can change the position of the single blocks 
and nothing changes, since 𝕯 is not unique, as said before. Movements of single rows 
inside the blocks are also allowed. 

Definition 7. By considering a vector of 𝑛 functions of the type: 𝐌[ , ] = 𝑓 (𝑡), 𝑓 (𝑡), ⋯ , 𝑓 (𝑡)   (33)

Then, 𝕁 𝐌 (𝑡) is the Riemann-Liouville fractional integral term, defined as follow: 𝕁 𝐌 (𝑡) = 𝐽 𝑓 (𝑡)𝐽 [𝑓 (𝑡) ⋯ 𝐽 𝑓 (𝑡)]   (34)

where; 𝑛𝛼 notes that the operator 𝕁 are formed by 𝑛 fractional integrals 𝐽  of order 𝛼. 

Definition 8. By considering 𝑵[ , ] a matrix of 𝑚 × 𝑛 functions, then 𝕁 𝑵 (𝑡) is the Rie-
mann-Liouville fractional integral term, defined as follow: 

𝕁 𝐍 (𝑡) = 𝕁 𝐍[ , ] (𝑡) + 𝕁 𝐍[ , ] (𝑡) + ⋯ + 𝕁 𝐍[ , ] (𝑡) = 𝕁 𝐍[ , ] (𝑡). (35) 

By adopting: 

𝐍[ , ] = 𝕯 , ( )   (36)

then: 

𝕁  𝕯 , ( ) (𝑡) =  

= 𝕁 𝕯 [ , ]  (𝑡) + 𝕁 𝕯 [ , ]  (𝑡) + ⋯ + 𝕁 𝕯 ,   (𝑡) = 𝕁 𝕯 [ , ]  (𝑡), (37) 

where; 0 and 𝑡 are the bounds of the fractional integral. 
By recalling the definitions above we can calculate some components, reported in 

Table 1. 
  

5α

t (t) + RL[g,h,g,g,g]
0

Mathematics 2023, 11, x FOR PEER REVIEW 7 of 28 
 

 

Therefore, the matrix 𝕯 can be considered as a block matrix or partitioned matrix, 
whose blocks are the submatrices 𝕯 . One can change the position of the single blocks 
and nothing changes, since 𝕯 is not unique, as said before. Movements of single rows 
inside the blocks are also allowed. 

Definition 7. By considering a vector of 𝑛 functions of the type: 𝐌[ , ] = 𝑓 (𝑡), 𝑓 (𝑡), ⋯ , 𝑓 (𝑡)   (33)

Then, 𝕁 𝐌 (𝑡) is the Riemann-Liouville fractional integral term, defined as follow: 𝕁 𝐌 (𝑡) = 𝐽 𝑓 (𝑡)𝐽 [𝑓 (𝑡) ⋯ 𝐽 𝑓 (𝑡)]   (34)

where; 𝑛𝛼 notes that the operator 𝕁 are formed by 𝑛 fractional integrals 𝐽  of order 𝛼. 

Definition 8. By considering 𝑵[ , ] a matrix of 𝑚 × 𝑛 functions, then 𝕁 𝑵 (𝑡) is the Rie-
mann-Liouville fractional integral term, defined as follow: 

𝕁 𝐍 (𝑡) = 𝕁 𝐍[ , ] (𝑡) + 𝕁 𝐍[ , ] (𝑡) + ⋯ + 𝕁 𝐍[ , ] (𝑡) = 𝕁 𝐍[ , ] (𝑡). (35) 

By adopting: 

𝐍[ , ] = 𝕯 , ( )   (36)

then: 

𝕁  𝕯 , ( ) (𝑡) =  

= 𝕁 𝕯 [ , ]  (𝑡) + 𝕁 𝕯 [ , ]  (𝑡) + ⋯ + 𝕁 𝕯 ,   (𝑡) = 𝕁 𝕯 [ , ]  (𝑡), (37) 

where; 0 and 𝑡 are the bounds of the fractional integral. 
By recalling the definitions above we can calculate some components, reported in 

Table 1. 
  

5α

t (t) + RL[h,g,g,g,g]
0

Mathematics 2023, 11, x FOR PEER REVIEW 7 of 28 
 

 

Therefore, the matrix 𝕯 can be considered as a block matrix or partitioned matrix, 
whose blocks are the submatrices 𝕯 . One can change the position of the single blocks 
and nothing changes, since 𝕯 is not unique, as said before. Movements of single rows 
inside the blocks are also allowed. 

Definition 7. By considering a vector of 𝑛 functions of the type: 𝐌[ , ] = 𝑓 (𝑡), 𝑓 (𝑡), ⋯ , 𝑓 (𝑡)   (33)

Then, 𝕁 𝐌 (𝑡) is the Riemann-Liouville fractional integral term, defined as follow: 𝕁 𝐌 (𝑡) = 𝐽 𝑓 (𝑡)𝐽 [𝑓 (𝑡) ⋯ 𝐽 𝑓 (𝑡)]   (34)

where; 𝑛𝛼 notes that the operator 𝕁 are formed by 𝑛 fractional integrals 𝐽  of order 𝛼. 

Definition 8. By considering 𝑵[ , ] a matrix of 𝑚 × 𝑛 functions, then 𝕁 𝑵 (𝑡) is the Rie-
mann-Liouville fractional integral term, defined as follow: 

𝕁 𝐍 (𝑡) = 𝕁 𝐍[ , ] (𝑡) + 𝕁 𝐍[ , ] (𝑡) + ⋯ + 𝕁 𝐍[ , ] (𝑡) = 𝕁 𝐍[ , ] (𝑡). (35) 

By adopting: 

𝐍[ , ] = 𝕯 , ( )   (36)

then: 

𝕁  𝕯 , ( ) (𝑡) =  

= 𝕁 𝕯 [ , ]  (𝑡) + 𝕁 𝕯 [ , ]  (𝑡) + ⋯ + 𝕁 𝕯 ,   (𝑡) = 𝕁 𝕯 [ , ]  (𝑡), (37) 

where; 0 and 𝑡 are the bounds of the fractional integral. 
By recalling the definitions above we can calculate some components, reported in 

Table 1. 
  

5α

t (t)
]

+D3γ+2β
x f (x)

·
[

RL[g,g,g,h,h]
0

Mathematics 2023, 11, x FOR PEER REVIEW 7 of 28 
 

 

Therefore, the matrix 𝕯 can be considered as a block matrix or partitioned matrix, 
whose blocks are the submatrices 𝕯 . One can change the position of the single blocks 
and nothing changes, since 𝕯 is not unique, as said before. Movements of single rows 
inside the blocks are also allowed. 

Definition 7. By considering a vector of 𝑛 functions of the type: 𝐌[ , ] = 𝑓 (𝑡), 𝑓 (𝑡), ⋯ , 𝑓 (𝑡)   (33)

Then, 𝕁 𝐌 (𝑡) is the Riemann-Liouville fractional integral term, defined as follow: 𝕁 𝐌 (𝑡) = 𝐽 𝑓 (𝑡)𝐽 [𝑓 (𝑡) ⋯ 𝐽 𝑓 (𝑡)]   (34)

where; 𝑛𝛼 notes that the operator 𝕁 are formed by 𝑛 fractional integrals 𝐽  of order 𝛼. 

Definition 8. By considering 𝑵[ , ] a matrix of 𝑚 × 𝑛 functions, then 𝕁 𝑵 (𝑡) is the Rie-
mann-Liouville fractional integral term, defined as follow: 

𝕁 𝐍 (𝑡) = 𝕁 𝐍[ , ] (𝑡) + 𝕁 𝐍[ , ] (𝑡) + ⋯ + 𝕁 𝐍[ , ] (𝑡) = 𝕁 𝐍[ , ] (𝑡). (35) 

By adopting: 

𝐍[ , ] = 𝕯 , ( )   (36)

then: 

𝕁  𝕯 , ( ) (𝑡) =  

= 𝕁 𝕯 [ , ]  (𝑡) + 𝕁 𝕯 [ , ]  (𝑡) + ⋯ + 𝕁 𝕯 ,   (𝑡) = 𝕁 𝕯 [ , ]  (𝑡), (37) 

where; 0 and 𝑡 are the bounds of the fractional integral. 
By recalling the definitions above we can calculate some components, reported in 

Table 1. 
  

5α

t
(t) + RL[g,g,h,g,h]

0

Mathematics 2023, 11, x FOR PEER REVIEW 7 of 28 
 

 

Therefore, the matrix 𝕯 can be considered as a block matrix or partitioned matrix, 
whose blocks are the submatrices 𝕯 . One can change the position of the single blocks 
and nothing changes, since 𝕯 is not unique, as said before. Movements of single rows 
inside the blocks are also allowed. 

Definition 7. By considering a vector of 𝑛 functions of the type: 𝐌[ , ] = 𝑓 (𝑡), 𝑓 (𝑡), ⋯ , 𝑓 (𝑡)   (33)

Then, 𝕁 𝐌 (𝑡) is the Riemann-Liouville fractional integral term, defined as follow: 𝕁 𝐌 (𝑡) = 𝐽 𝑓 (𝑡)𝐽 [𝑓 (𝑡) ⋯ 𝐽 𝑓 (𝑡)]   (34)

where; 𝑛𝛼 notes that the operator 𝕁 are formed by 𝑛 fractional integrals 𝐽  of order 𝛼. 

Definition 8. By considering 𝑵[ , ] a matrix of 𝑚 × 𝑛 functions, then 𝕁 𝑵 (𝑡) is the Rie-
mann-Liouville fractional integral term, defined as follow: 

𝕁 𝐍 (𝑡) = 𝕁 𝐍[ , ] (𝑡) + 𝕁 𝐍[ , ] (𝑡) + ⋯ + 𝕁 𝐍[ , ] (𝑡) = 𝕁 𝐍[ , ] (𝑡). (35) 

By adopting: 

𝐍[ , ] = 𝕯 , ( )   (36)

then: 

𝕁  𝕯 , ( ) (𝑡) =  

= 𝕁 𝕯 [ , ]  (𝑡) + 𝕁 𝕯 [ , ]  (𝑡) + ⋯ + 𝕁 𝕯 ,   (𝑡) = 𝕁 𝕯 [ , ]  (𝑡), (37) 

where; 0 and 𝑡 are the bounds of the fractional integral. 
By recalling the definitions above we can calculate some components, reported in 

Table 1. 
  

5α

t (t) + RL[g,g,h,h,g]
0

Mathematics 2023, 11, x FOR PEER REVIEW 7 of 28 
 

 

Therefore, the matrix 𝕯 can be considered as a block matrix or partitioned matrix, 
whose blocks are the submatrices 𝕯 . One can change the position of the single blocks 
and nothing changes, since 𝕯 is not unique, as said before. Movements of single rows 
inside the blocks are also allowed. 

Definition 7. By considering a vector of 𝑛 functions of the type: 𝐌[ , ] = 𝑓 (𝑡), 𝑓 (𝑡), ⋯ , 𝑓 (𝑡)   (33)

Then, 𝕁 𝐌 (𝑡) is the Riemann-Liouville fractional integral term, defined as follow: 𝕁 𝐌 (𝑡) = 𝐽 𝑓 (𝑡)𝐽 [𝑓 (𝑡) ⋯ 𝐽 𝑓 (𝑡)]   (34)

where; 𝑛𝛼 notes that the operator 𝕁 are formed by 𝑛 fractional integrals 𝐽  of order 𝛼. 

Definition 8. By considering 𝑵[ , ] a matrix of 𝑚 × 𝑛 functions, then 𝕁 𝑵 (𝑡) is the Rie-
mann-Liouville fractional integral term, defined as follow: 

𝕁 𝐍 (𝑡) = 𝕁 𝐍[ , ] (𝑡) + 𝕁 𝐍[ , ] (𝑡) + ⋯ + 𝕁 𝐍[ , ] (𝑡) = 𝕁 𝐍[ , ] (𝑡). (35) 

By adopting: 

𝐍[ , ] = 𝕯 , ( )   (36)

then: 

𝕁  𝕯 , ( ) (𝑡) =  

= 𝕁 𝕯 [ , ]  (𝑡) + 𝕁 𝕯 [ , ]  (𝑡) + ⋯ + 𝕁 𝕯 ,   (𝑡) = 𝕁 𝕯 [ , ]  (𝑡), (37) 

where; 0 and 𝑡 are the bounds of the fractional integral. 
By recalling the definitions above we can calculate some components, reported in 

Table 1. 
  

5α

t (t) + RL[g,h,g,g,h]
0

Mathematics 2023, 11, x FOR PEER REVIEW 7 of 28 
 

 

Therefore, the matrix 𝕯 can be considered as a block matrix or partitioned matrix, 
whose blocks are the submatrices 𝕯 . One can change the position of the single blocks 
and nothing changes, since 𝕯 is not unique, as said before. Movements of single rows 
inside the blocks are also allowed. 

Definition 7. By considering a vector of 𝑛 functions of the type: 𝐌[ , ] = 𝑓 (𝑡), 𝑓 (𝑡), ⋯ , 𝑓 (𝑡)   (33)

Then, 𝕁 𝐌 (𝑡) is the Riemann-Liouville fractional integral term, defined as follow: 𝕁 𝐌 (𝑡) = 𝐽 𝑓 (𝑡)𝐽 [𝑓 (𝑡) ⋯ 𝐽 𝑓 (𝑡)]   (34)

where; 𝑛𝛼 notes that the operator 𝕁 are formed by 𝑛 fractional integrals 𝐽  of order 𝛼. 

Definition 8. By considering 𝑵[ , ] a matrix of 𝑚 × 𝑛 functions, then 𝕁 𝑵 (𝑡) is the Rie-
mann-Liouville fractional integral term, defined as follow: 

𝕁 𝐍 (𝑡) = 𝕁 𝐍[ , ] (𝑡) + 𝕁 𝐍[ , ] (𝑡) + ⋯ + 𝕁 𝐍[ , ] (𝑡) = 𝕁 𝐍[ , ] (𝑡). (35) 

By adopting: 

𝐍[ , ] = 𝕯 , ( )   (36)

then: 

𝕁  𝕯 , ( ) (𝑡) =  

= 𝕁 𝕯 [ , ]  (𝑡) + 𝕁 𝕯 [ , ]  (𝑡) + ⋯ + 𝕁 𝕯 ,   (𝑡) = 𝕁 𝕯 [ , ]  (𝑡), (37) 

where; 0 and 𝑡 are the bounds of the fractional integral. 
By recalling the definitions above we can calculate some components, reported in 

Table 1. 
  

5α

t (t) + RL[g,h,g,h,g]
0

Mathematics 2023, 11, x FOR PEER REVIEW 7 of 28 
 

 

Therefore, the matrix 𝕯 can be considered as a block matrix or partitioned matrix, 
whose blocks are the submatrices 𝕯 . One can change the position of the single blocks 
and nothing changes, since 𝕯 is not unique, as said before. Movements of single rows 
inside the blocks are also allowed. 

Definition 7. By considering a vector of 𝑛 functions of the type: 𝐌[ , ] = 𝑓 (𝑡), 𝑓 (𝑡), ⋯ , 𝑓 (𝑡)   (33)

Then, 𝕁 𝐌 (𝑡) is the Riemann-Liouville fractional integral term, defined as follow: 𝕁 𝐌 (𝑡) = 𝐽 𝑓 (𝑡)𝐽 [𝑓 (𝑡) ⋯ 𝐽 𝑓 (𝑡)]   (34)

where; 𝑛𝛼 notes that the operator 𝕁 are formed by 𝑛 fractional integrals 𝐽  of order 𝛼. 

Definition 8. By considering 𝑵[ , ] a matrix of 𝑚 × 𝑛 functions, then 𝕁 𝑵 (𝑡) is the Rie-
mann-Liouville fractional integral term, defined as follow: 

𝕁 𝐍 (𝑡) = 𝕁 𝐍[ , ] (𝑡) + 𝕁 𝐍[ , ] (𝑡) + ⋯ + 𝕁 𝐍[ , ] (𝑡) = 𝕁 𝐍[ , ] (𝑡). (35) 

By adopting: 

𝐍[ , ] = 𝕯 , ( )   (36)

then: 

𝕁  𝕯 , ( ) (𝑡) =  

= 𝕁 𝕯 [ , ]  (𝑡) + 𝕁 𝕯 [ , ]  (𝑡) + ⋯ + 𝕁 𝕯 ,   (𝑡) = 𝕁 𝕯 [ , ]  (𝑡), (37) 

where; 0 and 𝑡 are the bounds of the fractional integral. 
By recalling the definitions above we can calculate some components, reported in 

Table 1. 
  

5α

t (t)

+
RL[g,h,h,g,g]

0

Mathematics 2023, 11, x FOR PEER REVIEW 7 of 28 
 

 

Therefore, the matrix 𝕯 can be considered as a block matrix or partitioned matrix, 
whose blocks are the submatrices 𝕯 . One can change the position of the single blocks 
and nothing changes, since 𝕯 is not unique, as said before. Movements of single rows 
inside the blocks are also allowed. 

Definition 7. By considering a vector of 𝑛 functions of the type: 𝐌[ , ] = 𝑓 (𝑡), 𝑓 (𝑡), ⋯ , 𝑓 (𝑡)   (33)

Then, 𝕁 𝐌 (𝑡) is the Riemann-Liouville fractional integral term, defined as follow: 𝕁 𝐌 (𝑡) = 𝐽 𝑓 (𝑡)𝐽 [𝑓 (𝑡) ⋯ 𝐽 𝑓 (𝑡)]   (34)

where; 𝑛𝛼 notes that the operator 𝕁 are formed by 𝑛 fractional integrals 𝐽  of order 𝛼. 

Definition 8. By considering 𝑵[ , ] a matrix of 𝑚 × 𝑛 functions, then 𝕁 𝑵 (𝑡) is the Rie-
mann-Liouville fractional integral term, defined as follow: 

𝕁 𝐍 (𝑡) = 𝕁 𝐍[ , ] (𝑡) + 𝕁 𝐍[ , ] (𝑡) + ⋯ + 𝕁 𝐍[ , ] (𝑡) = 𝕁 𝐍[ , ] (𝑡). (35) 

By adopting: 

𝐍[ , ] = 𝕯 , ( )   (36)

then: 

𝕁  𝕯 , ( ) (𝑡) =  

= 𝕁 𝕯 [ , ]  (𝑡) + 𝕁 𝕯 [ , ]  (𝑡) + ⋯ + 𝕁 𝕯 ,   (𝑡) = 𝕁 𝕯 [ , ]  (𝑡), (37) 

where; 0 and 𝑡 are the bounds of the fractional integral. 
By recalling the definitions above we can calculate some components, reported in 

Table 1. 
  

5α

t (t) + RL[h,g,g,g,h]
0

Mathematics 2023, 11, x FOR PEER REVIEW 7 of 28 
 

 

Therefore, the matrix 𝕯 can be considered as a block matrix or partitioned matrix, 
whose blocks are the submatrices 𝕯 . One can change the position of the single blocks 
and nothing changes, since 𝕯 is not unique, as said before. Movements of single rows 
inside the blocks are also allowed. 

Definition 7. By considering a vector of 𝑛 functions of the type: 𝐌[ , ] = 𝑓 (𝑡), 𝑓 (𝑡), ⋯ , 𝑓 (𝑡)   (33)

Then, 𝕁 𝐌 (𝑡) is the Riemann-Liouville fractional integral term, defined as follow: 𝕁 𝐌 (𝑡) = 𝐽 𝑓 (𝑡)𝐽 [𝑓 (𝑡) ⋯ 𝐽 𝑓 (𝑡)]   (34)

where; 𝑛𝛼 notes that the operator 𝕁 are formed by 𝑛 fractional integrals 𝐽  of order 𝛼. 

Definition 8. By considering 𝑵[ , ] a matrix of 𝑚 × 𝑛 functions, then 𝕁 𝑵 (𝑡) is the Rie-
mann-Liouville fractional integral term, defined as follow: 

𝕁 𝐍 (𝑡) = 𝕁 𝐍[ , ] (𝑡) + 𝕁 𝐍[ , ] (𝑡) + ⋯ + 𝕁 𝐍[ , ] (𝑡) = 𝕁 𝐍[ , ] (𝑡). (35) 

By adopting: 

𝐍[ , ] = 𝕯 , ( )   (36)

then: 

𝕁  𝕯 , ( ) (𝑡) =  

= 𝕁 𝕯 [ , ]  (𝑡) + 𝕁 𝕯 [ , ]  (𝑡) + ⋯ + 𝕁 𝕯 ,   (𝑡) = 𝕁 𝕯 [ , ]  (𝑡), (37) 

where; 0 and 𝑡 are the bounds of the fractional integral. 
By recalling the definitions above we can calculate some components, reported in 

Table 1. 
  

5α

t (t) + RL[h,g,g,h,g]
0

Mathematics 2023, 11, x FOR PEER REVIEW 7 of 28 
 

 

Therefore, the matrix 𝕯 can be considered as a block matrix or partitioned matrix, 
whose blocks are the submatrices 𝕯 . One can change the position of the single blocks 
and nothing changes, since 𝕯 is not unique, as said before. Movements of single rows 
inside the blocks are also allowed. 

Definition 7. By considering a vector of 𝑛 functions of the type: 𝐌[ , ] = 𝑓 (𝑡), 𝑓 (𝑡), ⋯ , 𝑓 (𝑡)   (33)

Then, 𝕁 𝐌 (𝑡) is the Riemann-Liouville fractional integral term, defined as follow: 𝕁 𝐌 (𝑡) = 𝐽 𝑓 (𝑡)𝐽 [𝑓 (𝑡) ⋯ 𝐽 𝑓 (𝑡)]   (34)

where; 𝑛𝛼 notes that the operator 𝕁 are formed by 𝑛 fractional integrals 𝐽  of order 𝛼. 

Definition 8. By considering 𝑵[ , ] a matrix of 𝑚 × 𝑛 functions, then 𝕁 𝑵 (𝑡) is the Rie-
mann-Liouville fractional integral term, defined as follow: 

𝕁 𝐍 (𝑡) = 𝕁 𝐍[ , ] (𝑡) + 𝕁 𝐍[ , ] (𝑡) + ⋯ + 𝕁 𝐍[ , ] (𝑡) = 𝕁 𝐍[ , ] (𝑡). (35) 

By adopting: 

𝐍[ , ] = 𝕯 , ( )   (36)

then: 

𝕁  𝕯 , ( ) (𝑡) =  

= 𝕁 𝕯 [ , ]  (𝑡) + 𝕁 𝕯 [ , ]  (𝑡) + ⋯ + 𝕁 𝕯 ,   (𝑡) = 𝕁 𝕯 [ , ]  (𝑡), (37) 

where; 0 and 𝑡 are the bounds of the fractional integral. 
By recalling the definitions above we can calculate some components, reported in 

Table 1. 
  

5α

t (t) + RL[h,g,h,g,g]
0

Mathematics 2023, 11, x FOR PEER REVIEW 7 of 28 
 

 

Therefore, the matrix 𝕯 can be considered as a block matrix or partitioned matrix, 
whose blocks are the submatrices 𝕯 . One can change the position of the single blocks 
and nothing changes, since 𝕯 is not unique, as said before. Movements of single rows 
inside the blocks are also allowed. 

Definition 7. By considering a vector of 𝑛 functions of the type: 𝐌[ , ] = 𝑓 (𝑡), 𝑓 (𝑡), ⋯ , 𝑓 (𝑡)   (33)

Then, 𝕁 𝐌 (𝑡) is the Riemann-Liouville fractional integral term, defined as follow: 𝕁 𝐌 (𝑡) = 𝐽 𝑓 (𝑡)𝐽 [𝑓 (𝑡) ⋯ 𝐽 𝑓 (𝑡)]   (34)

where; 𝑛𝛼 notes that the operator 𝕁 are formed by 𝑛 fractional integrals 𝐽  of order 𝛼. 

Definition 8. By considering 𝑵[ , ] a matrix of 𝑚 × 𝑛 functions, then 𝕁 𝑵 (𝑡) is the Rie-
mann-Liouville fractional integral term, defined as follow: 

𝕁 𝐍 (𝑡) = 𝕁 𝐍[ , ] (𝑡) + 𝕁 𝐍[ , ] (𝑡) + ⋯ + 𝕁 𝐍[ , ] (𝑡) = 𝕁 𝐍[ , ] (𝑡). (35) 

By adopting: 

𝐍[ , ] = 𝕯 , ( )   (36)

then: 

𝕁  𝕯 , ( ) (𝑡) =  

= 𝕁 𝕯 [ , ]  (𝑡) + 𝕁 𝕯 [ , ]  (𝑡) + ⋯ + 𝕁 𝕯 ,   (𝑡) = 𝕁 𝕯 [ , ]  (𝑡), (37) 

where; 0 and 𝑡 are the bounds of the fractional integral. 
By recalling the definitions above we can calculate some components, reported in 

Table 1. 
  

5α

t (t) + RL[h,h,g,g,g]
0

Mathematics 2023, 11, x FOR PEER REVIEW 7 of 28 
 

 

Therefore, the matrix 𝕯 can be considered as a block matrix or partitioned matrix, 
whose blocks are the submatrices 𝕯 . One can change the position of the single blocks 
and nothing changes, since 𝕯 is not unique, as said before. Movements of single rows 
inside the blocks are also allowed. 

Definition 7. By considering a vector of 𝑛 functions of the type: 𝐌[ , ] = 𝑓 (𝑡), 𝑓 (𝑡), ⋯ , 𝑓 (𝑡)   (33)

Then, 𝕁 𝐌 (𝑡) is the Riemann-Liouville fractional integral term, defined as follow: 𝕁 𝐌 (𝑡) = 𝐽 𝑓 (𝑡)𝐽 [𝑓 (𝑡) ⋯ 𝐽 𝑓 (𝑡)]   (34)

where; 𝑛𝛼 notes that the operator 𝕁 are formed by 𝑛 fractional integrals 𝐽  of order 𝛼. 

Definition 8. By considering 𝑵[ , ] a matrix of 𝑚 × 𝑛 functions, then 𝕁 𝑵 (𝑡) is the Rie-
mann-Liouville fractional integral term, defined as follow: 

𝕁 𝐍 (𝑡) = 𝕁 𝐍[ , ] (𝑡) + 𝕁 𝐍[ , ] (𝑡) + ⋯ + 𝕁 𝐍[ , ] (𝑡) = 𝕁 𝐍[ , ] (𝑡). (35) 

By adopting: 

𝐍[ , ] = 𝕯 , ( )   (36)

then: 

𝕁  𝕯 , ( ) (𝑡) =  

= 𝕁 𝕯 [ , ]  (𝑡) + 𝕁 𝕯 [ , ]  (𝑡) + ⋯ + 𝕁 𝕯 ,   (𝑡) = 𝕁 𝕯 [ , ]  (𝑡), (37) 

where; 0 and 𝑡 are the bounds of the fractional integral. 
By recalling the definitions above we can calculate some components, reported in 

Table 1. 
  

5α

t (t)
]

−D2γ+3β
x f (x)

·
[

RL[g,g,h,h,h]
0

Mathematics 2023, 11, x FOR PEER REVIEW 7 of 28 
 

 

Therefore, the matrix 𝕯 can be considered as a block matrix or partitioned matrix, 
whose blocks are the submatrices 𝕯 . One can change the position of the single blocks 
and nothing changes, since 𝕯 is not unique, as said before. Movements of single rows 
inside the blocks are also allowed. 

Definition 7. By considering a vector of 𝑛 functions of the type: 𝐌[ , ] = 𝑓 (𝑡), 𝑓 (𝑡), ⋯ , 𝑓 (𝑡)   (33)

Then, 𝕁 𝐌 (𝑡) is the Riemann-Liouville fractional integral term, defined as follow: 𝕁 𝐌 (𝑡) = 𝐽 𝑓 (𝑡)𝐽 [𝑓 (𝑡) ⋯ 𝐽 𝑓 (𝑡)]   (34)

where; 𝑛𝛼 notes that the operator 𝕁 are formed by 𝑛 fractional integrals 𝐽  of order 𝛼. 

Definition 8. By considering 𝑵[ , ] a matrix of 𝑚 × 𝑛 functions, then 𝕁 𝑵 (𝑡) is the Rie-
mann-Liouville fractional integral term, defined as follow: 

𝕁 𝐍 (𝑡) = 𝕁 𝐍[ , ] (𝑡) + 𝕁 𝐍[ , ] (𝑡) + ⋯ + 𝕁 𝐍[ , ] (𝑡) = 𝕁 𝐍[ , ] (𝑡). (35) 

By adopting: 

𝐍[ , ] = 𝕯 , ( )   (36)

then: 

𝕁  𝕯 , ( ) (𝑡) =  

= 𝕁 𝕯 [ , ]  (𝑡) + 𝕁 𝕯 [ , ]  (𝑡) + ⋯ + 𝕁 𝕯 ,   (𝑡) = 𝕁 𝕯 [ , ]  (𝑡), (37) 

where; 0 and 𝑡 are the bounds of the fractional integral. 
By recalling the definitions above we can calculate some components, reported in 

Table 1. 
  

5α

t
(t) + RL[g,h,g,h,h]

0

Mathematics 2023, 11, x FOR PEER REVIEW 7 of 28 
 

 

Therefore, the matrix 𝕯 can be considered as a block matrix or partitioned matrix, 
whose blocks are the submatrices 𝕯 . One can change the position of the single blocks 
and nothing changes, since 𝕯 is not unique, as said before. Movements of single rows 
inside the blocks are also allowed. 

Definition 7. By considering a vector of 𝑛 functions of the type: 𝐌[ , ] = 𝑓 (𝑡), 𝑓 (𝑡), ⋯ , 𝑓 (𝑡)   (33)

Then, 𝕁 𝐌 (𝑡) is the Riemann-Liouville fractional integral term, defined as follow: 𝕁 𝐌 (𝑡) = 𝐽 𝑓 (𝑡)𝐽 [𝑓 (𝑡) ⋯ 𝐽 𝑓 (𝑡)]   (34)

where; 𝑛𝛼 notes that the operator 𝕁 are formed by 𝑛 fractional integrals 𝐽  of order 𝛼. 

Definition 8. By considering 𝑵[ , ] a matrix of 𝑚 × 𝑛 functions, then 𝕁 𝑵 (𝑡) is the Rie-
mann-Liouville fractional integral term, defined as follow: 

𝕁 𝐍 (𝑡) = 𝕁 𝐍[ , ] (𝑡) + 𝕁 𝐍[ , ] (𝑡) + ⋯ + 𝕁 𝐍[ , ] (𝑡) = 𝕁 𝐍[ , ] (𝑡). (35) 

By adopting: 

𝐍[ , ] = 𝕯 , ( )   (36)

then: 

𝕁  𝕯 , ( ) (𝑡) =  

= 𝕁 𝕯 [ , ]  (𝑡) + 𝕁 𝕯 [ , ]  (𝑡) + ⋯ + 𝕁 𝕯 ,   (𝑡) = 𝕁 𝕯 [ , ]  (𝑡), (37) 

where; 0 and 𝑡 are the bounds of the fractional integral. 
By recalling the definitions above we can calculate some components, reported in 

Table 1. 
  

5α

t (t) + RL[g,h,h,g,h]
0

Mathematics 2023, 11, x FOR PEER REVIEW 7 of 28 
 

 

Therefore, the matrix 𝕯 can be considered as a block matrix or partitioned matrix, 
whose blocks are the submatrices 𝕯 . One can change the position of the single blocks 
and nothing changes, since 𝕯 is not unique, as said before. Movements of single rows 
inside the blocks are also allowed. 

Definition 7. By considering a vector of 𝑛 functions of the type: 𝐌[ , ] = 𝑓 (𝑡), 𝑓 (𝑡), ⋯ , 𝑓 (𝑡)   (33)

Then, 𝕁 𝐌 (𝑡) is the Riemann-Liouville fractional integral term, defined as follow: 𝕁 𝐌 (𝑡) = 𝐽 𝑓 (𝑡)𝐽 [𝑓 (𝑡) ⋯ 𝐽 𝑓 (𝑡)]   (34)

where; 𝑛𝛼 notes that the operator 𝕁 are formed by 𝑛 fractional integrals 𝐽  of order 𝛼. 

Definition 8. By considering 𝑵[ , ] a matrix of 𝑚 × 𝑛 functions, then 𝕁 𝑵 (𝑡) is the Rie-
mann-Liouville fractional integral term, defined as follow: 

𝕁 𝐍 (𝑡) = 𝕁 𝐍[ , ] (𝑡) + 𝕁 𝐍[ , ] (𝑡) + ⋯ + 𝕁 𝐍[ , ] (𝑡) = 𝕁 𝐍[ , ] (𝑡). (35) 

By adopting: 

𝐍[ , ] = 𝕯 , ( )   (36)

then: 

𝕁  𝕯 , ( ) (𝑡) =  

= 𝕁 𝕯 [ , ]  (𝑡) + 𝕁 𝕯 [ , ]  (𝑡) + ⋯ + 𝕁 𝕯 ,   (𝑡) = 𝕁 𝕯 [ , ]  (𝑡), (37) 

where; 0 and 𝑡 are the bounds of the fractional integral. 
By recalling the definitions above we can calculate some components, reported in 

Table 1. 
  

5α

t (t) + RL[g,h,h,h,g]
0

Mathematics 2023, 11, x FOR PEER REVIEW 7 of 28 
 

 

Therefore, the matrix 𝕯 can be considered as a block matrix or partitioned matrix, 
whose blocks are the submatrices 𝕯 . One can change the position of the single blocks 
and nothing changes, since 𝕯 is not unique, as said before. Movements of single rows 
inside the blocks are also allowed. 

Definition 7. By considering a vector of 𝑛 functions of the type: 𝐌[ , ] = 𝑓 (𝑡), 𝑓 (𝑡), ⋯ , 𝑓 (𝑡)   (33)

Then, 𝕁 𝐌 (𝑡) is the Riemann-Liouville fractional integral term, defined as follow: 𝕁 𝐌 (𝑡) = 𝐽 𝑓 (𝑡)𝐽 [𝑓 (𝑡) ⋯ 𝐽 𝑓 (𝑡)]   (34)

where; 𝑛𝛼 notes that the operator 𝕁 are formed by 𝑛 fractional integrals 𝐽  of order 𝛼. 

Definition 8. By considering 𝑵[ , ] a matrix of 𝑚 × 𝑛 functions, then 𝕁 𝑵 (𝑡) is the Rie-
mann-Liouville fractional integral term, defined as follow: 

𝕁 𝐍 (𝑡) = 𝕁 𝐍[ , ] (𝑡) + 𝕁 𝐍[ , ] (𝑡) + ⋯ + 𝕁 𝐍[ , ] (𝑡) = 𝕁 𝐍[ , ] (𝑡). (35) 

By adopting: 

𝐍[ , ] = 𝕯 , ( )   (36)

then: 

𝕁  𝕯 , ( ) (𝑡) =  

= 𝕁 𝕯 [ , ]  (𝑡) + 𝕁 𝕯 [ , ]  (𝑡) + ⋯ + 𝕁 𝕯 ,   (𝑡) = 𝕁 𝕯 [ , ]  (𝑡), (37) 

where; 0 and 𝑡 are the bounds of the fractional integral. 
By recalling the definitions above we can calculate some components, reported in 

Table 1. 
  

5α

t (t) + RL[h,g,g,h,g]
0

Mathematics 2023, 11, x FOR PEER REVIEW 7 of 28 
 

 

Therefore, the matrix 𝕯 can be considered as a block matrix or partitioned matrix, 
whose blocks are the submatrices 𝕯 . One can change the position of the single blocks 
and nothing changes, since 𝕯 is not unique, as said before. Movements of single rows 
inside the blocks are also allowed. 

Definition 7. By considering a vector of 𝑛 functions of the type: 𝐌[ , ] = 𝑓 (𝑡), 𝑓 (𝑡), ⋯ , 𝑓 (𝑡)   (33)

Then, 𝕁 𝐌 (𝑡) is the Riemann-Liouville fractional integral term, defined as follow: 𝕁 𝐌 (𝑡) = 𝐽 𝑓 (𝑡)𝐽 [𝑓 (𝑡) ⋯ 𝐽 𝑓 (𝑡)]   (34)

where; 𝑛𝛼 notes that the operator 𝕁 are formed by 𝑛 fractional integrals 𝐽  of order 𝛼. 

Definition 8. By considering 𝑵[ , ] a matrix of 𝑚 × 𝑛 functions, then 𝕁 𝑵 (𝑡) is the Rie-
mann-Liouville fractional integral term, defined as follow: 

𝕁 𝐍 (𝑡) = 𝕁 𝐍[ , ] (𝑡) + 𝕁 𝐍[ , ] (𝑡) + ⋯ + 𝕁 𝐍[ , ] (𝑡) = 𝕁 𝐍[ , ] (𝑡). (35) 

By adopting: 

𝐍[ , ] = 𝕯 , ( )   (36)

then: 

𝕁  𝕯 , ( ) (𝑡) =  

= 𝕁 𝕯 [ , ]  (𝑡) + 𝕁 𝕯 [ , ]  (𝑡) + ⋯ + 𝕁 𝕯 ,   (𝑡) = 𝕁 𝕯 [ , ]  (𝑡), (37) 

where; 0 and 𝑡 are the bounds of the fractional integral. 
By recalling the definitions above we can calculate some components, reported in 

Table 1. 
  

5α

t (t)

+
RL[h,g,h,g,h]

0

Mathematics 2023, 11, x FOR PEER REVIEW 7 of 28 
 

 

Therefore, the matrix 𝕯 can be considered as a block matrix or partitioned matrix, 
whose blocks are the submatrices 𝕯 . One can change the position of the single blocks 
and nothing changes, since 𝕯 is not unique, as said before. Movements of single rows 
inside the blocks are also allowed. 

Definition 7. By considering a vector of 𝑛 functions of the type: 𝐌[ , ] = 𝑓 (𝑡), 𝑓 (𝑡), ⋯ , 𝑓 (𝑡)   (33)

Then, 𝕁 𝐌 (𝑡) is the Riemann-Liouville fractional integral term, defined as follow: 𝕁 𝐌 (𝑡) = 𝐽 𝑓 (𝑡)𝐽 [𝑓 (𝑡) ⋯ 𝐽 𝑓 (𝑡)]   (34)

where; 𝑛𝛼 notes that the operator 𝕁 are formed by 𝑛 fractional integrals 𝐽  of order 𝛼. 

Definition 8. By considering 𝑵[ , ] a matrix of 𝑚 × 𝑛 functions, then 𝕁 𝑵 (𝑡) is the Rie-
mann-Liouville fractional integral term, defined as follow: 

𝕁 𝐍 (𝑡) = 𝕁 𝐍[ , ] (𝑡) + 𝕁 𝐍[ , ] (𝑡) + ⋯ + 𝕁 𝐍[ , ] (𝑡) = 𝕁 𝐍[ , ] (𝑡). (35) 

By adopting: 

𝐍[ , ] = 𝕯 , ( )   (36)

then: 

𝕁  𝕯 , ( ) (𝑡) =  

= 𝕁 𝕯 [ , ]  (𝑡) + 𝕁 𝕯 [ , ]  (𝑡) + ⋯ + 𝕁 𝕯 ,   (𝑡) = 𝕁 𝕯 [ , ]  (𝑡), (37) 

where; 0 and 𝑡 are the bounds of the fractional integral. 
By recalling the definitions above we can calculate some components, reported in 

Table 1. 
  

5α

t (t) + RL[h,g,h,h,g]
0

Mathematics 2023, 11, x FOR PEER REVIEW 7 of 28 
 

 

Therefore, the matrix 𝕯 can be considered as a block matrix or partitioned matrix, 
whose blocks are the submatrices 𝕯 . One can change the position of the single blocks 
and nothing changes, since 𝕯 is not unique, as said before. Movements of single rows 
inside the blocks are also allowed. 

Definition 7. By considering a vector of 𝑛 functions of the type: 𝐌[ , ] = 𝑓 (𝑡), 𝑓 (𝑡), ⋯ , 𝑓 (𝑡)   (33)

Then, 𝕁 𝐌 (𝑡) is the Riemann-Liouville fractional integral term, defined as follow: 𝕁 𝐌 (𝑡) = 𝐽 𝑓 (𝑡)𝐽 [𝑓 (𝑡) ⋯ 𝐽 𝑓 (𝑡)]   (34)

where; 𝑛𝛼 notes that the operator 𝕁 are formed by 𝑛 fractional integrals 𝐽  of order 𝛼. 

Definition 8. By considering 𝑵[ , ] a matrix of 𝑚 × 𝑛 functions, then 𝕁 𝑵 (𝑡) is the Rie-
mann-Liouville fractional integral term, defined as follow: 

𝕁 𝐍 (𝑡) = 𝕁 𝐍[ , ] (𝑡) + 𝕁 𝐍[ , ] (𝑡) + ⋯ + 𝕁 𝐍[ , ] (𝑡) = 𝕁 𝐍[ , ] (𝑡). (35) 

By adopting: 

𝐍[ , ] = 𝕯 , ( )   (36)

then: 

𝕁  𝕯 , ( ) (𝑡) =  

= 𝕁 𝕯 [ , ]  (𝑡) + 𝕁 𝕯 [ , ]  (𝑡) + ⋯ + 𝕁 𝕯 ,   (𝑡) = 𝕁 𝕯 [ , ]  (𝑡), (37) 

where; 0 and 𝑡 are the bounds of the fractional integral. 
By recalling the definitions above we can calculate some components, reported in 

Table 1. 
  

5α

t (t) + RL[h,h,g,g,h]
0

Mathematics 2023, 11, x FOR PEER REVIEW 7 of 28 
 

 

Therefore, the matrix 𝕯 can be considered as a block matrix or partitioned matrix, 
whose blocks are the submatrices 𝕯 . One can change the position of the single blocks 
and nothing changes, since 𝕯 is not unique, as said before. Movements of single rows 
inside the blocks are also allowed. 

Definition 7. By considering a vector of 𝑛 functions of the type: 𝐌[ , ] = 𝑓 (𝑡), 𝑓 (𝑡), ⋯ , 𝑓 (𝑡)   (33)

Then, 𝕁 𝐌 (𝑡) is the Riemann-Liouville fractional integral term, defined as follow: 𝕁 𝐌 (𝑡) = 𝐽 𝑓 (𝑡)𝐽 [𝑓 (𝑡) ⋯ 𝐽 𝑓 (𝑡)]   (34)

where; 𝑛𝛼 notes that the operator 𝕁 are formed by 𝑛 fractional integrals 𝐽  of order 𝛼. 

Definition 8. By considering 𝑵[ , ] a matrix of 𝑚 × 𝑛 functions, then 𝕁 𝑵 (𝑡) is the Rie-
mann-Liouville fractional integral term, defined as follow: 

𝕁 𝐍 (𝑡) = 𝕁 𝐍[ , ] (𝑡) + 𝕁 𝐍[ , ] (𝑡) + ⋯ + 𝕁 𝐍[ , ] (𝑡) = 𝕁 𝐍[ , ] (𝑡). (35) 

By adopting: 

𝐍[ , ] = 𝕯 , ( )   (36)

then: 

𝕁  𝕯 , ( ) (𝑡) =  

= 𝕁 𝕯 [ , ]  (𝑡) + 𝕁 𝕯 [ , ]  (𝑡) + ⋯ + 𝕁 𝕯 ,   (𝑡) = 𝕁 𝕯 [ , ]  (𝑡), (37) 

where; 0 and 𝑡 are the bounds of the fractional integral. 
By recalling the definitions above we can calculate some components, reported in 

Table 1. 
  

5α

t (t) + RL[h,h,g,h,g]
0

Mathematics 2023, 11, x FOR PEER REVIEW 7 of 28 
 

 

Therefore, the matrix 𝕯 can be considered as a block matrix or partitioned matrix, 
whose blocks are the submatrices 𝕯 . One can change the position of the single blocks 
and nothing changes, since 𝕯 is not unique, as said before. Movements of single rows 
inside the blocks are also allowed. 

Definition 7. By considering a vector of 𝑛 functions of the type: 𝐌[ , ] = 𝑓 (𝑡), 𝑓 (𝑡), ⋯ , 𝑓 (𝑡)   (33)

Then, 𝕁 𝐌 (𝑡) is the Riemann-Liouville fractional integral term, defined as follow: 𝕁 𝐌 (𝑡) = 𝐽 𝑓 (𝑡)𝐽 [𝑓 (𝑡) ⋯ 𝐽 𝑓 (𝑡)]   (34)

where; 𝑛𝛼 notes that the operator 𝕁 are formed by 𝑛 fractional integrals 𝐽  of order 𝛼. 

Definition 8. By considering 𝑵[ , ] a matrix of 𝑚 × 𝑛 functions, then 𝕁 𝑵 (𝑡) is the Rie-
mann-Liouville fractional integral term, defined as follow: 

𝕁 𝐍 (𝑡) = 𝕁 𝐍[ , ] (𝑡) + 𝕁 𝐍[ , ] (𝑡) + ⋯ + 𝕁 𝐍[ , ] (𝑡) = 𝕁 𝐍[ , ] (𝑡). (35) 

By adopting: 

𝐍[ , ] = 𝕯 , ( )   (36)
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where; 0 and 𝑡 are the bounds of the fractional integral. 
By recalling the definitions above we can calculate some components, reported in 

Table 1. 
  

5α

t (t) + RL[h,h,h,g,g]
0
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where; 𝑛𝛼 notes that the operator 𝕁 are formed by 𝑛 fractional integrals 𝐽  of order 𝛼. 

Definition 8. By considering 𝑵[ , ] a matrix of 𝑚 × 𝑛 functions, then 𝕁 𝑵 (𝑡) is the Rie-
mann-Liouville fractional integral term, defined as follow: 

𝕁 𝐍 (𝑡) = 𝕁 𝐍[ , ] (𝑡) + 𝕁 𝐍[ , ] (𝑡) + ⋯ + 𝕁 𝐍[ , ] (𝑡) = 𝕁 𝐍[ , ] (𝑡). (35) 

By adopting: 
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then: 
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= 𝕁 𝕯 [ , ]  (𝑡) + 𝕁 𝕯 [ , ]  (𝑡) + ⋯ + 𝕁 𝕯 ,   (𝑡) = 𝕁 𝕯 [ , ]  (𝑡), (37) 

where; 0 and 𝑡 are the bounds of the fractional integral. 
By recalling the definitions above we can calculate some components, reported in 

Table 1. 
  

5α

t (t)
]

+Dγ+4β
x f (x)

·
[

RL[g,h,h,h,h]
0
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Table 1. 
  

5α

t (t) + RL[h,g,h,h,h]
0
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where; 0 and 𝑡 are the bounds of the fractional integral. 
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5α

t (t) + RL[h,h,g,h,h]
0
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where; 0 and 𝑡 are the bounds of the fractional integral. 
By recalling the definitions above we can calculate some components, reported in 

Table 1. 
  

5α

t (t) + RL[h,h,h,g,h]
0
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Therefore, the matrix 𝕯 can be considered as a block matrix or partitioned matrix, 
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mann-Liouville fractional integral term, defined as follow: 

𝕁 𝐍 (𝑡) = 𝕁 𝐍[ , ] (𝑡) + 𝕁 𝐍[ , ] (𝑡) + ⋯ + 𝕁 𝐍[ , ] (𝑡) = 𝕁 𝐍[ , ] (𝑡). (35) 

By adopting: 

𝐍[ , ] = 𝕯 , ( )   (36)

then: 

𝕁  𝕯 , ( ) (𝑡) =  

= 𝕁 𝕯 [ , ]  (𝑡) + 𝕁 𝕯 [ , ]  (𝑡) + ⋯ + 𝕁 𝕯 ,   (𝑡) = 𝕁 𝕯 [ , ]  (𝑡), (37) 

where; 0 and 𝑡 are the bounds of the fractional integral. 
By recalling the definitions above we can calculate some components, reported in 

Table 1. 
  

5α

t (t) + RL[h,h,h,h,g]
0
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Therefore, the matrix 𝕯 can be considered as a block matrix or partitioned matrix, 
whose blocks are the submatrices 𝕯 . One can change the position of the single blocks 
and nothing changes, since 𝕯 is not unique, as said before. Movements of single rows 
inside the blocks are also allowed. 

Definition 7. By considering a vector of 𝑛 functions of the type: 𝐌[ , ] = 𝑓 (𝑡), 𝑓 (𝑡), ⋯ , 𝑓 (𝑡)   (33)

Then, 𝕁 𝐌 (𝑡) is the Riemann-Liouville fractional integral term, defined as follow: 𝕁 𝐌 (𝑡) = 𝐽 𝑓 (𝑡)𝐽 [𝑓 (𝑡) ⋯ 𝐽 𝑓 (𝑡)]   (34)

where; 𝑛𝛼 notes that the operator 𝕁 are formed by 𝑛 fractional integrals 𝐽  of order 𝛼. 

Definition 8. By considering 𝑵[ , ] a matrix of 𝑚 × 𝑛 functions, then 𝕁 𝑵 (𝑡) is the Rie-
mann-Liouville fractional integral term, defined as follow: 

𝕁 𝐍 (𝑡) = 𝕁 𝐍[ , ] (𝑡) + 𝕁 𝐍[ , ] (𝑡) + ⋯ + 𝕁 𝐍[ , ] (𝑡) = 𝕁 𝐍[ , ] (𝑡). (35) 

By adopting: 

𝐍[ , ] = 𝕯 , ( )   (36)

then: 

𝕁  𝕯 , ( ) (𝑡) =  

= 𝕁 𝕯 [ , ]  (𝑡) + 𝕁 𝕯 [ , ]  (𝑡) + ⋯ + 𝕁 𝕯 ,   (𝑡) = 𝕁 𝕯 [ , ]  (𝑡), (37) 

where; 0 and 𝑡 are the bounds of the fractional integral. 
By recalling the definitions above we can calculate some components, reported in 

Table 1. 
  

5α

t (t)
]

−D5β
x f (x)·RL[h,h,h,h,h]

0
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𝐍[ , ] = 𝕯 , ( )   (36)

then: 

𝕁  𝕯 , ( ) (𝑡) =  

= 𝕁 𝕯 [ , ]  (𝑡) + 𝕁 𝕯 [ , ]  (𝑡) + ⋯ + 𝕁 𝕯 ,   (𝑡) = 𝕁 𝕯 [ , ]  (𝑡), (37) 

where; 0 and 𝑡 are the bounds of the fractional integral. 
By recalling the definitions above we can calculate some components, reported in 

Table 1. 
  

5α

t (t),

...
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The un components by using Definition 8 are formulated in Table 2.

Table 2. Same components as Table 1 in compact form.

u1(x, t) = RL[g]
0
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Therefore, the matrix 𝕯 can be considered as a block matrix or partitioned matrix, 
whose blocks are the submatrices 𝕯 . One can change the position of the single blocks 
and nothing changes, since 𝕯 is not unique, as said before. Movements of single rows 
inside the blocks are also allowed. 

Definition 7. By considering a vector of 𝑛 functions of the type: 𝐌[ , ] = 𝑓 (𝑡), 𝑓 (𝑡), ⋯ , 𝑓 (𝑡)   (33)

Then, 𝕁 𝐌 (𝑡) is the Riemann-Liouville fractional integral term, defined as follow: 𝕁 𝐌 (𝑡) = 𝐽 𝑓 (𝑡)𝐽 [𝑓 (𝑡) ⋯ 𝐽 𝑓 (𝑡)]   (34)

where; 𝑛𝛼 notes that the operator 𝕁 are formed by 𝑛 fractional integrals 𝐽  of order 𝛼. 

Definition 8. By considering 𝑵[ , ] a matrix of 𝑚 × 𝑛 functions, then 𝕁 𝑵 (𝑡) is the Rie-
mann-Liouville fractional integral term, defined as follow: 

𝕁 𝐍 (𝑡) = 𝕁 𝐍[ , ] (𝑡) + 𝕁 𝐍[ , ] (𝑡) + ⋯ + 𝕁 𝐍[ , ] (𝑡) = 𝕁 𝐍[ , ] (𝑡). (35) 

By adopting: 

𝐍[ , ] = 𝕯 , ( )   (36)

then: 

𝕁  𝕯 , ( ) (𝑡) =  

= 𝕁 𝕯 [ , ]  (𝑡) + 𝕁 𝕯 [ , ]  (𝑡) + ⋯ + 𝕁 𝕯 ,   (𝑡) = 𝕁 𝕯 [ , ]  (𝑡), (37) 

where; 0 and 𝑡 are the bounds of the fractional integral. 
By recalling the definitions above we can calculate some components, reported in 

Table 1. 
  

α

t (t)·D
γ
x f (x)− RL[h]

0
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Therefore, the matrix 𝕯 can be considered as a block matrix or partitioned matrix, 
whose blocks are the submatrices 𝕯 . One can change the position of the single blocks 
and nothing changes, since 𝕯 is not unique, as said before. Movements of single rows 
inside the blocks are also allowed. 

Definition 7. By considering a vector of 𝑛 functions of the type: 𝐌[ , ] = 𝑓 (𝑡), 𝑓 (𝑡), ⋯ , 𝑓 (𝑡)   (33)

Then, 𝕁 𝐌 (𝑡) is the Riemann-Liouville fractional integral term, defined as follow: 𝕁 𝐌 (𝑡) = 𝐽 𝑓 (𝑡)𝐽 [𝑓 (𝑡) ⋯ 𝐽 𝑓 (𝑡)]   (34)

where; 𝑛𝛼 notes that the operator 𝕁 are formed by 𝑛 fractional integrals 𝐽  of order 𝛼. 

Definition 8. By considering 𝑵[ , ] a matrix of 𝑚 × 𝑛 functions, then 𝕁 𝑵 (𝑡) is the Rie-
mann-Liouville fractional integral term, defined as follow: 

𝕁 𝐍 (𝑡) = 𝕁 𝐍[ , ] (𝑡) + 𝕁 𝐍[ , ] (𝑡) + ⋯ + 𝕁 𝐍[ , ] (𝑡) = 𝕁 𝐍[ , ] (𝑡). (35) 

By adopting: 

𝐍[ , ] = 𝕯 , ( )   (36)

then: 

𝕁  𝕯 , ( ) (𝑡) =  

= 𝕁 𝕯 [ , ]  (𝑡) + 𝕁 𝕯 [ , ]  (𝑡) + ⋯ + 𝕁 𝕯 ,   (𝑡) = 𝕁 𝕯 [ , ]  (𝑡), (37) 

where; 0 and 𝑡 are the bounds of the fractional integral. 
By recalling the definitions above we can calculate some components, reported in 

Table 1. 
  

α

t (t)·D
β
x f (x),

u2(x, t) =

RL[g,g]
0
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Therefore, the matrix 𝕯 can be considered as a block matrix or partitioned matrix, 
whose blocks are the submatrices 𝕯 . One can change the position of the single blocks 
and nothing changes, since 𝕯 is not unique, as said before. Movements of single rows 
inside the blocks are also allowed. 

Definition 7. By considering a vector of 𝑛 functions of the type: 𝐌[ , ] = 𝑓 (𝑡), 𝑓 (𝑡), ⋯ , 𝑓 (𝑡)   (33)

Then, 𝕁 𝐌 (𝑡) is the Riemann-Liouville fractional integral term, defined as follow: 𝕁 𝐌 (𝑡) = 𝐽 𝑓 (𝑡)𝐽 [𝑓 (𝑡) ⋯ 𝐽 𝑓 (𝑡)]   (34)

where; 𝑛𝛼 notes that the operator 𝕁 are formed by 𝑛 fractional integrals 𝐽  of order 𝛼. 

Definition 8. By considering 𝑵[ , ] a matrix of 𝑚 × 𝑛 functions, then 𝕁 𝑵 (𝑡) is the Rie-
mann-Liouville fractional integral term, defined as follow: 

𝕁 𝐍 (𝑡) = 𝕁 𝐍[ , ] (𝑡) + 𝕁 𝐍[ , ] (𝑡) + ⋯ + 𝕁 𝐍[ , ] (𝑡) = 𝕁 𝐍[ , ] (𝑡). (35) 

By adopting: 

𝐍[ , ] = 𝕯 , ( )   (36)

then: 

𝕁  𝕯 , ( ) (𝑡) =  

= 𝕁 𝕯 [ , ]  (𝑡) + 𝕁 𝕯 [ , ]  (𝑡) + ⋯ + 𝕁 𝕯 ,   (𝑡) = 𝕁 𝕯 [ , ]  (𝑡), (37) 

where; 0 and 𝑡 are the bounds of the fractional integral. 
By recalling the definitions above we can calculate some components, reported in 

Table 1. 
  

2α

t (t)·D2γ
x f (x)−

RL
[g, h]
[h, g]

0

Mathematics 2023, 11, x FOR PEER REVIEW 7 of 28 
 

 

Therefore, the matrix 𝕯 can be considered as a block matrix or partitioned matrix, 
whose blocks are the submatrices 𝕯 . One can change the position of the single blocks 
and nothing changes, since 𝕯 is not unique, as said before. Movements of single rows 
inside the blocks are also allowed. 

Definition 7. By considering a vector of 𝑛 functions of the type: 𝐌[ , ] = 𝑓 (𝑡), 𝑓 (𝑡), ⋯ , 𝑓 (𝑡)   (33)

Then, 𝕁 𝐌 (𝑡) is the Riemann-Liouville fractional integral term, defined as follow: 𝕁 𝐌 (𝑡) = 𝐽 𝑓 (𝑡)𝐽 [𝑓 (𝑡) ⋯ 𝐽 𝑓 (𝑡)]   (34)

where; 𝑛𝛼 notes that the operator 𝕁 are formed by 𝑛 fractional integrals 𝐽  of order 𝛼. 

Definition 8. By considering 𝑵[ , ] a matrix of 𝑚 × 𝑛 functions, then 𝕁 𝑵 (𝑡) is the Rie-
mann-Liouville fractional integral term, defined as follow: 

𝕁 𝐍 (𝑡) = 𝕁 𝐍[ , ] (𝑡) + 𝕁 𝐍[ , ] (𝑡) + ⋯ + 𝕁 𝐍[ , ] (𝑡) = 𝕁 𝐍[ , ] (𝑡). (35) 

By adopting: 

𝐍[ , ] = 𝕯 , ( )   (36)

then: 

𝕁  𝕯 , ( ) (𝑡) =  

= 𝕁 𝕯 [ , ]  (𝑡) + 𝕁 𝕯 [ , ]  (𝑡) + ⋯ + 𝕁 𝕯 ,   (𝑡) = 𝕁 𝕯 [ , ]  (𝑡), (37) 

where; 0 and 𝑡 are the bounds of the fractional integral. 
By recalling the definitions above we can calculate some components, reported in 

Table 1. 
  

2α

t (t)·Dβ+γ
x f (x) + RL[h,h]

0
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Therefore, the matrix 𝕯 can be considered as a block matrix or partitioned matrix, 
whose blocks are the submatrices 𝕯 . One can change the position of the single blocks 
and nothing changes, since 𝕯 is not unique, as said before. Movements of single rows 
inside the blocks are also allowed. 

Definition 7. By considering a vector of 𝑛 functions of the type: 𝐌[ , ] = 𝑓 (𝑡), 𝑓 (𝑡), ⋯ , 𝑓 (𝑡)   (33)

Then, 𝕁 𝐌 (𝑡) is the Riemann-Liouville fractional integral term, defined as follow: 𝕁 𝐌 (𝑡) = 𝐽 𝑓 (𝑡)𝐽 [𝑓 (𝑡) ⋯ 𝐽 𝑓 (𝑡)]   (34)

where; 𝑛𝛼 notes that the operator 𝕁 are formed by 𝑛 fractional integrals 𝐽  of order 𝛼. 

Definition 8. By considering 𝑵[ , ] a matrix of 𝑚 × 𝑛 functions, then 𝕁 𝑵 (𝑡) is the Rie-
mann-Liouville fractional integral term, defined as follow: 

𝕁 𝐍 (𝑡) = 𝕁 𝐍[ , ] (𝑡) + 𝕁 𝐍[ , ] (𝑡) + ⋯ + 𝕁 𝐍[ , ] (𝑡) = 𝕁 𝐍[ , ] (𝑡). (35) 

By adopting: 

𝐍[ , ] = 𝕯 , ( )   (36)

then: 

𝕁  𝕯 , ( ) (𝑡) =  

= 𝕁 𝕯 [ , ]  (𝑡) + 𝕁 𝕯 [ , ]  (𝑡) + ⋯ + 𝕁 𝕯 ,   (𝑡) = 𝕁 𝕯 [ , ]  (𝑡), (37) 

where; 0 and 𝑡 are the bounds of the fractional integral. 
By recalling the definitions above we can calculate some components, reported in 

Table 1. 
  

2α

t (t)·D2β
x f (x),

u3(x, t) =

RL[g,g,g]
0
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Therefore, the matrix 𝕯 can be considered as a block matrix or partitioned matrix, 
whose blocks are the submatrices 𝕯 . One can change the position of the single blocks 
and nothing changes, since 𝕯 is not unique, as said before. Movements of single rows 
inside the blocks are also allowed. 

Definition 7. By considering a vector of 𝑛 functions of the type: 𝐌[ , ] = 𝑓 (𝑡), 𝑓 (𝑡), ⋯ , 𝑓 (𝑡)   (33)

Then, 𝕁 𝐌 (𝑡) is the Riemann-Liouville fractional integral term, defined as follow: 𝕁 𝐌 (𝑡) = 𝐽 𝑓 (𝑡)𝐽 [𝑓 (𝑡) ⋯ 𝐽 𝑓 (𝑡)]   (34)

where; 𝑛𝛼 notes that the operator 𝕁 are formed by 𝑛 fractional integrals 𝐽  of order 𝛼. 

Definition 8. By considering 𝑵[ , ] a matrix of 𝑚 × 𝑛 functions, then 𝕁 𝑵 (𝑡) is the Rie-
mann-Liouville fractional integral term, defined as follow: 

𝕁 𝐍 (𝑡) = 𝕁 𝐍[ , ] (𝑡) + 𝕁 𝐍[ , ] (𝑡) + ⋯ + 𝕁 𝐍[ , ] (𝑡) = 𝕁 𝐍[ , ] (𝑡). (35) 

By adopting: 

𝐍[ , ] = 𝕯 , ( )   (36)

then: 

𝕁  𝕯 , ( ) (𝑡) =  

= 𝕁 𝕯 [ , ]  (𝑡) + 𝕁 𝕯 [ , ]  (𝑡) + ⋯ + 𝕁 𝕯 ,   (𝑡) = 𝕁 𝕯 [ , ]  (𝑡), (37) 

where; 0 and 𝑡 are the bounds of the fractional integral. 
By recalling the definitions above we can calculate some components, reported in 

Table 1. 
  

3α

t (t)·D3γ
x f (x)−

RL
[g, g, h]
[g, h, g]
[h, g, g]

0
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Therefore, the matrix 𝕯 can be considered as a block matrix or partitioned matrix, 
whose blocks are the submatrices 𝕯 . One can change the position of the single blocks 
and nothing changes, since 𝕯 is not unique, as said before. Movements of single rows 
inside the blocks are also allowed. 

Definition 7. By considering a vector of 𝑛 functions of the type: 𝐌[ , ] = 𝑓 (𝑡), 𝑓 (𝑡), ⋯ , 𝑓 (𝑡)   (33)

Then, 𝕁 𝐌 (𝑡) is the Riemann-Liouville fractional integral term, defined as follow: 𝕁 𝐌 (𝑡) = 𝐽 𝑓 (𝑡)𝐽 [𝑓 (𝑡) ⋯ 𝐽 𝑓 (𝑡)]   (34)

where; 𝑛𝛼 notes that the operator 𝕁 are formed by 𝑛 fractional integrals 𝐽  of order 𝛼. 

Definition 8. By considering 𝑵[ , ] a matrix of 𝑚 × 𝑛 functions, then 𝕁 𝑵 (𝑡) is the Rie-
mann-Liouville fractional integral term, defined as follow: 

𝕁 𝐍 (𝑡) = 𝕁 𝐍[ , ] (𝑡) + 𝕁 𝐍[ , ] (𝑡) + ⋯ + 𝕁 𝐍[ , ] (𝑡) = 𝕁 𝐍[ , ] (𝑡). (35) 

By adopting: 

𝐍[ , ] = 𝕯 , ( )   (36)

then: 

𝕁  𝕯 , ( ) (𝑡) =  

= 𝕁 𝕯 [ , ]  (𝑡) + 𝕁 𝕯 [ , ]  (𝑡) + ⋯ + 𝕁 𝕯 ,   (𝑡) = 𝕁 𝕯 [ , ]  (𝑡), (37) 

where; 0 and 𝑡 are the bounds of the fractional integral. 
By recalling the definitions above we can calculate some components, reported in 

Table 1. 
  

3α

t (t)·D2γ+β
x f (x) +

RL
[g, h, h]
[h, g, h]
[h, h, g]

0
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Therefore, the matrix 𝕯 can be considered as a block matrix or partitioned matrix, 
whose blocks are the submatrices 𝕯 . One can change the position of the single blocks 
and nothing changes, since 𝕯 is not unique, as said before. Movements of single rows 
inside the blocks are also allowed. 

Definition 7. By considering a vector of 𝑛 functions of the type: 𝐌[ , ] = 𝑓 (𝑡), 𝑓 (𝑡), ⋯ , 𝑓 (𝑡)   (33)

Then, 𝕁 𝐌 (𝑡) is the Riemann-Liouville fractional integral term, defined as follow: 𝕁 𝐌 (𝑡) = 𝐽 𝑓 (𝑡)𝐽 [𝑓 (𝑡) ⋯ 𝐽 𝑓 (𝑡)]   (34)

where; 𝑛𝛼 notes that the operator 𝕁 are formed by 𝑛 fractional integrals 𝐽  of order 𝛼. 

Definition 8. By considering 𝑵[ , ] a matrix of 𝑚 × 𝑛 functions, then 𝕁 𝑵 (𝑡) is the Rie-
mann-Liouville fractional integral term, defined as follow: 

𝕁 𝐍 (𝑡) = 𝕁 𝐍[ , ] (𝑡) + 𝕁 𝐍[ , ] (𝑡) + ⋯ + 𝕁 𝐍[ , ] (𝑡) = 𝕁 𝐍[ , ] (𝑡). (35) 

By adopting: 

𝐍[ , ] = 𝕯 , ( )   (36)

then: 

𝕁  𝕯 , ( ) (𝑡) =  

= 𝕁 𝕯 [ , ]  (𝑡) + 𝕁 𝕯 [ , ]  (𝑡) + ⋯ + 𝕁 𝕯 ,   (𝑡) = 𝕁 𝕯 [ , ]  (𝑡), (37) 

where; 0 and 𝑡 are the bounds of the fractional integral. 
By recalling the definitions above we can calculate some components, reported in 

Table 1. 
  

3α

t (t)·D2γ+β
x − RL[h,h,h]

0
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Therefore, the matrix 𝕯 can be considered as a block matrix or partitioned matrix, 
whose blocks are the submatrices 𝕯 . One can change the position of the single blocks 
and nothing changes, since 𝕯 is not unique, as said before. Movements of single rows 
inside the blocks are also allowed. 

Definition 7. By considering a vector of 𝑛 functions of the type: 𝐌[ , ] = 𝑓 (𝑡), 𝑓 (𝑡), ⋯ , 𝑓 (𝑡)   (33)

Then, 𝕁 𝐌 (𝑡) is the Riemann-Liouville fractional integral term, defined as follow: 𝕁 𝐌 (𝑡) = 𝐽 𝑓 (𝑡)𝐽 [𝑓 (𝑡) ⋯ 𝐽 𝑓 (𝑡)]   (34)

where; 𝑛𝛼 notes that the operator 𝕁 are formed by 𝑛 fractional integrals 𝐽  of order 𝛼. 

Definition 8. By considering 𝑵[ , ] a matrix of 𝑚 × 𝑛 functions, then 𝕁 𝑵 (𝑡) is the Rie-
mann-Liouville fractional integral term, defined as follow: 

𝕁 𝐍 (𝑡) = 𝕁 𝐍[ , ] (𝑡) + 𝕁 𝐍[ , ] (𝑡) + ⋯ + 𝕁 𝐍[ , ] (𝑡) = 𝕁 𝐍[ , ] (𝑡). (35) 

By adopting: 

𝐍[ , ] = 𝕯 , ( )   (36)

then: 

𝕁  𝕯 , ( ) (𝑡) =  

= 𝕁 𝕯 [ , ]  (𝑡) + 𝕁 𝕯 [ , ]  (𝑡) + ⋯ + 𝕁 𝕯 ,   (𝑡) = 𝕁 𝕯 [ , ]  (𝑡), (37) 

where; 0 and 𝑡 are the bounds of the fractional integral. 
By recalling the definitions above we can calculate some components, reported in 

Table 1. 
  

3α

t (t)·D3β
x f (x),

u4(x, t) =

RL[g,g,g,g]
0
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Therefore, the matrix 𝕯 can be considered as a block matrix or partitioned matrix, 
whose blocks are the submatrices 𝕯 . One can change the position of the single blocks 
and nothing changes, since 𝕯 is not unique, as said before. Movements of single rows 
inside the blocks are also allowed. 

Definition 7. By considering a vector of 𝑛 functions of the type: 𝐌[ , ] = 𝑓 (𝑡), 𝑓 (𝑡), ⋯ , 𝑓 (𝑡)   (33)

Then, 𝕁 𝐌 (𝑡) is the Riemann-Liouville fractional integral term, defined as follow: 𝕁 𝐌 (𝑡) = 𝐽 𝑓 (𝑡)𝐽 [𝑓 (𝑡) ⋯ 𝐽 𝑓 (𝑡)]   (34)

where; 𝑛𝛼 notes that the operator 𝕁 are formed by 𝑛 fractional integrals 𝐽  of order 𝛼. 

Definition 8. By considering 𝑵[ , ] a matrix of 𝑚 × 𝑛 functions, then 𝕁 𝑵 (𝑡) is the Rie-
mann-Liouville fractional integral term, defined as follow: 

𝕁 𝐍 (𝑡) = 𝕁 𝐍[ , ] (𝑡) + 𝕁 𝐍[ , ] (𝑡) + ⋯ + 𝕁 𝐍[ , ] (𝑡) = 𝕁 𝐍[ , ] (𝑡). (35) 

By adopting: 

𝐍[ , ] = 𝕯 , ( )   (36)

then: 

𝕁  𝕯 , ( ) (𝑡) =  

= 𝕁 𝕯 [ , ]  (𝑡) + 𝕁 𝕯 [ , ]  (𝑡) + ⋯ + 𝕁 𝕯 ,   (𝑡) = 𝕁 𝕯 [ , ]  (𝑡), (37) 

where; 0 and 𝑡 are the bounds of the fractional integral. 
By recalling the definitions above we can calculate some components, reported in 

Table 1. 
  

4α

t (t)·D4γ
x f (x)−

RL

[g, g, g, h]
[g, g, h, g]
[g, h, g, g]
[h, g, g, g]

0
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Therefore, the matrix 𝕯 can be considered as a block matrix or partitioned matrix, 
whose blocks are the submatrices 𝕯 . One can change the position of the single blocks 
and nothing changes, since 𝕯 is not unique, as said before. Movements of single rows 
inside the blocks are also allowed. 

Definition 7. By considering a vector of 𝑛 functions of the type: 𝐌[ , ] = 𝑓 (𝑡), 𝑓 (𝑡), ⋯ , 𝑓 (𝑡)   (33)

Then, 𝕁 𝐌 (𝑡) is the Riemann-Liouville fractional integral term, defined as follow: 𝕁 𝐌 (𝑡) = 𝐽 𝑓 (𝑡)𝐽 [𝑓 (𝑡) ⋯ 𝐽 𝑓 (𝑡)]   (34)

where; 𝑛𝛼 notes that the operator 𝕁 are formed by 𝑛 fractional integrals 𝐽  of order 𝛼. 

Definition 8. By considering 𝑵[ , ] a matrix of 𝑚 × 𝑛 functions, then 𝕁 𝑵 (𝑡) is the Rie-
mann-Liouville fractional integral term, defined as follow: 

𝕁 𝐍 (𝑡) = 𝕁 𝐍[ , ] (𝑡) + 𝕁 𝐍[ , ] (𝑡) + ⋯ + 𝕁 𝐍[ , ] (𝑡) = 𝕁 𝐍[ , ] (𝑡). (35) 

By adopting: 

𝐍[ , ] = 𝕯 , ( )   (36)

then: 

𝕁  𝕯 , ( ) (𝑡) =  

= 𝕁 𝕯 [ , ]  (𝑡) + 𝕁 𝕯 [ , ]  (𝑡) + ⋯ + 𝕁 𝕯 ,   (𝑡) = 𝕁 𝕯 [ , ]  (𝑡), (37) 

where; 0 and 𝑡 are the bounds of the fractional integral. 
By recalling the definitions above we can calculate some components, reported in 

Table 1. 
  

4α

t (t)·D3γ+β
x f (x) +

RL

[g, g, h, h]
[g, h, g, h]
[g, h, h, g]
[h, g, g, h]
[h, g, h, g]
[h, h, g, g]

0
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Therefore, the matrix 𝕯 can be considered as a block matrix or partitioned matrix, 
whose blocks are the submatrices 𝕯 . One can change the position of the single blocks 
and nothing changes, since 𝕯 is not unique, as said before. Movements of single rows 
inside the blocks are also allowed. 

Definition 7. By considering a vector of 𝑛 functions of the type: 𝐌[ , ] = 𝑓 (𝑡), 𝑓 (𝑡), ⋯ , 𝑓 (𝑡)   (33)

Then, 𝕁 𝐌 (𝑡) is the Riemann-Liouville fractional integral term, defined as follow: 𝕁 𝐌 (𝑡) = 𝐽 𝑓 (𝑡)𝐽 [𝑓 (𝑡) ⋯ 𝐽 𝑓 (𝑡)]   (34)

where; 𝑛𝛼 notes that the operator 𝕁 are formed by 𝑛 fractional integrals 𝐽  of order 𝛼. 

Definition 8. By considering 𝑵[ , ] a matrix of 𝑚 × 𝑛 functions, then 𝕁 𝑵 (𝑡) is the Rie-
mann-Liouville fractional integral term, defined as follow: 

𝕁 𝐍 (𝑡) = 𝕁 𝐍[ , ] (𝑡) + 𝕁 𝐍[ , ] (𝑡) + ⋯ + 𝕁 𝐍[ , ] (𝑡) = 𝕁 𝐍[ , ] (𝑡). (35) 

By adopting: 

𝐍[ , ] = 𝕯 , ( )   (36)

then: 

𝕁  𝕯 , ( ) (𝑡) =  

= 𝕁 𝕯 [ , ]  (𝑡) + 𝕁 𝕯 [ , ]  (𝑡) + ⋯ + 𝕁 𝕯 ,   (𝑡) = 𝕁 𝕯 [ , ]  (𝑡), (37) 

where; 0 and 𝑡 are the bounds of the fractional integral. 
By recalling the definitions above we can calculate some components, reported in 

Table 1. 
  

4α

t (t)·D2γ+2β
x f (x)−

RL

[g, h, h, h]
[h, g, h, h]
[h, h, g, h]
[h, h, h, g]

0
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Therefore, the matrix 𝕯 can be considered as a block matrix or partitioned matrix, 
whose blocks are the submatrices 𝕯 . One can change the position of the single blocks 
and nothing changes, since 𝕯 is not unique, as said before. Movements of single rows 
inside the blocks are also allowed. 

Definition 7. By considering a vector of 𝑛 functions of the type: 𝐌[ , ] = 𝑓 (𝑡), 𝑓 (𝑡), ⋯ , 𝑓 (𝑡)   (33)

Then, 𝕁 𝐌 (𝑡) is the Riemann-Liouville fractional integral term, defined as follow: 𝕁 𝐌 (𝑡) = 𝐽 𝑓 (𝑡)𝐽 [𝑓 (𝑡) ⋯ 𝐽 𝑓 (𝑡)]   (34)

where; 𝑛𝛼 notes that the operator 𝕁 are formed by 𝑛 fractional integrals 𝐽  of order 𝛼. 

Definition 8. By considering 𝑵[ , ] a matrix of 𝑚 × 𝑛 functions, then 𝕁 𝑵 (𝑡) is the Rie-
mann-Liouville fractional integral term, defined as follow: 

𝕁 𝐍 (𝑡) = 𝕁 𝐍[ , ] (𝑡) + 𝕁 𝐍[ , ] (𝑡) + ⋯ + 𝕁 𝐍[ , ] (𝑡) = 𝕁 𝐍[ , ] (𝑡). (35) 

By adopting: 

𝐍[ , ] = 𝕯 , ( )   (36)

then: 

𝕁  𝕯 , ( ) (𝑡) =  

= 𝕁 𝕯 [ , ]  (𝑡) + 𝕁 𝕯 [ , ]  (𝑡) + ⋯ + 𝕁 𝕯 ,   (𝑡) = 𝕁 𝕯 [ , ]  (𝑡), (37) 

where; 0 and 𝑡 are the bounds of the fractional integral. 
By recalling the definitions above we can calculate some components, reported in 

Table 1. 
  

4α

t (t)·Dγ+3β
x f (x) +RL[h,h,h,h]

0
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Therefore, the matrix 𝕯 can be considered as a block matrix or partitioned matrix, 
whose blocks are the submatrices 𝕯 . One can change the position of the single blocks 
and nothing changes, since 𝕯 is not unique, as said before. Movements of single rows 
inside the blocks are also allowed. 

Definition 7. By considering a vector of 𝑛 functions of the type: 𝐌[ , ] = 𝑓 (𝑡), 𝑓 (𝑡), ⋯ , 𝑓 (𝑡)   (33)

Then, 𝕁 𝐌 (𝑡) is the Riemann-Liouville fractional integral term, defined as follow: 𝕁 𝐌 (𝑡) = 𝐽 𝑓 (𝑡)𝐽 [𝑓 (𝑡) ⋯ 𝐽 𝑓 (𝑡)]   (34)

where; 𝑛𝛼 notes that the operator 𝕁 are formed by 𝑛 fractional integrals 𝐽  of order 𝛼. 

Definition 8. By considering 𝑵[ , ] a matrix of 𝑚 × 𝑛 functions, then 𝕁 𝑵 (𝑡) is the Rie-
mann-Liouville fractional integral term, defined as follow: 

𝕁 𝐍 (𝑡) = 𝕁 𝐍[ , ] (𝑡) + 𝕁 𝐍[ , ] (𝑡) + ⋯ + 𝕁 𝐍[ , ] (𝑡) = 𝕁 𝐍[ , ] (𝑡). (35) 

By adopting: 

𝐍[ , ] = 𝕯 , ( )   (36)

then: 

𝕁  𝕯 , ( ) (𝑡) =  

= 𝕁 𝕯 [ , ]  (𝑡) + 𝕁 𝕯 [ , ]  (𝑡) + ⋯ + 𝕁 𝕯 ,   (𝑡) = 𝕁 𝕯 [ , ]  (𝑡), (37) 

where; 0 and 𝑡 are the bounds of the fractional integral. 
By recalling the definitions above we can calculate some components, reported in 

Table 1. 
  

4α

t (t)·D4β
x f (x),

u5(x, t) =

RL[g,g,g,g,g]
0
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5α

t (t)·D5γ
x f (x)−

RL

[g, g, g, g, h]
[g, g, g, h, g]
[g, g, h, g, g]
[g, h, g, g, g]
[h, g, g, g, g]

0
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Table 1. 
  

5α

t (t)·D4γ+β
x f (x) +

RL

[g, g, g, h, h]
[g, g, h, g, h]
[g, g, h, h, g]
[g, h, g, g, h]
[g, h, g, h, g]
[g, h, h, g, g]
[h, g, g, g, h]
[h, g, g, h, g]
[h, g, h, g, g]
[h, h, g, g, g]

0
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5α

t (t)·D3γ+2β
x f (x)
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RL

[g, g, h, h, h]
[g, h, g, h, h]
[g, h, h, g, h]
[g, h, h, h, g]
[h, g, g, h, h]
[h, g, h, g, h]
[h, g, h, h, g]
[h, h, g, g, h]
[h, h, g, h, g]
[h, h, h, g, g]

0
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5α

t (t)·D2γ+3β
x f (x) +

RL

[g, h, h, h, h]
[h, g, h, h, h]
[h, h, g, h, h]
[h, h, h, g, h]
[h, h, h, h, g]

0
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5α

t (t)·Dγ+4β
x f (x)RL[h,h,h,h,h]

0
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5α

t (t)·D5β
x f (x),

...

By considering the calculated components, it is possible to determine the general term:

un(x, t) = ∑n
j=0(−1)j

[
D(n−j)γ+jβ

x

]
f (x)·



RL
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In the following, a novel compact symbolic notation is introduced, allowing for short-

ening of the required recursive operations. 

Definition 5. 𝕯 is called a DIRECTION MATRIX, whose lines indicate the “direction” to be 

respected for the sequence of functions that are involved in the temporal fractional integration. 𝕯 ∈

ℳ[𝐷𝑝,𝑛
′ =𝑝𝑛,𝑛] , where 𝐷𝑝,𝑛

′ = 𝑝𝑛  with 𝑛 ∈ ℕ defines the dispositions with repetition of 𝑝  ele-

ments of class 𝑛. In this context, 𝑝 = 2 is 𝑔(𝑡) and ℎ(𝑡), so 𝐷2,𝑛
′ = 2𝑛.  

𝕯[21,1] = [
𝑔
ℎ
] , 𝕯[22,2] = [

𝑔 𝑔
𝑔 ℎ
ℎ 𝑔
ℎ ℎ

] , 𝕯[23,3] =

[
 
 
 
 
 
 
 
𝑔 𝑔 𝑔
𝑔 𝑔 ℎ
𝑔 ℎ 𝑔
ℎ 𝑔 𝑔
𝑔 ℎ ℎ
ℎ 𝑔 ℎ
ℎ ℎ 𝑔
ℎ ℎ ℎ]

 
 
 
 
 
 
 

, ⋯ .  (30) 

Therefore, one can construct a specific direction matrix for every natural number 𝑛 ∈

ℕ. The order of the rows and columns is not fundamental in the formation of the matrix 

𝕯, and any movement of them does not change its meaning, and then it is not unique. 

However, as reported below, it is to be specifically structured to correctly and compactly 

represent the reached solution. 

Definition 6. A submatrix of 𝕯, where each row contains a number of functions, 𝑔(𝑡), is equal 

to (𝑛 − 𝑗), and a number of ℎ(𝑡) is equal to 𝑗, which is a dummy index that goes from 0 to 𝑛, 

is defined as: 

𝕯′
[(
𝑛
𝑗),𝑛]

|
(𝑛−𝑗)𝑔

𝑗ℎ

.  (31) 

In order to better understand the listed symbolic representations, let us consider the 

already explicitly expressed cases for 𝑛 =  1,2,3 (30), where the different submatrices 𝕯′ 

are defined for every 𝑛 and for each direction matrix. 

𝕯[21,1] =

{
 
 

 
 𝕯′

[(
1
0
)=1,1]

|
1𝑔

0ℎ

→ [𝑔]

𝕯′
[(
1
1
)=1,1]

|
0𝑔

1ℎ

→ [ℎ]

, 𝕯[23,3] =

{
 
 
 

 
 
 𝕯′

[(
2
0
)=1,2]

|
2𝑔

0ℎ

→ [𝑔 𝑔]

𝕯′
[(
2
1
)=2,2]

|
1𝑔

1ℎ

→ [
𝑔 ℎ
ℎ 𝑔

]

𝕯′
[(
2
2
)=1,2]

|
0𝑔

2ℎ

→ [ℎ ℎ]

𝕯[23,3] =

{
 
 
 
 
 

 
 
 
 
 𝕯′

[(
3
0
)=1,3]

|
3𝑔

0ℎ

→ [𝑔 𝑔 𝑔]

𝕯′
[(
3
1
)=3,3]

|
2𝑔

1ℎ

→ [

𝑔 𝑔 ℎ
𝑔 ℎ 𝑔
ℎ 𝑔 𝑔

]

𝕯′
[(
3
2
)=3,3]

|
1𝑔

2ℎ

→ [

𝑔 ℎ ℎ
ℎ 𝑔 ℎ
ℎ ℎ 𝑔

]

𝕯′
[(
3
3
)=1,3]

|
0𝑔

3ℎ

→ [ℎ ℎ ℎ]

 (32) 

and so on. 

Therefore, the matrix 𝕯 can be considered as a block matrix or partitioned matrix, 

whose blocks are the submatrices 𝕯′. One can change the position of the single blocks 

’

[(
n
j
),n]

∣∣∣∣∣
jh

(n−j)g


0
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Table 1. 
  

nα
t (t)


. (38)

It is evident that, also, the fractional order of the fractional Caputo derivative is linked
with the submatrices

Mathematics 2023, 11, 2657 6 of 29 
 

 

In the following, a novel compact symbolic notation is introduced, allowing for short-

ening of the required recursive operations. 

Definition 5. 𝕯 is called a DIRECTION MATRIX, whose lines indicate the “direction” to be 

respected for the sequence of functions that are involved in the temporal fractional integration. 𝕯 ∈

ℳ[𝐷𝑝,𝑛
′ =𝑝𝑛,𝑛] , where 𝐷𝑝,𝑛

′ = 𝑝𝑛  with 𝑛 ∈ ℕ defines the dispositions with repetition of 𝑝  ele-

ments of class 𝑛. In this context, 𝑝 = 2 is 𝑔(𝑡) and ℎ(𝑡), so 𝐷2,𝑛
′ = 2𝑛.  

𝕯[21,1] = [
𝑔
ℎ
] , 𝕯[22,2] = [

𝑔 𝑔
𝑔 ℎ
ℎ 𝑔
ℎ ℎ

] , 𝕯[23,3] =

[
 
 
 
 
 
 
 
𝑔 𝑔 𝑔
𝑔 𝑔 ℎ
𝑔 ℎ 𝑔
ℎ 𝑔 𝑔
𝑔 ℎ ℎ
ℎ 𝑔 ℎ
ℎ ℎ 𝑔
ℎ ℎ ℎ]

 
 
 
 
 
 
 

, ⋯ .  (30) 

Therefore, one can construct a specific direction matrix for every natural number 𝑛 ∈

ℕ. The order of the rows and columns is not fundamental in the formation of the matrix 

𝕯, and any movement of them does not change its meaning, and then it is not unique. 

However, as reported below, it is to be specifically structured to correctly and compactly 

represent the reached solution. 

Definition 6. A submatrix of 𝕯, where each row contains a number of functions, 𝑔(𝑡), is equal 

to (𝑛 − 𝑗), and a number of ℎ(𝑡) is equal to 𝑗, which is a dummy index that goes from 0 to 𝑛, 

is defined as: 

𝕯′
[(
𝑛
𝑗),𝑛]

|
(𝑛−𝑗)𝑔

𝑗ℎ

.  (31) 

In order to better understand the listed symbolic representations, let us consider the 

already explicitly expressed cases for 𝑛 =  1,2,3 (30), where the different submatrices 𝕯′ 

are defined for every 𝑛 and for each direction matrix. 

𝕯[21,1] =

{
 
 

 
 𝕯′

[(
1
0
)=1,1]

|
1𝑔

0ℎ

→ [𝑔]

𝕯′
[(
1
1
)=1,1]

|
0𝑔

1ℎ

→ [ℎ]

, 𝕯[23,3] =

{
 
 
 

 
 
 𝕯′

[(
2
0
)=1,2]

|
2𝑔

0ℎ

→ [𝑔 𝑔]

𝕯′
[(
2
1
)=2,2]

|
1𝑔

1ℎ

→ [
𝑔 ℎ
ℎ 𝑔

]

𝕯′
[(
2
2
)=1,2]

|
0𝑔

2ℎ

→ [ℎ ℎ]

𝕯[23,3] =

{
 
 
 
 
 

 
 
 
 
 𝕯′

[(
3
0
)=1,3]

|
3𝑔

0ℎ

→ [𝑔 𝑔 𝑔]

𝕯′
[(
3
1
)=3,3]

|
2𝑔

1ℎ

→ [

𝑔 𝑔 ℎ
𝑔 ℎ 𝑔
ℎ 𝑔 𝑔

]

𝕯′
[(
3
2
)=3,3]

|
1𝑔

2ℎ

→ [

𝑔 ℎ ℎ
ℎ 𝑔 ℎ
ℎ ℎ 𝑔

]

𝕯′
[(
3
3
)=1,3]

|
0𝑔

3ℎ

→ [ℎ ℎ ℎ]

 (32) 

and so on. 

Therefore, the matrix 𝕯 can be considered as a block matrix or partitioned matrix, 

whose blocks are the submatrices 𝕯′. One can change the position of the single blocks 

’. From (23) indeed, one can note that h(t) is the function associated
with the Caputo fractional derivative of order β, and g(t) is associated with the Caputo
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fractional derivative of order γ. Each fractional derivative of order (n− j)γ + jβ is referred
to a specific
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𝕯[21,1] = [
𝑔
ℎ
] , 𝕯[22,2] = [

𝑔 𝑔
𝑔 ℎ
ℎ 𝑔
ℎ ℎ

] , 𝕯[23,3] =

[
 
 
 
 
 
 
 
𝑔 𝑔 𝑔
𝑔 𝑔 ℎ
𝑔 ℎ 𝑔
ℎ 𝑔 𝑔
𝑔 ℎ ℎ
ℎ 𝑔 ℎ
ℎ ℎ 𝑔
ℎ ℎ ℎ]

 
 
 
 
 
 
 

, ⋯ .  (30) 

Therefore, one can construct a specific direction matrix for every natural number 𝑛 ∈

ℕ. The order of the rows and columns is not fundamental in the formation of the matrix 

𝕯, and any movement of them does not change its meaning, and then it is not unique. 

However, as reported below, it is to be specifically structured to correctly and compactly 

represent the reached solution. 

Definition 6. A submatrix of 𝕯, where each row contains a number of functions, 𝑔(𝑡), is equal 

to (𝑛 − 𝑗), and a number of ℎ(𝑡) is equal to 𝑗, which is a dummy index that goes from 0 to 𝑛, 

is defined as: 

𝕯′
[(
𝑛
𝑗),𝑛]

|
(𝑛−𝑗)𝑔

𝑗ℎ

.  (31) 

In order to better understand the listed symbolic representations, let us consider the 

already explicitly expressed cases for 𝑛 =  1,2,3 (30), where the different submatrices 𝕯′ 

are defined for every 𝑛 and for each direction matrix. 

𝕯[21,1] =

{
 
 

 
 𝕯′

[(
1
0
)=1,1]

|
1𝑔

0ℎ

→ [𝑔]

𝕯′
[(
1
1
)=1,1]

|
0𝑔

1ℎ

→ [ℎ]

, 𝕯[23,3] =

{
 
 
 

 
 
 𝕯′

[(
2
0
)=1,2]

|
2𝑔

0ℎ

→ [𝑔 𝑔]

𝕯′
[(
2
1
)=2,2]

|
1𝑔

1ℎ

→ [
𝑔 ℎ
ℎ 𝑔

]

𝕯′
[(
2
2
)=1,2]

|
0𝑔

2ℎ

→ [ℎ ℎ]

𝕯[23,3] =

{
 
 
 
 
 

 
 
 
 
 𝕯′

[(
3
0
)=1,3]

|
3𝑔

0ℎ

→ [𝑔 𝑔 𝑔]

𝕯′
[(
3
1
)=3,3]

|
2𝑔

1ℎ

→ [

𝑔 𝑔 ℎ
𝑔 ℎ 𝑔
ℎ 𝑔 𝑔

]

𝕯′
[(
3
2
)=3,3]

|
1𝑔

2ℎ

→ [

𝑔 ℎ ℎ
ℎ 𝑔 ℎ
ℎ ℎ 𝑔

]

𝕯′
[(
3
3
)=1,3]

|
0𝑔

3ℎ

→ [ℎ ℎ ℎ]

 (32) 

and so on. 

Therefore, the matrix 𝕯 can be considered as a block matrix or partitioned matrix, 

whose blocks are the submatrices 𝕯′. One can change the position of the single blocks 

’ as follow:
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|
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0
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1
1
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 𝕯′

[(
3
0
)=1,3]

|
3𝑔

0ℎ

→ [𝑔 𝑔 𝑔]

𝕯′
[(
3
1
)=3,3]

|
2𝑔

1ℎ

→ [

𝑔 𝑔 ℎ
𝑔 ℎ 𝑔
ℎ 𝑔 𝑔

]

𝕯′
[(
3
2
)=3,3]

|
1𝑔

2ℎ

→ [

𝑔 ℎ ℎ
ℎ 𝑔 ℎ
ℎ ℎ 𝑔

]

𝕯′
[(
3
3
)=1,3]
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3ℎ

→ [ℎ ℎ ℎ]

 (32) 

and so on. 

Therefore, the matrix 𝕯 can be considered as a block matrix or partitioned matrix, 

whose blocks are the submatrices 𝕯′. One can change the position of the single blocks 

’

[(
n
j
),n]

∣∣∣∣∣∣∣∣
jh → jβ

(n−j)g→(n−j)γ

→ D(n−j)γ+jβ
x . (39)

Explicit developments are given in Appendix A.
From these considerations, it is evident that, in order to do not affect the ADM

expression of the solution, correct pairs of fractional derivatives and submatrices
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are defined for every 𝑛 and for each direction matrix. 

𝕯[21,1] =

{
 
 

 
 𝕯′

[(
1
0
)=1,1]

|
1𝑔

0ℎ

→ [𝑔]

𝕯′
[(
1
1
)=1,1]

|
0𝑔

1ℎ
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2
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→ [𝑔 𝑔]
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1
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2
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𝕯[23,3] =

{
 
 
 
 
 

 
 
 
 
 𝕯′

[(
3
0
)=1,3]

|
3𝑔

0ℎ

→ [𝑔 𝑔 𝑔]

𝕯′
[(
3
1
)=3,3]

|
2𝑔

1ℎ

→ [

𝑔 𝑔 ℎ
𝑔 ℎ 𝑔
ℎ 𝑔 𝑔

]

𝕯′
[(
3
2
)=3,3]

|
1𝑔

2ℎ

→ [

𝑔 ℎ ℎ
ℎ 𝑔 ℎ
ℎ ℎ 𝑔

]

𝕯′
[(
3
3
)=1,3]

|
0𝑔

3ℎ

→ [ℎ ℎ ℎ]

 (32) 

and so on. 

Therefore, the matrix 𝕯 can be considered as a block matrix or partitioned matrix, 

whose blocks are the submatrices 𝕯′. One can change the position of the single blocks 

’ have
to be considered. Furthermore, since the term
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implies a summation of fractional integrals,
one can change the rows inside a block, and the solution does not change.

Thus, via ADM decomposition:

u(x, t) = ∑∞
n=0 un(x, t) = ∑∞

n=0


∑n

j=0(−1)j
[

D(n−j)γ+jβ
x

]
f (x)·



RL
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n
j
),n]

∣∣∣∣∣
jh

(n−j)g


0
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nα
t (t)




. (40)

It is highlighted that the terms necessary for the calculation of the ADM components
grow exponentially, being referred to the number of simple dispositions with repetition of
p elements of class n.

6. Calibration

Cherrualt indicates some necessary conditions in order to qualify the convergence of
ADM by adopting the fix point theorem for functional equations [63–66]. Further indica-
tions can be deduced in [67–69], also for integral equations, where ADM became one of the
most prestigious methods for the second kind of Volterra integrodifferential equation [70,71].
In [72], it is shown that ADM can be used efficiently in reaction–convection–diffusion partial
differential equations, as in [73], where the convergence of ADM for initial value problems
is treated. Other applications for convergence of the method can be found in [74].

In this paragraph, the formulation of [62] has been chosen as reference for calibra-
tion, where an ADM solution for fractional Advection–Diffusion Equations with constant
advective and diffusive coefficients has been found.

Definition 9. The operator RL[ng]
0
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nα
t is defined as below:

RL[ng]
0
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g(t)·RL[(n−1)g]

0
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(n−1)α

t (t)
)
= Jα

t [g(t)Jα
t [g(t)Jα

t g(t)]] · · ·︸ ︷︷ ︸
n

, (41)

where; Jα
t is the RL fractional integral.

Using the latter definition, if it is posed that h(t) = g(t), which results in:

RL
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ments of class 𝑛. In this context, 𝑝 = 2 is 𝑔(𝑡) and ℎ(𝑡), so 𝐷2,𝑛
′ = 2𝑛.  

𝕯[21,1] = [
𝑔
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] , 𝕯[22,2] = [

𝑔 𝑔
𝑔 ℎ
ℎ 𝑔
ℎ ℎ

] , 𝕯[23,3] =

[
 
 
 
 
 
 
 
𝑔 𝑔 𝑔
𝑔 𝑔 ℎ
𝑔 ℎ 𝑔
ℎ 𝑔 𝑔
𝑔 ℎ ℎ
ℎ 𝑔 ℎ
ℎ ℎ 𝑔
ℎ ℎ ℎ]

 
 
 
 
 
 
 

, ⋯ .  (30) 

Therefore, one can construct a specific direction matrix for every natural number 𝑛 ∈

ℕ. The order of the rows and columns is not fundamental in the formation of the matrix 

𝕯, and any movement of them does not change its meaning, and then it is not unique. 

However, as reported below, it is to be specifically structured to correctly and compactly 

represent the reached solution. 

Definition 6. A submatrix of 𝕯, where each row contains a number of functions, 𝑔(𝑡), is equal 

to (𝑛 − 𝑗), and a number of ℎ(𝑡) is equal to 𝑗, which is a dummy index that goes from 0 to 𝑛, 

is defined as: 

𝕯′
[(
𝑛
𝑗),𝑛]

|
(𝑛−𝑗)𝑔

𝑗ℎ

.  (31) 

In order to better understand the listed symbolic representations, let us consider the 

already explicitly expressed cases for 𝑛 =  1,2,3 (30), where the different submatrices 𝕯′ 

are defined for every 𝑛 and for each direction matrix. 

𝕯[21,1] =

{
 
 

 
 𝕯′

[(
1
0
)=1,1]

|
1𝑔

0ℎ

→ [𝑔]

𝕯′
[(
1
1
)=1,1]

|
0𝑔

1ℎ

→ [ℎ]

, 𝕯[23,3] =

{
 
 
 

 
 
 𝕯′

[(
2
0
)=1,2]

|
2𝑔

0ℎ

→ [𝑔 𝑔]

𝕯′
[(
2
1
)=2,2]

|
1𝑔

1ℎ

→ [
𝑔 ℎ
ℎ 𝑔

]

𝕯′
[(
2
2
)=1,2]

|
0𝑔

2ℎ

→ [ℎ ℎ]

𝕯[23,3] =

{
 
 
 
 
 

 
 
 
 
 𝕯′

[(
3
0
)=1,3]

|
3𝑔

0ℎ

→ [𝑔 𝑔 𝑔]

𝕯′
[(
3
1
)=3,3]

|
2𝑔

1ℎ

→ [

𝑔 𝑔 ℎ
𝑔 ℎ 𝑔
ℎ 𝑔 𝑔

]

𝕯′
[(
3
2
)=3,3]

|
1𝑔

2ℎ

→ [

𝑔 ℎ ℎ
ℎ 𝑔 ℎ
ℎ ℎ 𝑔

]

𝕯′
[(
3
3
)=1,3]

|
0𝑔

3ℎ

→ [ℎ ℎ ℎ]

 (32) 

and so on. 

Therefore, the matrix 𝕯 can be considered as a block matrix or partitioned matrix, 

whose blocks are the submatrices 𝕯′. One can change the position of the single blocks 

’

[(
n
j
),n]

∣∣∣∣∣
jh

(n−j)g


0
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nα
t (t)

h(t)=g(t)︷︸︸︷→ (
n
j

)(
RL[ng]

0

Mathematics 2023, 11, x FOR PEER REVIEW 7 of 28 
 

 

Therefore, the matrix 𝕯 can be considered as a block matrix or partitioned matrix, 
whose blocks are the submatrices 𝕯 . One can change the position of the single blocks 
and nothing changes, since 𝕯 is not unique, as said before. Movements of single rows 
inside the blocks are also allowed. 

Definition 7. By considering a vector of 𝑛 functions of the type: 𝐌[ , ] = 𝑓 (𝑡), 𝑓 (𝑡), ⋯ , 𝑓 (𝑡)   (33)

Then, 𝕁 𝐌 (𝑡) is the Riemann-Liouville fractional integral term, defined as follow: 𝕁 𝐌 (𝑡) = 𝐽 𝑓 (𝑡)𝐽 [𝑓 (𝑡) ⋯ 𝐽 𝑓 (𝑡)]   (34)

where; 𝑛𝛼 notes that the operator 𝕁 are formed by 𝑛 fractional integrals 𝐽  of order 𝛼. 

Definition 8. By considering 𝑵[ , ] a matrix of 𝑚 × 𝑛 functions, then 𝕁 𝑵 (𝑡) is the Rie-
mann-Liouville fractional integral term, defined as follow: 

𝕁 𝐍 (𝑡) = 𝕁 𝐍[ , ] (𝑡) + 𝕁 𝐍[ , ] (𝑡) + ⋯ + 𝕁 𝐍[ , ] (𝑡) = 𝕁 𝐍[ , ] (𝑡). (35) 

By adopting: 

𝐍[ , ] = 𝕯 , ( )   (36)

then: 

𝕁  𝕯 , ( ) (𝑡) =  

= 𝕁 𝕯 [ , ]  (𝑡) + 𝕁 𝕯 [ , ]  (𝑡) + ⋯ + 𝕁 𝕯 ,   (𝑡) = 𝕁 𝕯 [ , ]  (𝑡), (37) 

where; 0 and 𝑡 are the bounds of the fractional integral. 
By recalling the definitions above we can calculate some components, reported in 

Table 1. 
  

nα
t (t)

)
, (42)
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0
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0ℎ
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𝕯′
[(
3
1
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𝑔 𝑔 ℎ
𝑔 ℎ 𝑔
ℎ 𝑔 𝑔
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3
2
)=3,3]
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𝑔 ℎ ℎ
ℎ 𝑔 ℎ
ℎ ℎ 𝑔
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𝕯′
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3
3
)=1,3]
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3ℎ

→ [ℎ ℎ ℎ]

 (32) 

and so on. 

Therefore, the matrix 𝕯 can be considered as a block matrix or partitioned matrix, 

whose blocks are the submatrices 𝕯′. One can change the position of the single blocks 

’ matrices become equal to each other. Details are reported in
Appendix B.

So, the general term is:

un(x, t) =
(

RL[ng]
0
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nα
t (t)

)
·

n

∑
j=0

(−1)j
(

n
j

)[
D(n−j)γ+jβ

x

]
f (x). (43)

If g(t) = 1, then:

RL[ng]
0
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nα
t (t) = Jα

t (1) · · · Jα
t (1)Jα

t (1)︸ ︷︷ ︸
n

=
tnα

Γ(nα + 1)
, (44)

Hence, the general ADM solution with these assumptions is:

u(x, t) =
∞

∑
n=0

un(x, t) =
∞

∑
n=0

{
tnα

Γ(nα + 1)
·

n

∑
j=0

(−1)j
(

n
j

)[
D(n−j)γ+jβ

x

]
f (x)

}
, (45)

which can be rearranged considering the binomial formula, hence:

u(x, t) =
∞

∑
n=0

[
tnα

Γ(nα + 1)

(
Dγ

x − Dβ
x

)n
]

f (x) =
∞

∑
n=0


(

tα
(

Dγ
x − Dβ

x

))n

Γ(nα + 1)

 f (x) = Eα

[
tα
(

Dγ
x − Dβ

x

)]
f (x), (46)

where Definition 4 of the Mittag-Leffler function has been used.
Equation (46) emphasizes that the proposed model, with the assumptions explained

above, perfectly matches with the formulation deduced in [62], with µ = 1 being µ the
ratio between diffusive and advective terms considered as constants. Thereby, it can be
intended as a particular case of the proposed results, deduced from the general ADM
decomposition (40).

It is important to notice that, if α = 1, the RL fractional integral becomes the standard

Riemann integral, here below defined as [ng]
0
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cos (𝑡)0! 4! − cos (𝑡)1! 3! + cos (𝑡)2! 2!− cos(𝑡)3! 1! + 14! 0!  ⋮  ⋮  ⋮ 𝑛 → 
𝕀[ ] (𝑡)= 𝑔(𝑡) 𝕀[ ] ( )(𝑡)𝑑𝑡 

= 
1.(Diag[𝔸 ⊗ Ref𝔸]) ⋅ 𝕴 ⋅ 𝐂𝐎𝐒 

𝒈(𝒕) = 𝐬𝐢𝐧𝐡(𝒕): 𝑛 = 1 → 𝕀[ ] (𝑡) = 𝑔(𝑡) 𝑑𝑡 = 
cosh(𝑡)0! 1! − 11! 0!  𝑛 = 2 → 𝕀[ ] (𝑡) = 𝑔(𝑡) 𝕀[ ] (𝑡) 𝑑𝑡 = 

cosh (𝑡)0! 2! − cosh(𝑡)1! 1! + 12! 0!  𝑛 = 3 → 𝕀[ ] (𝑡) = 𝑔(𝑡) 𝕀[ ] (𝑡) 𝑑𝑡 = 
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𝕀[ ] (𝑡)= 𝑔(𝑡) 𝕀[ ] ( )(𝑡)𝑑𝑡 

= 
1.(Diag[𝔸 ⊗ Ref𝔸]) ⋅ 𝕴 ⋅ 𝐂𝐎𝐒𝐇 

𝒈(𝒕) = 𝒆𝒕: 𝑛 = 1 → 𝕀[ ] (𝑡) = 𝑔(𝑡) 𝑑𝑡 = 
𝑒0! 1! − 11! 0!  𝑛 = 2 → 𝕀[ ] (𝑡) = 𝑔(𝑡) 𝕀[ ] (𝑡) 𝑑𝑡 = 

𝑒0! 2! − 𝑒1! 1! + 12! 0!  𝑛 = 3 → 𝕀[ ] (𝑡) = 𝑔(𝑡) 𝕀[ ] (𝑡) 𝑑𝑡 = 
𝑒0! 3! − 𝑒1! 2! + 𝑒2! 1! − 13! 0!  

n

t (t):

RL[ng]
0
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then: 
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By recalling the definitions above we can calculate some components, reported in 

Table 1. 
  

nα
t (t) = [ng]

0
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𝑛 = 4 → 𝕀[ ] (𝑡) = 𝑔(𝑡) 𝕀[ ] (𝑡)𝑑𝑡 = 

cosh (𝑡)0! 4! − cosh (𝑡)1! 3! + cosh (𝑡)2! 2!− cosh(𝑡)3! 1! + 14! 0!  ⋮  ⋮  ⋮ 𝑛 → 
𝕀[ ] (𝑡)= 𝑔(𝑡) 𝕀[ ] ( )(𝑡)𝑑𝑡 

= 
1.(Diag[𝔸 ⊗ Ref𝔸]) ⋅ 𝕴 ⋅ 𝐂𝐎𝐒𝐇 

𝒈(𝒕) = 𝒆𝒕: 𝑛 = 1 → 𝕀[ ] (𝑡) = 𝑔(𝑡) 𝑑𝑡 = 
𝑒0! 1! − 11! 0!  𝑛 = 2 → 𝕀[ ] (𝑡) = 𝑔(𝑡) 𝕀[ ] (𝑡) 𝑑𝑡 = 
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𝑒0! 3! − 𝑒1! 2! + 𝑒2! 1! − 13! 0!  

n

t (t) =
∫ t

0

(
g(t)·[(n−1)g]

0
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(n−1)

t (t)
)

dt =
∫ t

0
g(t)

(∫ t

0
g(t)

(∫ t

0
g(t) . . . dt

)
dt
)

dt, (47)

Additionally, if g(t) = 1, then:
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Additionally, if 𝑔(𝑡) = 1, then: 

𝕁0
[𝑛𝑔]

𝑡
𝑛(𝑡) = ∫ 1⋯

𝑡

0

∫ 1
𝑡

0

∫ 1
𝑡

0

𝑑𝑡𝑑𝑡⋯𝑑𝑡⏟      
𝑛

=
𝑡𝑛

Γ(𝑛 + 1)
=
𝑡𝑛

𝑛!
, (48) 

leading to the following general solution: 

𝑢(𝑥, 𝑡) = ∑𝑢𝑛(𝑥, 𝑡)

∞

𝑛=0

=∑{
𝑡𝑛

𝑛!
∙∑(−1)𝑗 (

𝑛

𝑗
)

𝑛

𝑗=0

[𝐷𝑥
(𝑛−𝑗)𝛾+𝑗𝛽

] 𝑓(𝑥)} ,

∞

𝑛=0

 (49) 

Additionally, for the standard Advection–Diffusion Equation with 𝛽 = 1 and 𝛾 = 2, the 

following is observed: 

𝑢(𝑥, 𝑡) = ∑𝑢𝑛(𝑥, 𝑡)

∞

𝑛=0

=∑{
𝑡𝑛

𝑛!
∙∑(−1)𝑗 (

𝑛

𝑗
)

𝑛

𝑗=0

[𝐷𝑥
(2𝑛−𝑗)

] 𝑓(𝑥)}

∞

𝑛=0

. (50) 

7. Numerical Implementation 

Consider SFRADE-T with convection and advection terms equal to 𝑔(𝑡) and an initial 

condition: 

{
𝜕𝑢

𝜕𝑡
+ 𝑔(𝑡)

𝜕𝛽𝑢

𝜕𝑥𝛽
= 𝑔(𝑡)

𝜕𝛾𝑢

𝜕𝑥𝛾

𝑢(𝑥, 0) = 𝑓(𝑥)
,
0 < 𝛼 ≤ 1,
0 < 𝛽 ≤ 1,
1 < 𝛾 ≤ 2,

  (51) 

Additionally, the ADM solution assumes the form: 

𝑢(𝑥, 𝑡) = ∑𝑢𝑛(𝑥, 𝑡)

∞

𝑛=0

=∑{ 𝕀0
[𝑛𝑔]

𝑡
𝑛(𝑡) ∙∑(−1)𝑗 (

𝑛

𝑗
)

𝑛

𝑗=0

[𝐷𝑥
(𝑛−𝑗)𝛾+𝑗𝛽

] 𝑓(𝑥)}

∞

𝑛=0

. (52) 

By considering different types of initial conditions, it is possible to determine the 

fractional derivative components in the decomposition (52) by using the properties (9)–

(13), as reported in Table 3. 

Table 3. Fractional derivatives of the considered initial conditions. 

𝑓(𝑥)   

𝑥𝛿 𝐷0
𝐶

𝑥
(𝑛−𝑗)𝛾+𝑗𝛽

 
Γ(𝛿 + 1) ∙ 𝑥𝛿−[(𝑛−𝑗)𝛾+𝑗𝛽]

Γ(𝛿 + 1 − [(𝑛 − 𝑗)𝛾 + 𝑗𝛽])
 

sin(𝑥) 𝐷−∞
𝐶

𝑥
(𝑛−𝑗)𝛾+𝑗𝛽

 sin (𝑥 +
[(𝑛 − 𝑗)𝛾 + 𝑗𝛽]𝜋

2
) 

cos(𝑥) 𝐷−∞
𝐶

𝑥
(𝑛−𝑗)𝛾+𝑗𝛽

 cos (𝑥 +
[(𝑛 − 𝑗)𝛾 + 𝑗𝛽]𝜋

2
) 

𝑒𝑎𝑥 𝐷−∞
𝐶

𝑥
(𝑛−𝑗)𝛾+𝑗𝛽

 𝑎(𝑛−𝑗)𝛾+𝑗𝛽 ∙ 𝑒𝑎𝑥 

This is presented to mention that all the considered initial conditions are sufficiently 

derivable in their domain in a fractional sense. Moreover, the expression of the differin-

tegral is explicitly known for specific base points and for any fractional derivation order. 

The integral terms assume the form as reported in Table 4 for different kinds of tem-

poral functions. 

Table 4. Recursive temporal Riemann integration terms in ADM decomposition. 

𝑔(𝑡) 𝕀0
[𝑛𝑔]

𝑡
𝑛(𝑡) 

𝑡𝜔 
𝑡𝑛(𝜔+1)

𝑛! (𝜔 + 1)𝑛
 

(48)

leading to the following general solution:

u(x, t) =
∞

∑
n=0

un(x, t) =
∞

∑
n=0

{
tn

n!
·

n

∑
j=0

(−1)j
(

n
j

)[
D(n−j)γ+jβ

x

]
f (x)

}
, (49)

Additionally, for the standard Advection–Diffusion Equation with β = 1 and γ = 2, the
following is observed:

u(x, t) =
∞

∑
n=0

un(x, t) =
∞

∑
n=0

{
tn

n!
·

n

∑
j=0

(−1)j
(

n
j

)[
D(2n−j)

x

]
f (x)

}
. (50)
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7. Numerical Implementation

Consider SFRADE-T with convection and advection terms equal to g(t) and an initial
condition: {

∂u
∂t + g(t) ∂βu

∂xβ = g(t) ∂γu
∂xγ

u(x, 0) = f (x)
,

0 < α ≤ 1,
0 < β ≤ 1,
1 < γ ≤ 2,

(51)

Additionally, the ADM solution assumes the form:

u(x, t) =
∞

∑
n=0

un(x, t) =
∞

∑
n=0

{
[ng]

0
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n

t (t)·
n

∑
j=0

(−1)j
(

n
j

)[
D(n−j)γ+jβ

x

]
f (x)

}
. (52)

By considering different types of initial conditions, it is possible to determine the
fractional derivative components in the decomposition (52) by using the properties (9)–(13),
as reported in Table 3.

Table 3. Fractional derivatives of the considered initial conditions.

f (x)

xδ C
0 D(n−j)γ+jβ

x
Γ(δ+1)·xδ−[(n−j)γ+jβ]

Γ(δ+1−[(n−j)γ+jβ])

sin(x) C
−∞D(n−j)γ+jβ

x sin
(

x + [(n−j)γ+jβ]π
2

)
cos(x) C

−∞D(n−j)γ+jβ
x cos

(
x + [(n−j)γ+jβ]π

2

)
eax C

−∞D(n−j)γ+jβ
x

a(n−j)γ+jβ·eax

This is presented to mention that all the considered initial conditions are sufficiently
derivable in their domain in a fractional sense. Moreover, the expression of the differintegral
is explicitly known for specific base points and for any fractional derivation order.

The integral terms assume the form as reported in Table 4 for different kinds of
temporal functions.

Table 4. Recursive temporal Riemann integration terms in ADM decomposition.

g(t) [ng]
0
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n

t (t)

tω tn(ω+1)

n!(ω+1)n

cosh(t) sinhn(t)
n!

cos(t) sinn(t)
n!

sin(t)

(
1.

(Diag[
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The assumption of taking such expressions for the diffusion coefficient is based on 
the fact that, even in the hypothesis that the scalar function 𝐾(𝑡) is linked to other func-
tional relations, it is, however, possible to derive an approximation of 𝐾(𝑡) as a linear 
combination of these basic functions. The possibility of superimposing the results is a fun-
damental characteristic of having innovatively applied the ADM to SFRADE-T equations, 
thus allowing for the consideration of any advective–diffusive parameter, as well as cor-
respondingly giving generality to the obtained results. 
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T

)
(1,n+1)

·(
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1.(Diag[𝔸 ⊗ Ref𝔸])= 1𝑛! 0! 1(𝑛 − 1)! 1! 1(𝑛 − 2)! 2! ⋯ 12! (𝑛 − 2)! 11! (𝑛 − 1)! 10! 𝑛! , (57)

where; 1. denotes that the operation/is referred component per component, as shown 
above. See Appendix C for detailed calculations of 𝕀[ ] (𝑡). 

The assumption of taking such expressions for the diffusion coefficient is based on 
the fact that, even in the hypothesis that the scalar function 𝐾(𝑡) is linked to other func-
tional relations, it is, however, possible to derive an approximation of 𝐾(𝑡) as a linear 
combination of these basic functions. The possibility of superimposing the results is a fun-
damental characteristic of having innovatively applied the ADM to SFRADE-T equations, 
thus allowing for the consideration of any advective–diffusive parameter, as well as cor-
respondingly giving generality to the obtained results. 
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the fact that, even in the hypothesis that the scalar function 𝐾(𝑡) is linked to other func-
tional relations, it is, however, possible to derive an approximation of 𝐾(𝑡) as a linear 
combination of these basic functions. The possibility of superimposing the results is a fun-
damental characteristic of having innovatively applied the ADM to SFRADE-T equations, 
thus allowing for the consideration of any advective–diffusive parameter, as well as cor-
respondingly giving generality to the obtained results. 

)(n+1,n+1)·COSH(n+1,1)
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The assumption of taking such expressions for the diffusion coefficient is based on 
the fact that, even in the hypothesis that the scalar function 𝐾(𝑡) is linked to other func-
tional relations, it is, however, possible to derive an approximation of 𝐾(𝑡) as a linear 
combination of these basic functions. The possibility of superimposing the results is a fun-
damental characteristic of having innovatively applied the ADM to SFRADE-T equations, 
thus allowing for the consideration of any advective–diffusive parameter, as well as cor-
respondingly giving generality to the obtained results. 
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combination of these basic functions. The possibility of superimposing the results is a fun-
damental characteristic of having innovatively applied the ADM to SFRADE-T equations, 
thus allowing for the consideration of any advective–diffusive parameter, as well as cor-
respondingly giving generality to the obtained results. 
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The assumption of taking such expressions for the diffusion coefficient is based on 
the fact that, even in the hypothesis that the scalar function 𝐾(𝑡) is linked to other func-
tional relations, it is, however, possible to derive an approximation of 𝐾(𝑡) as a linear 
combination of these basic functions. The possibility of superimposing the results is a fun-
damental characteristic of having innovatively applied the ADM to SFRADE-T equations, 
thus allowing for the consideration of any advective–diffusive parameter, as well as cor-
respondingly giving generality to the obtained results. 
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where; 1. denotes that the operation/is referred component per component, as shown 
above. See Appendix C for detailed calculations of 𝕀[ ] (𝑡). 

The assumption of taking such expressions for the diffusion coefficient is based on 
the fact that, even in the hypothesis that the scalar function 𝐾(𝑡) is linked to other func-
tional relations, it is, however, possible to derive an approximation of 𝐾(𝑡) as a linear 
combination of these basic functions. The possibility of superimposing the results is a fun-
damental characteristic of having innovatively applied the ADM to SFRADE-T equations, 
thus allowing for the consideration of any advective–diffusive parameter, as well as cor-
respondingly giving generality to the obtained results. 
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+1 0 0 0 0 0
0 −1 0 0 0 0

0 0
. . . 0 0 0

0 0 0 alm 0 0

0 0 0 0
. . . 0

0 0 0 0 0 (−1)m+1


(n+1,n+1)

, (53)

COS =



1
cos t
cos2 t

...
cos(n−1) t

cosn t


, COSH =



coshn t
cosh(n−1) t
cosh(n−2) t

...
cosh t

1


, EXP =



en·t

e(n−1)·t

e(n−2)·t

...
et

1


, (54)
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the fact that, even in the hypothesis that the scalar function 𝐾(𝑡) is linked to other func-
tional relations, it is, however, possible to derive an approximation of 𝐾(𝑡) as a linear 
combination of these basic functions. The possibility of superimposing the results is a fun-
damental characteristic of having innovatively applied the ADM to SFRADE-T equations, 
thus allowing for the consideration of any advective–diffusive parameter, as well as cor-
respondingly giving generality to the obtained results. 
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n!
(n− 1)!
(n− 2)!
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2!
1!
0!
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above. See Appendix C for detailed calculations of 𝕀[ ] (𝑡). 

The assumption of taking such expressions for the diffusion coefficient is based on 
the fact that, even in the hypothesis that the scalar function 𝐾(𝑡) is linked to other func-
tional relations, it is, however, possible to derive an approximation of 𝐾(𝑡) as a linear 
combination of these basic functions. The possibility of superimposing the results is a fun-
damental characteristic of having innovatively applied the ADM to SFRADE-T equations, 
thus allowing for the consideration of any advective–diffusive parameter, as well as cor-
respondingly giving generality to the obtained results. 

)T =


n!0! n!1! n!2! · · · n!(n− 1)! n!n!

(n− 1)!0! (n− 1)!1! (n− 1)!2! · · · (n− 1)!(n− 1)! (n− 1)!n!
...

...
...

...
...

...
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, (56)
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The assumption of taking such expressions for the diffusion coefficient is based on 
the fact that, even in the hypothesis that the scalar function 𝐾(𝑡) is linked to other func-
tional relations, it is, however, possible to derive an approximation of 𝐾(𝑡) as a linear 
combination of these basic functions. The possibility of superimposing the results is a fun-
damental characteristic of having innovatively applied the ADM to SFRADE-T equations, 
thus allowing for the consideration of any advective–diffusive parameter, as well as cor-
respondingly giving generality to the obtained results. 
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0!n!

]
, (57)

where; 1. denotes that the operation/is referred component per component, as shown

above. See Appendix C for detailed calculations of [ng]
0
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n

t (t).
The assumption of taking such expressions for the diffusion coefficient is based on the

fact that, even in the hypothesis that the scalar function K(t) is linked to other functional
relations, it is, however, possible to derive an approximation of K(t) as a linear combination
of these basic functions. The possibility of superimposing the results is a fundamental char-
acteristic of having innovatively applied the ADM to SFRADE-T equations, thus allowing
for the consideration of any advective–diffusive parameter, as well as correspondingly
giving generality to the obtained results.

In the following, a graphical representation of some solutions expressed by the terms
calculated above (via Matlab R2022b) is illustrated, where different kind of differential
equations have been compared, both fractional and integer, subjected to the same initial
conditions u(x, 0) = f (x) and 0 < α ≤ 1, 0 < β ≤ 1, 1 < γ ≤ 2 (Table 5).
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Table 5. Types of equations considered when 0 < α ≤ 1, 0 < β ≤ 1, 1 < γ ≤ 2.

ADE Advection–Diffusion Equation ∂u
∂t +

∂u
∂x = ∂2u

∂x2

ADE-T
Advection–Diffusion

Equation-Time dependent
advective and diffusive terms

∂u
∂t + g(t) ∂u

∂x = g(t) ∂2u
∂x2

SFRADE Space FRactional
Advection–Diffusion Equation

∂u
∂t +

∂βu
∂xβ = ∂γu

∂xγ

SFRADE-T

Space FRactional
Advection–Diffusion

Equation-Time dependent
advective and diffusive terms

∂u
∂t + g(t) ∂βu

∂xβ = g(t) ∂γu
∂xγ

g(t) = et, f(x) = sin(x)

The ADM solution for (52) is given by (Figures 1 and 2):

u(x, t) =
+∞

∑
n=0

{(
1.

(Diag[
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where; 1. denotes that the operation/is referred component per component, as shown 
above. See Appendix C for detailed calculations of 𝕀[ ] (𝑡). 

The assumption of taking such expressions for the diffusion coefficient is based on 
the fact that, even in the hypothesis that the scalar function 𝐾(𝑡) is linked to other func-
tional relations, it is, however, possible to derive an approximation of 𝐾(𝑡) as a linear 
combination of these basic functions. The possibility of superimposing the results is a fun-
damental characteristic of having innovatively applied the ADM to SFRADE-T equations, 
thus allowing for the consideration of any advective–diffusive parameter, as well as cor-
respondingly giving generality to the obtained results. 
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the fact that, even in the hypothesis that the scalar function 𝐾(𝑡) is linked to other func-
tional relations, it is, however, possible to derive an approximation of 𝐾(𝑡) as a linear 
combination of these basic functions. The possibility of superimposing the results is a fun-
damental characteristic of having innovatively applied the ADM to SFRADE-T equations, 
thus allowing for the consideration of any advective–diffusive parameter, as well as cor-
respondingly giving generality to the obtained results. 

])T

)
·
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⎝⎜⎜
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where; 1. denotes that the operation/is referred component per component, as shown 
above. See Appendix C for detailed calculations of 𝕀[ ] (𝑡). 

The assumption of taking such expressions for the diffusion coefficient is based on 
the fact that, even in the hypothesis that the scalar function 𝐾(𝑡) is linked to other func-
tional relations, it is, however, possible to derive an approximation of 𝐾(𝑡) as a linear 
combination of these basic functions. The possibility of superimposing the results is a fun-
damental characteristic of having innovatively applied the ADM to SFRADE-T equations, 
thus allowing for the consideration of any advective–diffusive parameter, as well as cor-
respondingly giving generality to the obtained results. 

· EXP·
n

∑
j=0

(−1)j
(

n
j

)
sin
(

x +
[(n− j)γ + jβ]π

2

)}
. (58)
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Figure 1. Three‐dimensional plots of  𝑢 𝑥, 𝑡   for SFRADE‐T with temporal advection and diffusion 

terms  𝑔 𝑡 𝑒   and initial condition  𝑓 𝑥 𝑠𝑖𝑛 𝑥   for different values of  𝛽  and  𝛾. 
Figure 1. Three-dimensional plots of u(x, t) for SFRADE-T with temporal advection and diffusion
terms g(t) = et and initial condition f (x) = sin(x) for different values of β and γ.
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Figure 2. Two‐dimensional plots of  𝑢 𝑥, 𝑡   for SFRADE‐T with temporal advection and diffusion 

terms  𝑔 𝑡 𝑒 ,  initial  condition  𝑓 𝑥 𝑠𝑖𝑛 𝑥   and  𝑡 1.0   for  different  values  of  𝛽   and  𝛾 , 
comparing SFRADE‐T, ADE‐T, SFRADE and ADE. (a)  𝛽 0.2, 𝛾 1.2, (b)  𝛽 0.8, 𝛾 1.2, (c)  𝛽
0.2, 𝛾 1.8, (d)  𝛽 0.8, 𝛾 1.8. 
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Figure 2. Two-dimensional plots of u(x, t) for SFRADE-T with temporal advection and diffusion
terms g(t) = et, initial condition f (x) = sin(x) and t = 1.0 for different values of β and γ, comparing
SFRADE-T, ADE-T, SFRADE and ADE. (a) β = 0.2, γ = 1.2, (b) β = 0.8, γ = 1.2, (c) β = 0.2, γ = 1.8,
(d) β = 0.8, γ = 1.8.

g(t) = sinh(t), f(x) = sin(x)

The ADM solution for (52) is given by (Figures 3 and 4):

u(x, t) =
+∞

∑
n=0

{(
1.

(Diag[
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above. See Appendix C for detailed calculations of 𝕀[ ] (𝑡). 

The assumption of taking such expressions for the diffusion coefficient is based on 
the fact that, even in the hypothesis that the scalar function 𝐾(𝑡) is linked to other func-
tional relations, it is, however, possible to derive an approximation of 𝐾(𝑡) as a linear 
combination of these basic functions. The possibility of superimposing the results is a fun-
damental characteristic of having innovatively applied the ADM to SFRADE-T equations, 
thus allowing for the consideration of any advective–diffusive parameter, as well as cor-
respondingly giving generality to the obtained results. 
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respondingly giving generality to the obtained results. 

])T

)
·

Mathematics 2023, 11, x FOR PEER REVIEW 12 of 28 
 

 

cosh(𝑡) sinh (𝑡)𝑛!  cos(𝑡) sin (𝑡)𝑛!  sin(𝑡) 
1.(Diag[𝔸 ⊗ Ref𝔸]) ( , ) ∙ (𝕴)( , ) ∙ 𝐂𝐎𝐒( , ) sinh(𝑡) 

1.(Diag[𝔸 ⊗ Ref𝔸]) ( , ) ∙ (𝕴)( , ) ∙ 𝐂𝐎𝐒𝐇( , ) 𝑒  
1.(Diag[𝔸 ⊗ Ref𝔸]) ( , ) ∙ (𝕴)( , ) ∙ 𝐄𝐗𝐏( , ) 

With 

𝕴 =
⎝⎜
⎜⎛

+1 0 0 0 0 00 −1 0 0 0 00 0 ⋱ 0 0 00 0 0 𝑎 0 00 0 0 0 ⋱ 00 0 0 0 0 (−1) ⎠⎟
⎟⎞

( , )
,  (53)

𝐂𝐎𝐒 =
⎝⎜⎜
⎛ 1cos 𝑡cos 𝑡⋮cos( ) 𝑡cos 𝑡 ⎠⎟⎟

⎞ , 𝐂𝐎𝐒𝐇 =
⎝⎜
⎜⎛

cosh 𝑡cosh( ) 𝑡cosh( ) 𝑡⋮cosh 𝑡1 ⎠⎟
⎟⎞ , 𝐄𝐗𝐏 =

⎝⎜
⎜⎛

𝑒 ∙𝑒( )∙𝑒( )∙⋮𝑒1 ⎠⎟
⎟⎞ , (54)

𝔸 =
⎝⎜
⎜⎜⎛

𝑛!(𝑛 − 1)!(𝑛 − 2)!⋮2!1!0! ⎠⎟
⎟⎟⎞ , Ref𝔸 =

⎝⎜
⎜⎜⎛

0!1!2!⋮(𝑛 − 2)!(𝑛 − 1)!𝑛! ⎠⎟
⎟⎟⎞ , (55)

𝔸 ⊗ Ref𝔸 = 𝔸(Ref𝔸) =
= ⎝⎜

⎛ 𝑛! 0! 𝑛! 1! 𝑛! 2! ⋯ 𝑛! (𝑛 − 1)! 𝑛! 𝑛!(𝑛 − 1)! 0! (𝑛 − 1)! 1! (𝑛 − 1)! 2! ⋯ (𝑛 − 1)! (𝑛 − 1)! (𝑛 − 1)! 𝑛!⋮ ⋮ ⋮ ⋮ ⋮ ⋮1! 0! 1! 1! 1! 2! ⋯ 1! (𝑛 − 1)! 1! 𝑛!0! 0! 0! 1! 0! 2! ⋯ 0! (𝑛 − 1)! 0! 𝑛! ⎠⎟
⎞, (56)

1.(Diag[𝔸 ⊗ Ref𝔸])= 1𝑛! 0! 1(𝑛 − 1)! 1! 1(𝑛 − 2)! 2! ⋯ 12! (𝑛 − 2)! 11! (𝑛 − 1)! 10! 𝑛! , (57)

where; 1. denotes that the operation/is referred component per component, as shown 
above. See Appendix C for detailed calculations of 𝕀[ ] (𝑡). 

The assumption of taking such expressions for the diffusion coefficient is based on 
the fact that, even in the hypothesis that the scalar function 𝐾(𝑡) is linked to other func-
tional relations, it is, however, possible to derive an approximation of 𝐾(𝑡) as a linear 
combination of these basic functions. The possibility of superimposing the results is a fun-
damental characteristic of having innovatively applied the ADM to SFRADE-T equations, 
thus allowing for the consideration of any advective–diffusive parameter, as well as cor-
respondingly giving generality to the obtained results. 

·COSH·
n

∑
j=0

(−1)j
(

n
j

)
sin
(

x +
[(n− j)γ + jβ]π

2

)}
. (59)



Mathematics 2023, 11, 2657 16 of 30
Mathematics 2023, 11, 2657  7  of  20 
 

 

   

Figure 3. Three‐dimensional plots of  𝑢 𝑥, 𝑡   for SFRADE‐T with temporal advection and diffusion 

terms  𝑔 𝑡 𝑠𝑖𝑛ℎ 𝑡   and initial condition  𝑓 𝑥 𝑠𝑖𝑛 𝑥   for different values of  𝛽  and  𝛾. 

   

Figure 3. Three-dimensional plots of u(x, t) for SFRADE-T with temporal advection and diffusion
terms g(t) = sinh(t) and initial condition f (x) = sin(x) for different values of β and γ.

g(t) = cosh(t), f(x) = sin(x)

The ADM solution for (52) is given by (Figures 5 and 6):

u(x, t) =
+∞

∑
n=0

{
sinhn(t)

n!
·

n

∑
j=0

(−1)j
(

n
j

)
sin
(

x +
[(n− j)γ + jβ]π

2

)}
. (60)

By examining the results, the nonlocality of the fractional derivatives emerges, and it
appears to affect the solution, influencing both the shape and the global diffusion velocity.
Particularly, relating the influence of the fractional order for diffusion and advective terms,
it is possible to deduce a similar general trend: by increasing the value of the advective
order β, the slope of the surfaces decreases, indicating that the solution profiles assume
higher values with a decrease in the diffusion velocity. On the other hand, the higher the γ
value, the more the slope of the surfaces increases, deducing an increase in the diffusion rate.
This means that the typical delayed behavior of the fractional regime response is mainly
due to the fractional Laplacian (fractional second order derivative in one dimensions),
rather than to the time dependence of the diffusion and advection terms.

In fact, looking at Figure 2, comparing ADE/SFRADE and ADE-T/SFRADE-T, it is
possible to notice that the concentration profiles referred to fractional differential problems
show a delay in the sinusoidal waves. This is the typical behavior of fractional solutions
compared to integer ones, as said before.
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terms  𝑔 𝑡 𝑠𝑖𝑛ℎ 𝑡 ,  initial condition  𝑓 𝑥 𝑠𝑖𝑛 𝑥   and  𝑡 1.0   for different values of  𝛽  and 
𝛾, comparing SFRADE‐T, ADE‐T, SFRADE, and ADE. (a)  𝛽 0.2, 𝛾 1.2, (b)  𝛽 0.8, 𝛾 1.2, (c) 
𝛽 0.2, 𝛾 1.8, (d)  𝛽 0.8, 𝛾 1.8. 
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Figure 4. Two-dimensional plots of u(x, t) for SFRADE-T with temporal advection and diffusion
terms g(t) = sinh(t), initial condition f (x) = sin(x) and t = 1.0 for different values of β and γ,
comparing SFRADE-T, ADE-T, SFRADE, and ADE. (a) β = 0.2, γ = 1.2, (b) β = 0.8, γ = 1.2,
(c) β = 0.2, γ = 1.8, (d) β = 0.8, γ = 1.8.
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Figure 5. Three-dimensional plots of u(x, t) for SFRADE-T with temporal advection and diffusion
terms g(t) = cosh(t) and initial condition f (x) = sin(x) for different values of β and γ.

In order to observe the effect of the temporal functions used to model advective and
diffusion coefficients, ADE/ADE-T and SFRADE/SFRADE-T are considered. In both cases,
the concentration profiles with temporal diffusive and advective terms assume lower values
than the respective profiles equipped with constant terms, which consists in a delay in
the response, so demonstrating to enhance the behavior evidenced when taking constant
coefficients. The same phenomenon appears (Figure 6) with g(t) = cosh(t). Differently,
if now g(t) = sinh(t) with same initial condition (Figure 4), an opposite trend is shown,
where the concentration profiles with temporal advective and diffusion terms exhibit higher
values than the non-temporal standard solutions.

Correspondingly, it is evidenced that, when accounting for geometric nonlinearities
within saturated porous media, the fractional model does not give a single and unique

solution, being the behavior driven by the temporal functions adopted to model
−
u and

−
K in

(21): different trends can be derived, not attributable to a general character, as in the case of
standard fractional approaches. Such a finding suggests that small strains (i.e., constant
diffusivity) could overpredict concentrations profiles, even when a material heterogeneity
is included, in comparison with the large strains solution. Hence, the necessity of a deeper
analysis of the phenomenon, made evident by the inclusion of fractional operators treated
via ADM, is established and it is being subject of a future work.
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Figure 6. Two-dimensional plots of u(x, t) for SFRADE-T with temporal advection and diffusion
terms g(t) = cosh(t), initial condition f (x) = sin(x), and t = 1.0 for different values of β and γ,
comparing SFRADE-T, ADE-T, SFRADE, and ADE. (a) β = 0.2, γ = 1.2, (b) β = 0.8, γ = 1.2,
(c) β = 0.2, γ = 1.8, (d) β = 0.8, γ = 1.8.

8. Conclusions

A series of Adomian decomposition solutions of space–time Fractional Advection-
Diffusion Equations, focusing on the temporal dependence of the advective and diffusion
terms, has been here presented. The diffusion and advection coefficients are modelled
by space–time scalar functions, leading to a more complex mathematical structure that
physically takes into account variable permeability throughout the domain due to a strain-
dependent permeability tensor. The ADM has been revealed to be computationally efficient,
avoiding linearization and discretization problems, via the Caputo derivative definition.
Particularly, a novel general formulation for differential problems, equipped with different
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time scalar functions as coefficients, has been derived. The time fractional differential
order derivative is replaced by an integer one, so the Riemann-Liouville fractional integral
becomes the standard Riemann integral, and the same function for advective and diffusion
terms is selected. The crucial result resides on the time-dependence of advective and
diffusion terms influencing the general behavior. Hence, apart from an ad-hoc symbolic
representation for compactly expressing the recursive structure of the resulting advective-
diffusive terms, the novelty resides in applying the ADM to overcome the critical issue
of geometric nonlinearities when dealing with modeling transport phenomena within
porous media, physically represented by variable advection and diffusion coefficients
within fractional transport equations. Correspondingly, the ADM, generally used for
standard fractional equations, has been found to efficiently treat such nonlinear sources,
reducing the problem to the superposition of different solutions. Again, thanks to such a
novel application, even new results have been reached indicating that the long tail effect
typical of the fractional contribution would not give a unique effect when modeling porous
media behavior in large strains. Particularly, concentration profiles can be under- or over-
estimated when compared to the small strain-non fractional ones. Such an observation,
which could be easily attained via the adoption of the ADM, gives promising suggestions
for a further understanding of the phenomenon.
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Appendix A

In the following, the correlation between the time integrals and space derivatives for
each n is described, where the last column of the tables indicates the fractional derivative
associated with that series of fractional integrals which are, as previously described, the
rows of
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and so on. 

Therefore, the matrix 𝕯 can be considered as a block matrix or partitioned matrix, 

whose blocks are the submatrices 𝕯′. One can change the position of the single blocks 
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then: 

𝕁  𝕯 , ( ) (𝑡) =  

= 𝕁 𝕯 [ , ]  (𝑡) + 𝕁 𝕯 [ , ]  (𝑡) + ⋯ + 𝕁 𝕯 ,   (𝑡) = 𝕁 𝕯 [ , ]  (𝑡), (37) 

where; 0 and 𝑡 are the bounds of the fractional integral. 
By recalling the definitions above we can calculate some components, reported in 

Table 1. 
  

α

t (t) → Dγ
x
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In the following, a novel compact symbolic notation is introduced, allowing for short-

ening of the required recursive operations. 

Definition 5. 𝕯 is called a DIRECTION MATRIX, whose lines indicate the “direction” to be 

respected for the sequence of functions that are involved in the temporal fractional integration. 𝕯 ∈

ℳ[𝐷𝑝,𝑛
′ =𝑝𝑛,𝑛] , where 𝐷𝑝,𝑛

′ = 𝑝𝑛  with 𝑛 ∈ ℕ defines the dispositions with repetition of 𝑝  ele-

ments of class 𝑛. In this context, 𝑝 = 2 is 𝑔(𝑡) and ℎ(𝑡), so 𝐷2,𝑛
′ = 2𝑛.  

𝕯[21,1] = [
𝑔
ℎ
] , 𝕯[22,2] = [

𝑔 𝑔
𝑔 ℎ
ℎ 𝑔
ℎ ℎ

] , 𝕯[23,3] =

[
 
 
 
 
 
 
 
𝑔 𝑔 𝑔
𝑔 𝑔 ℎ
𝑔 ℎ 𝑔
ℎ 𝑔 𝑔
𝑔 ℎ ℎ
ℎ 𝑔 ℎ
ℎ ℎ 𝑔
ℎ ℎ ℎ]

 
 
 
 
 
 
 

, ⋯ .  (30) 

Therefore, one can construct a specific direction matrix for every natural number 𝑛 ∈

ℕ. The order of the rows and columns is not fundamental in the formation of the matrix 

𝕯, and any movement of them does not change its meaning, and then it is not unique. 

However, as reported below, it is to be specifically structured to correctly and compactly 

represent the reached solution. 

Definition 6. A submatrix of 𝕯, where each row contains a number of functions, 𝑔(𝑡), is equal 

to (𝑛 − 𝑗), and a number of ℎ(𝑡) is equal to 𝑗, which is a dummy index that goes from 0 to 𝑛, 

is defined as: 

𝕯′
[(
𝑛
𝑗),𝑛]

|
(𝑛−𝑗)𝑔

𝑗ℎ

.  (31) 

In order to better understand the listed symbolic representations, let us consider the 

already explicitly expressed cases for 𝑛 =  1,2,3 (30), where the different submatrices 𝕯′ 

are defined for every 𝑛 and for each direction matrix. 

𝕯[21,1] =

{
 
 

 
 𝕯′

[(
1
0
)=1,1]

|
1𝑔

0ℎ

→ [𝑔]

𝕯′
[(
1
1
)=1,1]

|
0𝑔

1ℎ

→ [ℎ]

, 𝕯[23,3] =

{
 
 
 

 
 
 𝕯′

[(
2
0
)=1,2]

|
2𝑔

0ℎ

→ [𝑔 𝑔]

𝕯′
[(
2
1
)=2,2]

|
1𝑔

1ℎ

→ [
𝑔 ℎ
ℎ 𝑔

]

𝕯′
[(
2
2
)=1,2]

|
0𝑔

2ℎ

→ [ℎ ℎ]

𝕯[23,3] =

{
 
 
 
 
 

 
 
 
 
 𝕯′

[(
3
0
)=1,3]

|
3𝑔

0ℎ

→ [𝑔 𝑔 𝑔]

𝕯′
[(
3
1
)=3,3]

|
2𝑔

1ℎ

→ [

𝑔 𝑔 ℎ
𝑔 ℎ 𝑔
ℎ 𝑔 𝑔

]

𝕯′
[(
3
2
)=3,3]

|
1𝑔

2ℎ

→ [

𝑔 ℎ ℎ
ℎ 𝑔 ℎ
ℎ ℎ 𝑔

]

𝕯′
[(
3
3
)=1,3]

|
0𝑔

3ℎ

→ [ℎ ℎ ℎ]

 (32) 

and so on. 

Therefore, the matrix 𝕯 can be considered as a block matrix or partitioned matrix, 

whose blocks are the submatrices 𝕯′. One can change the position of the single blocks 

’

[(
1
1
)=1,1]

∣∣∣∣∣∣∣∣
1h

0g

h → RL[h]
0
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In the following, a novel compact symbolic notation is introduced, allowing for short-

ening of the required recursive operations. 

Definition 5. 𝕯 is called a DIRECTION MATRIX, whose lines indicate the “direction” to be 

respected for the sequence of functions that are involved in the temporal fractional integration. 𝕯 ∈

ℳ[𝐷𝑝,𝑛
′ =𝑝𝑛,𝑛] , where 𝐷𝑝,𝑛

′ = 𝑝𝑛  with 𝑛 ∈ ℕ defines the dispositions with repetition of 𝑝  ele-

ments of class 𝑛. In this context, 𝑝 = 2 is 𝑔(𝑡) and ℎ(𝑡), so 𝐷2,𝑛
′ = 2𝑛.  

𝕯[21,1] = [
𝑔
ℎ
] , 𝕯[22,2] = [

𝑔 𝑔
𝑔 ℎ
ℎ 𝑔
ℎ ℎ

] , 𝕯[23,3] =

[
 
 
 
 
 
 
 
𝑔 𝑔 𝑔
𝑔 𝑔 ℎ
𝑔 ℎ 𝑔
ℎ 𝑔 𝑔
𝑔 ℎ ℎ
ℎ 𝑔 ℎ
ℎ ℎ 𝑔
ℎ ℎ ℎ]

 
 
 
 
 
 
 

, ⋯ .  (30) 

Therefore, one can construct a specific direction matrix for every natural number 𝑛 ∈

ℕ. The order of the rows and columns is not fundamental in the formation of the matrix 

𝕯, and any movement of them does not change its meaning, and then it is not unique. 

However, as reported below, it is to be specifically structured to correctly and compactly 

represent the reached solution. 

Definition 6. A submatrix of 𝕯, where each row contains a number of functions, 𝑔(𝑡), is equal 

to (𝑛 − 𝑗), and a number of ℎ(𝑡) is equal to 𝑗, which is a dummy index that goes from 0 to 𝑛, 

is defined as: 

𝕯′
[(
𝑛
𝑗),𝑛]

|
(𝑛−𝑗)𝑔

𝑗ℎ

.  (31) 

In order to better understand the listed symbolic representations, let us consider the 

already explicitly expressed cases for 𝑛 =  1,2,3 (30), where the different submatrices 𝕯′ 

are defined for every 𝑛 and for each direction matrix. 

𝕯[21,1] =

{
 
 

 
 𝕯′

[(
1
0
)=1,1]

|
1𝑔

0ℎ

→ [𝑔]

𝕯′
[(
1
1
)=1,1]

|
0𝑔

1ℎ

→ [ℎ]

, 𝕯[23,3] =

{
 
 
 

 
 
 𝕯′

[(
2
0
)=1,2]

|
2𝑔

0ℎ

→ [𝑔 𝑔]

𝕯′
[(
2
1
)=2,2]

|
1𝑔

1ℎ

→ [
𝑔 ℎ
ℎ 𝑔

]

𝕯′
[(
2
2
)=1,2]

|
0𝑔

2ℎ

→ [ℎ ℎ]

𝕯[23,3] =

{
 
 
 
 
 

 
 
 
 
 𝕯′

[(
3
0
)=1,3]

|
3𝑔

0ℎ

→ [𝑔 𝑔 𝑔]

𝕯′
[(
3
1
)=3,3]

|
2𝑔

1ℎ

→ [

𝑔 𝑔 ℎ
𝑔 ℎ 𝑔
ℎ 𝑔 𝑔

]

𝕯′
[(
3
2
)=3,3]

|
1𝑔

2ℎ

→ [

𝑔 ℎ ℎ
ℎ 𝑔 ℎ
ℎ ℎ 𝑔

]

𝕯′
[(
3
3
)=1,3]

|
0𝑔

3ℎ

→ [ℎ ℎ ℎ]

 (32) 

and so on. 

Therefore, the matrix 𝕯 can be considered as a block matrix or partitioned matrix, 

whose blocks are the submatrices 𝕯′. One can change the position of the single blocks 

=
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𝑔 𝑔 𝑔
𝑔 𝑔 ℎ
𝑔 ℎ 𝑔
ℎ 𝑔 𝑔
𝑔 ℎ ℎ
ℎ 𝑔 ℎ
ℎ ℎ 𝑔
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, ⋯ .  (30) 

Therefore, one can construct a specific direction matrix for every natural number 𝑛 ∈

ℕ. The order of the rows and columns is not fundamental in the formation of the matrix 

𝕯, and any movement of them does not change its meaning, and then it is not unique. 

However, as reported below, it is to be specifically structured to correctly and compactly 

represent the reached solution. 

Definition 6. A submatrix of 𝕯, where each row contains a number of functions, 𝑔(𝑡), is equal 

to (𝑛 − 𝑗), and a number of ℎ(𝑡) is equal to 𝑗, which is a dummy index that goes from 0 to 𝑛, 

is defined as: 

𝕯′
[(
𝑛
𝑗),𝑛]

|
(𝑛−𝑗)𝑔

𝑗ℎ

.  (31) 

In order to better understand the listed symbolic representations, let us consider the 

already explicitly expressed cases for 𝑛 =  1,2,3 (30), where the different submatrices 𝕯′ 

are defined for every 𝑛 and for each direction matrix. 

𝕯[21,1] =

{
 
 

 
 𝕯′

[(
1
0
)=1,1]

|
1𝑔

0ℎ

→ [𝑔]

𝕯′
[(
1
1
)=1,1]

|
0𝑔

1ℎ

→ [ℎ]

, 𝕯[23,3] =

{
 
 
 

 
 
 𝕯′

[(
2
0
)=1,2]

|
2𝑔

0ℎ

→ [𝑔 𝑔]

𝕯′
[(
2
1
)=2,2]

|
1𝑔

1ℎ

→ [
𝑔 ℎ
ℎ 𝑔

]

𝕯′
[(
2
2
)=1,2]

|
0𝑔

2ℎ

→ [ℎ ℎ]

𝕯[23,3] =

{
 
 
 
 
 

 
 
 
 
 𝕯′

[(
3
0
)=1,3]

|
3𝑔

0ℎ

→ [𝑔 𝑔 𝑔]

𝕯′
[(
3
1
)=3,3]

|
2𝑔

1ℎ

→ [

𝑔 𝑔 ℎ
𝑔 ℎ 𝑔
ℎ 𝑔 𝑔

]

𝕯′
[(
3
2
)=3,3]

|
1𝑔

2ℎ

→ [

𝑔 ℎ ℎ
ℎ 𝑔 ℎ
ℎ ℎ 𝑔

]

𝕯′
[(
3
3
)=1,3]

|
0𝑔

3ℎ

→ [ℎ ℎ ℎ]

 (32) 

and so on. 

Therefore, the matrix 𝕯 can be considered as a block matrix or partitioned matrix, 

whose blocks are the submatrices 𝕯′. One can change the position of the single blocks 

’

[(
2
0
)=1,2]

∣∣∣∣∣∣∣∣
0h

2g

g g → RL[g,g]
0
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Table 1. 
  

2α
t (t) → D2γ

x
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In the following, a novel compact symbolic notation is introduced, allowing for short-

ening of the required recursive operations. 
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ℳ[𝐷𝑝,𝑛
′ =𝑝𝑛,𝑛] , where 𝐷𝑝,𝑛
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, ⋯ .  (30) 

Therefore, one can construct a specific direction matrix for every natural number 𝑛 ∈

ℕ. The order of the rows and columns is not fundamental in the formation of the matrix 

𝕯, and any movement of them does not change its meaning, and then it is not unique. 

However, as reported below, it is to be specifically structured to correctly and compactly 

represent the reached solution. 

Definition 6. A submatrix of 𝕯, where each row contains a number of functions, 𝑔(𝑡), is equal 

to (𝑛 − 𝑗), and a number of ℎ(𝑡) is equal to 𝑗, which is a dummy index that goes from 0 to 𝑛, 

is defined as: 

𝕯′
[(
𝑛
𝑗),𝑛]

|
(𝑛−𝑗)𝑔

𝑗ℎ

.  (31) 

In order to better understand the listed symbolic representations, let us consider the 

already explicitly expressed cases for 𝑛 =  1,2,3 (30), where the different submatrices 𝕯′ 

are defined for every 𝑛 and for each direction matrix. 

𝕯[21,1] =

{
 
 

 
 𝕯′

[(
1
0
)=1,1]

|
1𝑔

0ℎ

→ [𝑔]

𝕯′
[(
1
1
)=1,1]

|
0𝑔

1ℎ

→ [ℎ]

, 𝕯[23,3] =

{
 
 
 

 
 
 𝕯′

[(
2
0
)=1,2]

|
2𝑔

0ℎ

→ [𝑔 𝑔]

𝕯′
[(
2
1
)=2,2]

|
1𝑔

1ℎ

→ [
𝑔 ℎ
ℎ 𝑔

]

𝕯′
[(
2
2
)=1,2]

|
0𝑔

2ℎ

→ [ℎ ℎ]

𝕯[23,3] =

{
 
 
 
 
 

 
 
 
 
 𝕯′

[(
3
0
)=1,3]

|
3𝑔

0ℎ

→ [𝑔 𝑔 𝑔]

𝕯′
[(
3
1
)=3,3]

|
2𝑔

1ℎ

→ [

𝑔 𝑔 ℎ
𝑔 ℎ 𝑔
ℎ 𝑔 𝑔

]

𝕯′
[(
3
2
)=3,3]

|
1𝑔

2ℎ

→ [

𝑔 ℎ ℎ
ℎ 𝑔 ℎ
ℎ ℎ 𝑔

]

𝕯′
[(
3
3
)=1,3]

|
0𝑔

3ℎ

→ [ℎ ℎ ℎ]

 (32) 

and so on. 

Therefore, the matrix 𝕯 can be considered as a block matrix or partitioned matrix, 

whose blocks are the submatrices 𝕯′. One can change the position of the single blocks 

’

[(
2
1
)=2,2]

∣∣∣∣∣∣∣∣
1h

1g

g h → RL[g,h]
0
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Definition 8. By considering 𝑵[ , ] a matrix of 𝑚 × 𝑛 functions, then 𝕁 𝑵 (𝑡) is the Rie-
mann-Liouville fractional integral term, defined as follow: 

𝕁 𝐍 (𝑡) = 𝕁 𝐍[ , ] (𝑡) + 𝕁 𝐍[ , ] (𝑡) + ⋯ + 𝕁 𝐍[ , ] (𝑡) = 𝕁 𝐍[ , ] (𝑡). (35) 

By adopting: 

𝐍[ , ] = 𝕯 , ( )   (36)

then: 

𝕁  𝕯 , ( ) (𝑡) =  

= 𝕁 𝕯 [ , ]  (𝑡) + 𝕁 𝕯 [ , ]  (𝑡) + ⋯ + 𝕁 𝕯 ,   (𝑡) = 𝕁 𝕯 [ , ]  (𝑡), (37) 

where; 0 and 𝑡 are the bounds of the fractional integral. 
By recalling the definitions above we can calculate some components, reported in 

Table 1. 
  

2α
t (t)

→ Dγ+β
xh g → RL[h,g]

0
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t (t)
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In the following, a novel compact symbolic notation is introduced, allowing for short-

ening of the required recursive operations. 

Definition 5. 𝕯 is called a DIRECTION MATRIX, whose lines indicate the “direction” to be 

respected for the sequence of functions that are involved in the temporal fractional integration. 𝕯 ∈

ℳ[𝐷𝑝,𝑛
′ =𝑝𝑛,𝑛] , where 𝐷𝑝,𝑛

′ = 𝑝𝑛  with 𝑛 ∈ ℕ defines the dispositions with repetition of 𝑝  ele-

ments of class 𝑛. In this context, 𝑝 = 2 is 𝑔(𝑡) and ℎ(𝑡), so 𝐷2,𝑛
′ = 2𝑛.  

𝕯[21,1] = [
𝑔
ℎ
] , 𝕯[22,2] = [

𝑔 𝑔
𝑔 ℎ
ℎ 𝑔
ℎ ℎ

] , 𝕯[23,3] =

[
 
 
 
 
 
 
 
𝑔 𝑔 𝑔
𝑔 𝑔 ℎ
𝑔 ℎ 𝑔
ℎ 𝑔 𝑔
𝑔 ℎ ℎ
ℎ 𝑔 ℎ
ℎ ℎ 𝑔
ℎ ℎ ℎ]

 
 
 
 
 
 
 

, ⋯ .  (30) 

Therefore, one can construct a specific direction matrix for every natural number 𝑛 ∈

ℕ. The order of the rows and columns is not fundamental in the formation of the matrix 

𝕯, and any movement of them does not change its meaning, and then it is not unique. 

However, as reported below, it is to be specifically structured to correctly and compactly 

represent the reached solution. 

Definition 6. A submatrix of 𝕯, where each row contains a number of functions, 𝑔(𝑡), is equal 

to (𝑛 − 𝑗), and a number of ℎ(𝑡) is equal to 𝑗, which is a dummy index that goes from 0 to 𝑛, 

is defined as: 

𝕯′
[(
𝑛
𝑗),𝑛]

|
(𝑛−𝑗)𝑔

𝑗ℎ

.  (31) 

In order to better understand the listed symbolic representations, let us consider the 

already explicitly expressed cases for 𝑛 =  1,2,3 (30), where the different submatrices 𝕯′ 

are defined for every 𝑛 and for each direction matrix. 

𝕯[21,1] =

{
 
 

 
 𝕯′

[(
1
0
)=1,1]

|
1𝑔

0ℎ

→ [𝑔]

𝕯′
[(
1
1
)=1,1]

|
0𝑔

1ℎ

→ [ℎ]

, 𝕯[23,3] =

{
 
 
 

 
 
 𝕯′

[(
2
0
)=1,2]

|
2𝑔

0ℎ

→ [𝑔 𝑔]

𝕯′
[(
2
1
)=2,2]

|
1𝑔

1ℎ

→ [
𝑔 ℎ
ℎ 𝑔

]

𝕯′
[(
2
2
)=1,2]

|
0𝑔

2ℎ

→ [ℎ ℎ]

𝕯[23,3] =

{
 
 
 
 
 

 
 
 
 
 𝕯′

[(
3
0
)=1,3]

|
3𝑔

0ℎ

→ [𝑔 𝑔 𝑔]

𝕯′
[(
3
1
)=3,3]

|
2𝑔

1ℎ

→ [

𝑔 𝑔 ℎ
𝑔 ℎ 𝑔
ℎ 𝑔 𝑔

]

𝕯′
[(
3
2
)=3,3]

|
1𝑔

2ℎ

→ [

𝑔 ℎ ℎ
ℎ 𝑔 ℎ
ℎ ℎ 𝑔

]

𝕯′
[(
3
3
)=1,3]

|
0𝑔

3ℎ

→ [ℎ ℎ ℎ]

 (32) 

and so on. 

Therefore, the matrix 𝕯 can be considered as a block matrix or partitioned matrix, 

whose blocks are the submatrices 𝕯′. One can change the position of the single blocks 

’

[(
2
2
)=1,2]

∣∣∣∣∣∣∣∣
2h

0g

h h → RL[h,h]
0
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2α
t (t) → D2β

x

for n = 3 :
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Therefore, one can construct a specific direction matrix for every natural number 𝑛 ∈

ℕ. The order of the rows and columns is not fundamental in the formation of the matrix 

𝕯, and any movement of them does not change its meaning, and then it is not unique. 
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to (𝑛 − 𝑗), and a number of ℎ(𝑡) is equal to 𝑗, which is a dummy index that goes from 0 to 𝑛, 

is defined as: 

𝕯′
[(
𝑛
𝑗),𝑛]

|
(𝑛−𝑗)𝑔

𝑗ℎ

.  (31) 

In order to better understand the listed symbolic representations, let us consider the 

already explicitly expressed cases for 𝑛 =  1,2,3 (30), where the different submatrices 𝕯′ 
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𝕯[21,1] =

{
 
 

 
 𝕯′

[(
1
0
)=1,1]

|
1𝑔

0ℎ

→ [𝑔]

𝕯′
[(
1
1
)=1,1]

|
0𝑔

1ℎ

→ [ℎ]

, 𝕯[23,3] =

{
 
 
 

 
 
 𝕯′

[(
2
0
)=1,2]

|
2𝑔

0ℎ

→ [𝑔 𝑔]

𝕯′
[(
2
1
)=2,2]

|
1𝑔

1ℎ

→ [
𝑔 ℎ
ℎ 𝑔

]

𝕯′
[(
2
2
)=1,2]

|
0𝑔

2ℎ

→ [ℎ ℎ]

𝕯[23,3] =

{
 
 
 
 
 

 
 
 
 
 𝕯′

[(
3
0
)=1,3]

|
3𝑔

0ℎ

→ [𝑔 𝑔 𝑔]

𝕯′
[(
3
1
)=3,3]

|
2𝑔

1ℎ

→ [

𝑔 𝑔 ℎ
𝑔 ℎ 𝑔
ℎ 𝑔 𝑔

]

𝕯′
[(
3
2
)=3,3]

|
1𝑔

2ℎ

→ [

𝑔 ℎ ℎ
ℎ 𝑔 ℎ
ℎ ℎ 𝑔

]

𝕯′
[(
3
3
)=1,3]

|
0𝑔

3ℎ

→ [ℎ ℎ ℎ]

 (32) 

and so on. 

Therefore, the matrix 𝕯 can be considered as a block matrix or partitioned matrix, 

whose blocks are the submatrices 𝕯′. One can change the position of the single blocks 

=
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to (𝑛 − 𝑗), and a number of ℎ(𝑡) is equal to 𝑗, which is a dummy index that goes from 0 to 𝑛, 

is defined as: 

𝕯′
[(
𝑛
𝑗),𝑛]

|
(𝑛−𝑗)𝑔

𝑗ℎ

.  (31) 

In order to better understand the listed symbolic representations, let us consider the 

already explicitly expressed cases for 𝑛 =  1,2,3 (30), where the different submatrices 𝕯′ 

are defined for every 𝑛 and for each direction matrix. 

𝕯[21,1] =

{
 
 

 
 𝕯′

[(
1
0
)=1,1]

|
1𝑔

0ℎ

→ [𝑔]

𝕯′
[(
1
1
)=1,1]

|
0𝑔

1ℎ

→ [ℎ]

, 𝕯[23,3] =

{
 
 
 

 
 
 𝕯′

[(
2
0
)=1,2]

|
2𝑔

0ℎ

→ [𝑔 𝑔]

𝕯′
[(
2
1
)=2,2]

|
1𝑔

1ℎ

→ [
𝑔 ℎ
ℎ 𝑔

]

𝕯′
[(
2
2
)=1,2]

|
0𝑔

2ℎ

→ [ℎ ℎ]

𝕯[23,3] =

{
 
 
 
 
 

 
 
 
 
 𝕯′

[(
3
0
)=1,3]

|
3𝑔

0ℎ

→ [𝑔 𝑔 𝑔]

𝕯′
[(
3
1
)=3,3]

|
2𝑔

1ℎ

→ [

𝑔 𝑔 ℎ
𝑔 ℎ 𝑔
ℎ 𝑔 𝑔

]

𝕯′
[(
3
2
)=3,3]

|
1𝑔

2ℎ

→ [

𝑔 ℎ ℎ
ℎ 𝑔 ℎ
ℎ ℎ 𝑔

]

𝕯′
[(
3
3
)=1,3]

|
0𝑔

3ℎ

→ [ℎ ℎ ℎ]

 (32) 

and so on. 

Therefore, the matrix 𝕯 can be considered as a block matrix or partitioned matrix, 

whose blocks are the submatrices 𝕯′. One can change the position of the single blocks 

’

[(
3
0
)=1,3]

∣∣∣∣∣∣∣∣
0h

3g

g g g → RL[g,g,g]
0
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2α
t (t) → D3γ

x
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1
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ℎ 𝑔 ℎ
ℎ ℎ 𝑔

]

𝕯′
[(
3
3
)=1,3]

|
0𝑔

3ℎ

→ [ℎ ℎ ℎ]

 (32) 

and so on. 
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’

[(
3
1
)=3,3]

∣∣∣∣∣∣∣∣
1h

2g

g g h → RL[g,g,h]
0
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Definition 8. By considering 𝑵[ , ] a matrix of 𝑚 × 𝑛 functions, then 𝕁 𝑵 (𝑡) is the Rie-
mann-Liouville fractional integral term, defined as follow: 
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𝐍[ , ] = 𝕯 , ( )   (36)

then: 

𝕁  𝕯 , ( ) (𝑡) =  

= 𝕁 𝕯 [ , ]  (𝑡) + 𝕁 𝕯 [ , ]  (𝑡) + ⋯ + 𝕁 𝕯 ,   (𝑡) = 𝕁 𝕯 [ , ]  (𝑡), (37) 

where; 0 and 𝑡 are the bounds of the fractional integral. 
By recalling the definitions above we can calculate some components, reported in 

Table 1. 
  

2α
t (t)

→ D2γ+β
x

g h g → RL[g,h,g]
0
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In the following, a novel compact symbolic notation is introduced, allowing for short-
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respected for the sequence of functions that are involved in the temporal fractional integration. 𝕯 ∈

ℳ[𝐷𝑝,𝑛
′ =𝑝𝑛,𝑛] , where 𝐷𝑝,𝑛

′ = 𝑝𝑛  with 𝑛 ∈ ℕ defines the dispositions with repetition of 𝑝  ele-

ments of class 𝑛. In this context, 𝑝 = 2 is 𝑔(𝑡) and ℎ(𝑡), so 𝐷2,𝑛
′ = 2𝑛.  

𝕯[21,1] = [
𝑔
ℎ
] , 𝕯[22,2] = [

𝑔 𝑔
𝑔 ℎ
ℎ 𝑔
ℎ ℎ

] , 𝕯[23,3] =

[
 
 
 
 
 
 
 
𝑔 𝑔 𝑔
𝑔 𝑔 ℎ
𝑔 ℎ 𝑔
ℎ 𝑔 𝑔
𝑔 ℎ ℎ
ℎ 𝑔 ℎ
ℎ ℎ 𝑔
ℎ ℎ ℎ]

 
 
 
 
 
 
 

, ⋯ .  (30) 

Therefore, one can construct a specific direction matrix for every natural number 𝑛 ∈

ℕ. The order of the rows and columns is not fundamental in the formation of the matrix 

𝕯, and any movement of them does not change its meaning, and then it is not unique. 

However, as reported below, it is to be specifically structured to correctly and compactly 

represent the reached solution. 

Definition 6. A submatrix of 𝕯, where each row contains a number of functions, 𝑔(𝑡), is equal 

to (𝑛 − 𝑗), and a number of ℎ(𝑡) is equal to 𝑗, which is a dummy index that goes from 0 to 𝑛, 

is defined as: 

𝕯′
[(
𝑛
𝑗),𝑛]

|
(𝑛−𝑗)𝑔

𝑗ℎ

.  (31) 

In order to better understand the listed symbolic representations, let us consider the 

already explicitly expressed cases for 𝑛 =  1,2,3 (30), where the different submatrices 𝕯′ 

are defined for every 𝑛 and for each direction matrix. 

𝕯[21,1] =

{
 
 

 
 𝕯′

[(
1
0
)=1,1]

|
1𝑔

0ℎ

→ [𝑔]

𝕯′
[(
1
1
)=1,1]

|
0𝑔

1ℎ

→ [ℎ]

, 𝕯[23,3] =

{
 
 
 

 
 
 𝕯′

[(
2
0
)=1,2]

|
2𝑔

0ℎ

→ [𝑔 𝑔]

𝕯′
[(
2
1
)=2,2]

|
1𝑔

1ℎ

→ [
𝑔 ℎ
ℎ 𝑔

]

𝕯′
[(
2
2
)=1,2]

|
0𝑔

2ℎ

→ [ℎ ℎ]

𝕯[23,3] =

{
 
 
 
 
 

 
 
 
 
 𝕯′

[(
3
0
)=1,3]

|
3𝑔

0ℎ

→ [𝑔 𝑔 𝑔]

𝕯′
[(
3
1
)=3,3]

|
2𝑔

1ℎ

→ [

𝑔 𝑔 ℎ
𝑔 ℎ 𝑔
ℎ 𝑔 𝑔

]

𝕯′
[(
3
2
)=3,3]

|
1𝑔

2ℎ

→ [

𝑔 ℎ ℎ
ℎ 𝑔 ℎ
ℎ ℎ 𝑔

]

𝕯′
[(
3
3
)=1,3]

|
0𝑔

3ℎ

→ [ℎ ℎ ℎ]

 (32) 

and so on. 

Therefore, the matrix 𝕯 can be considered as a block matrix or partitioned matrix, 

whose blocks are the submatrices 𝕯′. One can change the position of the single blocks 

’

[(
3
2
)=3,3]

∣∣∣∣∣∣∣∣
2h

1g

g h h → RL[g,h,h]
0
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Table 1. 
  

2α
t (t)

→ Dγ+2β
x

h g h → RL[h,g,h]
0
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𝕯, and any movement of them does not change its meaning, and then it is not unique. 
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represent the reached solution. 
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to (𝑛 − 𝑗), and a number of ℎ(𝑡) is equal to 𝑗, which is a dummy index that goes from 0 to 𝑛, 

is defined as: 

𝕯′
[(
𝑛
𝑗),𝑛]

|
(𝑛−𝑗)𝑔

𝑗ℎ

.  (31) 

In order to better understand the listed symbolic representations, let us consider the 

already explicitly expressed cases for 𝑛 =  1,2,3 (30), where the different submatrices 𝕯′ 

are defined for every 𝑛 and for each direction matrix. 
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 𝕯′
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1
0
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1𝑔
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→ [𝑔]

𝕯′
[(
1
1
)=1,1]

|
0𝑔
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→ [ℎ]
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{
 
 
 

 
 
 𝕯′

[(
2
0
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2𝑔
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→ [𝑔 𝑔]

𝕯′
[(
2
1
)=2,2]
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1𝑔
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𝕯′
[(
2
2
)=1,2]
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{
 
 
 
 
 

 
 
 
 
 𝕯′

[(
3
0
)=1,3]

|
3𝑔

0ℎ

→ [𝑔 𝑔 𝑔]

𝕯′
[(
3
1
)=3,3]
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2𝑔

1ℎ
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𝑔 𝑔 ℎ
𝑔 ℎ 𝑔
ℎ 𝑔 𝑔

]

𝕯′
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3
2
)=3,3]
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𝑔 ℎ ℎ
ℎ 𝑔 ℎ
ℎ ℎ 𝑔

]

𝕯′
[(
3
3
)=1,3]

|
0𝑔

3ℎ

→ [ℎ ℎ ℎ]

 (32) 

and so on. 

Therefore, the matrix 𝕯 can be considered as a block matrix or partitioned matrix, 

whose blocks are the submatrices 𝕯′. One can change the position of the single blocks 

’
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3
3
)=1,3]

∣∣∣∣∣∣∣∣
3h

0g

h h h → RL[h,h,h]
0
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2α
t (t) → D3β

x

for n = 4 :
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ℕ. The order of the rows and columns is not fundamental in the formation of the matrix 

𝕯, and any movement of them does not change its meaning, and then it is not unique. 

However, as reported below, it is to be specifically structured to correctly and compactly 

represent the reached solution. 

Definition 6. A submatrix of 𝕯, where each row contains a number of functions, 𝑔(𝑡), is equal 

to (𝑛 − 𝑗), and a number of ℎ(𝑡) is equal to 𝑗, which is a dummy index that goes from 0 to 𝑛, 

is defined as: 

𝕯′
[(
𝑛
𝑗),𝑛]

|
(𝑛−𝑗)𝑔

𝑗ℎ

.  (31) 

In order to better understand the listed symbolic representations, let us consider the 

already explicitly expressed cases for 𝑛 =  1,2,3 (30), where the different submatrices 𝕯′ 

are defined for every 𝑛 and for each direction matrix. 

𝕯[21,1] =

{
 
 

 
 𝕯′

[(
1
0
)=1,1]

|
1𝑔

0ℎ

→ [𝑔]

𝕯′
[(
1
1
)=1,1]

|
0𝑔

1ℎ

→ [ℎ]

, 𝕯[23,3] =

{
 
 
 

 
 
 𝕯′

[(
2
0
)=1,2]

|
2𝑔

0ℎ

→ [𝑔 𝑔]

𝕯′
[(
2
1
)=2,2]

|
1𝑔

1ℎ

→ [
𝑔 ℎ
ℎ 𝑔

]

𝕯′
[(
2
2
)=1,2]

|
0𝑔

2ℎ

→ [ℎ ℎ]

𝕯[23,3] =

{
 
 
 
 
 

 
 
 
 
 𝕯′

[(
3
0
)=1,3]

|
3𝑔

0ℎ

→ [𝑔 𝑔 𝑔]

𝕯′
[(
3
1
)=3,3]

|
2𝑔

1ℎ

→ [

𝑔 𝑔 ℎ
𝑔 ℎ 𝑔
ℎ 𝑔 𝑔

]

𝕯′
[(
3
2
)=3,3]

|
1𝑔

2ℎ

→ [

𝑔 ℎ ℎ
ℎ 𝑔 ℎ
ℎ ℎ 𝑔

]

𝕯′
[(
3
3
)=1,3]

|
0𝑔

3ℎ

→ [ℎ ℎ ℎ]

 (32) 

and so on. 

Therefore, the matrix 𝕯 can be considered as a block matrix or partitioned matrix, 

whose blocks are the submatrices 𝕯′. One can change the position of the single blocks 

=
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In the following, a novel compact symbolic notation is introduced, allowing for short-

ening of the required recursive operations. 

Definition 5. 𝕯 is called a DIRECTION MATRIX, whose lines indicate the “direction” to be 

respected for the sequence of functions that are involved in the temporal fractional integration. 𝕯 ∈

ℳ[𝐷𝑝,𝑛
′ =𝑝𝑛,𝑛] , where 𝐷𝑝,𝑛

′ = 𝑝𝑛  with 𝑛 ∈ ℕ defines the dispositions with repetition of 𝑝  ele-

ments of class 𝑛. In this context, 𝑝 = 2 is 𝑔(𝑡) and ℎ(𝑡), so 𝐷2,𝑛
′ = 2𝑛.  

𝕯[21,1] = [
𝑔
ℎ
] , 𝕯[22,2] = [

𝑔 𝑔
𝑔 ℎ
ℎ 𝑔
ℎ ℎ

] , 𝕯[23,3] =

[
 
 
 
 
 
 
 
𝑔 𝑔 𝑔
𝑔 𝑔 ℎ
𝑔 ℎ 𝑔
ℎ 𝑔 𝑔
𝑔 ℎ ℎ
ℎ 𝑔 ℎ
ℎ ℎ 𝑔
ℎ ℎ ℎ]

 
 
 
 
 
 
 

, ⋯ .  (30) 

Therefore, one can construct a specific direction matrix for every natural number 𝑛 ∈

ℕ. The order of the rows and columns is not fundamental in the formation of the matrix 

𝕯, and any movement of them does not change its meaning, and then it is not unique. 

However, as reported below, it is to be specifically structured to correctly and compactly 

represent the reached solution. 

Definition 6. A submatrix of 𝕯, where each row contains a number of functions, 𝑔(𝑡), is equal 

to (𝑛 − 𝑗), and a number of ℎ(𝑡) is equal to 𝑗, which is a dummy index that goes from 0 to 𝑛, 

is defined as: 

𝕯′
[(
𝑛
𝑗),𝑛]

|
(𝑛−𝑗)𝑔

𝑗ℎ

.  (31) 

In order to better understand the listed symbolic representations, let us consider the 

already explicitly expressed cases for 𝑛 =  1,2,3 (30), where the different submatrices 𝕯′ 

are defined for every 𝑛 and for each direction matrix. 

𝕯[21,1] =

{
 
 

 
 𝕯′

[(
1
0
)=1,1]

|
1𝑔

0ℎ

→ [𝑔]

𝕯′
[(
1
1
)=1,1]

|
0𝑔

1ℎ

→ [ℎ]

, 𝕯[23,3] =

{
 
 
 

 
 
 𝕯′

[(
2
0
)=1,2]

|
2𝑔

0ℎ

→ [𝑔 𝑔]

𝕯′
[(
2
1
)=2,2]

|
1𝑔

1ℎ

→ [
𝑔 ℎ
ℎ 𝑔

]

𝕯′
[(
2
2
)=1,2]

|
0𝑔

2ℎ

→ [ℎ ℎ]

𝕯[23,3] =

{
 
 
 
 
 

 
 
 
 
 𝕯′

[(
3
0
)=1,3]

|
3𝑔

0ℎ

→ [𝑔 𝑔 𝑔]

𝕯′
[(
3
1
)=3,3]

|
2𝑔

1ℎ

→ [

𝑔 𝑔 ℎ
𝑔 ℎ 𝑔
ℎ 𝑔 𝑔

]

𝕯′
[(
3
2
)=3,3]

|
1𝑔

2ℎ

→ [

𝑔 ℎ ℎ
ℎ 𝑔 ℎ
ℎ ℎ 𝑔

]

𝕯′
[(
3
3
)=1,3]

|
0𝑔

3ℎ

→ [ℎ ℎ ℎ]

 (32) 

and so on. 

Therefore, the matrix 𝕯 can be considered as a block matrix or partitioned matrix, 

whose blocks are the submatrices 𝕯′. One can change the position of the single blocks 

’

[(
4
0
)=1,4]

∣∣∣∣∣∣∣∣
0h

4g

g g g g → RL[g,g,g,g]
0
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2α
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x
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𝑔 𝑔 𝑔
𝑔 𝑔 ℎ
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ℎ 𝑔 𝑔
𝑔 ℎ ℎ
ℎ 𝑔 ℎ
ℎ ℎ 𝑔
ℎ ℎ ℎ]

 
 
 
 
 
 
 

, ⋯ .  (30) 

Therefore, one can construct a specific direction matrix for every natural number 𝑛 ∈

ℕ. The order of the rows and columns is not fundamental in the formation of the matrix 

𝕯, and any movement of them does not change its meaning, and then it is not unique. 

However, as reported below, it is to be specifically structured to correctly and compactly 

represent the reached solution. 

Definition 6. A submatrix of 𝕯, where each row contains a number of functions, 𝑔(𝑡), is equal 

to (𝑛 − 𝑗), and a number of ℎ(𝑡) is equal to 𝑗, which is a dummy index that goes from 0 to 𝑛, 

is defined as: 

𝕯′
[(
𝑛
𝑗),𝑛]

|
(𝑛−𝑗)𝑔

𝑗ℎ

.  (31) 

In order to better understand the listed symbolic representations, let us consider the 

already explicitly expressed cases for 𝑛 =  1,2,3 (30), where the different submatrices 𝕯′ 

are defined for every 𝑛 and for each direction matrix. 

𝕯[21,1] =

{
 
 

 
 𝕯′

[(
1
0
)=1,1]

|
1𝑔

0ℎ

→ [𝑔]

𝕯′
[(
1
1
)=1,1]

|
0𝑔

1ℎ

→ [ℎ]

, 𝕯[23,3] =

{
 
 
 

 
 
 𝕯′

[(
2
0
)=1,2]

|
2𝑔

0ℎ

→ [𝑔 𝑔]

𝕯′
[(
2
1
)=2,2]

|
1𝑔

1ℎ

→ [
𝑔 ℎ
ℎ 𝑔

]

𝕯′
[(
2
2
)=1,2]

|
0𝑔

2ℎ

→ [ℎ ℎ]

𝕯[23,3] =

{
 
 
 
 
 

 
 
 
 
 𝕯′

[(
3
0
)=1,3]

|
3𝑔

0ℎ

→ [𝑔 𝑔 𝑔]

𝕯′
[(
3
1
)=3,3]

|
2𝑔

1ℎ

→ [

𝑔 𝑔 ℎ
𝑔 ℎ 𝑔
ℎ 𝑔 𝑔

]

𝕯′
[(
3
2
)=3,3]

|
1𝑔

2ℎ

→ [

𝑔 ℎ ℎ
ℎ 𝑔 ℎ
ℎ ℎ 𝑔

]

𝕯′
[(
3
3
)=1,3]

|
0𝑔

3ℎ

→ [ℎ ℎ ℎ]

 (32) 

and so on. 

Therefore, the matrix 𝕯 can be considered as a block matrix or partitioned matrix, 

whose blocks are the submatrices 𝕯′. One can change the position of the single blocks 

’

[(
4
1
)=4,4]

∣∣∣∣∣∣∣∣
1h

3g

g g g h → RL[g,g,g,h]
0
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Table 1. 
  

2α
t (t)

→ D3γ+β
x

g g h g → RL[g,g,h,g]
0
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Table 1. 
  

2α
t (t)

g h g g → RL[g,h,g,g]
0
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2α
t (t)
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2α
t (t)
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Definition 6. A submatrix of 𝕯, where each row contains a number of functions, 𝑔(𝑡), is equal 

to (𝑛 − 𝑗), and a number of ℎ(𝑡) is equal to 𝑗, which is a dummy index that goes from 0 to 𝑛, 

is defined as: 

𝕯′
[(
𝑛
𝑗),𝑛]

|
(𝑛−𝑗)𝑔

𝑗ℎ

.  (31) 

In order to better understand the listed symbolic representations, let us consider the 

already explicitly expressed cases for 𝑛 =  1,2,3 (30), where the different submatrices 𝕯′ 

are defined for every 𝑛 and for each direction matrix. 

𝕯[21,1] =

{
 
 

 
 𝕯′

[(
1
0
)=1,1]

|
1𝑔

0ℎ

→ [𝑔]

𝕯′
[(
1
1
)=1,1]

|
0𝑔

1ℎ

→ [ℎ]

, 𝕯[23,3] =

{
 
 
 

 
 
 𝕯′

[(
2
0
)=1,2]

|
2𝑔

0ℎ

→ [𝑔 𝑔]

𝕯′
[(
2
1
)=2,2]

|
1𝑔

1ℎ

→ [
𝑔 ℎ
ℎ 𝑔

]

𝕯′
[(
2
2
)=1,2]

|
0𝑔

2ℎ

→ [ℎ ℎ]

𝕯[23,3] =

{
 
 
 
 
 

 
 
 
 
 𝕯′

[(
3
0
)=1,3]

|
3𝑔

0ℎ

→ [𝑔 𝑔 𝑔]

𝕯′
[(
3
1
)=3,3]

|
2𝑔

1ℎ

→ [

𝑔 𝑔 ℎ
𝑔 ℎ 𝑔
ℎ 𝑔 𝑔

]

𝕯′
[(
3
2
)=3,3]

|
1𝑔

2ℎ

→ [

𝑔 ℎ ℎ
ℎ 𝑔 ℎ
ℎ ℎ 𝑔

]

𝕯′
[(
3
3
)=1,3]

|
0𝑔

3ℎ

→ [ℎ ℎ ℎ]

 (32) 

and so on. 

Therefore, the matrix 𝕯 can be considered as a block matrix or partitioned matrix, 

whose blocks are the submatrices 𝕯′. One can change the position of the single blocks 

’

[(
4
2
)=6,4]

∣∣∣∣∣∣∣∣
2h

2g

g g h h → RL[g,g,h,h]
0
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2α
t (t)

→ D2γ+2β
x

g h g h → RL[g,h,g,h]
0
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In the following, a novel compact symbolic notation is introduced, allowing for short-

ening of the required recursive operations. 

Definition 5. 𝕯 is called a DIRECTION MATRIX, whose lines indicate the “direction” to be 

respected for the sequence of functions that are involved in the temporal fractional integration. 𝕯 ∈

ℳ[𝐷𝑝,𝑛
′ =𝑝𝑛,𝑛] , where 𝐷𝑝,𝑛

′ = 𝑝𝑛  with 𝑛 ∈ ℕ defines the dispositions with repetition of 𝑝  ele-

ments of class 𝑛. In this context, 𝑝 = 2 is 𝑔(𝑡) and ℎ(𝑡), so 𝐷2,𝑛
′ = 2𝑛.  

𝕯[21,1] = [
𝑔
ℎ
] , 𝕯[22,2] = [

𝑔 𝑔
𝑔 ℎ
ℎ 𝑔
ℎ ℎ

] , 𝕯[23,3] =

[
 
 
 
 
 
 
 
𝑔 𝑔 𝑔
𝑔 𝑔 ℎ
𝑔 ℎ 𝑔
ℎ 𝑔 𝑔
𝑔 ℎ ℎ
ℎ 𝑔 ℎ
ℎ ℎ 𝑔
ℎ ℎ ℎ]

 
 
 
 
 
 
 

, ⋯ .  (30) 

Therefore, one can construct a specific direction matrix for every natural number 𝑛 ∈

ℕ. The order of the rows and columns is not fundamental in the formation of the matrix 

𝕯, and any movement of them does not change its meaning, and then it is not unique. 

However, as reported below, it is to be specifically structured to correctly and compactly 

represent the reached solution. 

Definition 6. A submatrix of 𝕯, where each row contains a number of functions, 𝑔(𝑡), is equal 

to (𝑛 − 𝑗), and a number of ℎ(𝑡) is equal to 𝑗, which is a dummy index that goes from 0 to 𝑛, 

is defined as: 

𝕯′
[(
𝑛
𝑗),𝑛]

|
(𝑛−𝑗)𝑔

𝑗ℎ

.  (31) 

In order to better understand the listed symbolic representations, let us consider the 

already explicitly expressed cases for 𝑛 =  1,2,3 (30), where the different submatrices 𝕯′ 

are defined for every 𝑛 and for each direction matrix. 

𝕯[21,1] =

{
 
 

 
 𝕯′

[(
1
0
)=1,1]

|
1𝑔

0ℎ

→ [𝑔]

𝕯′
[(
1
1
)=1,1]

|
0𝑔

1ℎ

→ [ℎ]

, 𝕯[23,3] =

{
 
 
 

 
 
 𝕯′

[(
2
0
)=1,2]

|
2𝑔

0ℎ

→ [𝑔 𝑔]

𝕯′
[(
2
1
)=2,2]

|
1𝑔

1ℎ

→ [
𝑔 ℎ
ℎ 𝑔

]

𝕯′
[(
2
2
)=1,2]

|
0𝑔

2ℎ

→ [ℎ ℎ]

𝕯[23,3] =

{
 
 
 
 
 

 
 
 
 
 𝕯′

[(
3
0
)=1,3]

|
3𝑔

0ℎ

→ [𝑔 𝑔 𝑔]

𝕯′
[(
3
1
)=3,3]

|
2𝑔

1ℎ

→ [

𝑔 𝑔 ℎ
𝑔 ℎ 𝑔
ℎ 𝑔 𝑔

]

𝕯′
[(
3
2
)=3,3]

|
1𝑔

2ℎ

→ [

𝑔 ℎ ℎ
ℎ 𝑔 ℎ
ℎ ℎ 𝑔

]

𝕯′
[(
3
3
)=1,3]

|
0𝑔

3ℎ

→ [ℎ ℎ ℎ]

 (32) 

and so on. 

Therefore, the matrix 𝕯 can be considered as a block matrix or partitioned matrix, 

whose blocks are the submatrices 𝕯′. One can change the position of the single blocks 

’

[(
4
3
)=4,4]

∣∣∣∣∣∣∣∣
3h

1g

g h h h → RL[g,h,h,h]
0
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2α
t (t)

→ Dγ+3β
x
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0
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In the following, a novel compact symbolic notation is introduced, allowing for short-

ening of the required recursive operations. 

Definition 5. 𝕯 is called a DIRECTION MATRIX, whose lines indicate the “direction” to be 

respected for the sequence of functions that are involved in the temporal fractional integration. 𝕯 ∈

ℳ[𝐷𝑝,𝑛
′ =𝑝𝑛,𝑛] , where 𝐷𝑝,𝑛

′ = 𝑝𝑛  with 𝑛 ∈ ℕ defines the dispositions with repetition of 𝑝  ele-

ments of class 𝑛. In this context, 𝑝 = 2 is 𝑔(𝑡) and ℎ(𝑡), so 𝐷2,𝑛
′ = 2𝑛.  

𝕯[21,1] = [
𝑔
ℎ
] , 𝕯[22,2] = [

𝑔 𝑔
𝑔 ℎ
ℎ 𝑔
ℎ ℎ

] , 𝕯[23,3] =

[
 
 
 
 
 
 
 
𝑔 𝑔 𝑔
𝑔 𝑔 ℎ
𝑔 ℎ 𝑔
ℎ 𝑔 𝑔
𝑔 ℎ ℎ
ℎ 𝑔 ℎ
ℎ ℎ 𝑔
ℎ ℎ ℎ]

 
 
 
 
 
 
 

, ⋯ .  (30) 

Therefore, one can construct a specific direction matrix for every natural number 𝑛 ∈

ℕ. The order of the rows and columns is not fundamental in the formation of the matrix 

𝕯, and any movement of them does not change its meaning, and then it is not unique. 

However, as reported below, it is to be specifically structured to correctly and compactly 

represent the reached solution. 

Definition 6. A submatrix of 𝕯, where each row contains a number of functions, 𝑔(𝑡), is equal 

to (𝑛 − 𝑗), and a number of ℎ(𝑡) is equal to 𝑗, which is a dummy index that goes from 0 to 𝑛, 

is defined as: 

𝕯′
[(
𝑛
𝑗),𝑛]

|
(𝑛−𝑗)𝑔

𝑗ℎ

.  (31) 

In order to better understand the listed symbolic representations, let us consider the 

already explicitly expressed cases for 𝑛 =  1,2,3 (30), where the different submatrices 𝕯′ 

are defined for every 𝑛 and for each direction matrix. 

𝕯[21,1] =

{
 
 

 
 𝕯′

[(
1
0
)=1,1]

|
1𝑔

0ℎ

→ [𝑔]

𝕯′
[(
1
1
)=1,1]

|
0𝑔

1ℎ

→ [ℎ]

, 𝕯[23,3] =

{
 
 
 

 
 
 𝕯′

[(
2
0
)=1,2]

|
2𝑔

0ℎ

→ [𝑔 𝑔]

𝕯′
[(
2
1
)=2,2]

|
1𝑔

1ℎ

→ [
𝑔 ℎ
ℎ 𝑔

]

𝕯′
[(
2
2
)=1,2]

|
0𝑔

2ℎ

→ [ℎ ℎ]

𝕯[23,3] =

{
 
 
 
 
 

 
 
 
 
 𝕯′

[(
3
0
)=1,3]

|
3𝑔

0ℎ

→ [𝑔 𝑔 𝑔]

𝕯′
[(
3
1
)=3,3]

|
2𝑔

1ℎ

→ [

𝑔 𝑔 ℎ
𝑔 ℎ 𝑔
ℎ 𝑔 𝑔

]

𝕯′
[(
3
2
)=3,3]

|
1𝑔

2ℎ

→ [

𝑔 ℎ ℎ
ℎ 𝑔 ℎ
ℎ ℎ 𝑔

]

𝕯′
[(
3
3
)=1,3]

|
0𝑔

3ℎ

→ [ℎ ℎ ℎ]

 (32) 

and so on. 

Therefore, the matrix 𝕯 can be considered as a block matrix or partitioned matrix, 

whose blocks are the submatrices 𝕯′. One can change the position of the single blocks 

’

[(
4
4
)=1,4]

∣∣∣∣∣∣∣∣
4h

0g

h h h h → RL[h,h,h,h]
0
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2α
t (t) → D4β

x

for n = 5 :
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𝑔 𝑔 𝑔
𝑔 𝑔 ℎ
𝑔 ℎ 𝑔
ℎ 𝑔 𝑔
𝑔 ℎ ℎ
ℎ 𝑔 ℎ
ℎ ℎ 𝑔
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, ⋯ .  (30) 

Therefore, one can construct a specific direction matrix for every natural number 𝑛 ∈

ℕ. The order of the rows and columns is not fundamental in the formation of the matrix 

𝕯, and any movement of them does not change its meaning, and then it is not unique. 

However, as reported below, it is to be specifically structured to correctly and compactly 

represent the reached solution. 

Definition 6. A submatrix of 𝕯, where each row contains a number of functions, 𝑔(𝑡), is equal 

to (𝑛 − 𝑗), and a number of ℎ(𝑡) is equal to 𝑗, which is a dummy index that goes from 0 to 𝑛, 

is defined as: 

𝕯′
[(
𝑛
𝑗),𝑛]

|
(𝑛−𝑗)𝑔

𝑗ℎ

.  (31) 

In order to better understand the listed symbolic representations, let us consider the 

already explicitly expressed cases for 𝑛 =  1,2,3 (30), where the different submatrices 𝕯′ 

are defined for every 𝑛 and for each direction matrix. 

𝕯[21,1] =

{
 
 

 
 𝕯′

[(
1
0
)=1,1]

|
1𝑔

0ℎ

→ [𝑔]

𝕯′
[(
1
1
)=1,1]

|
0𝑔

1ℎ

→ [ℎ]

, 𝕯[23,3] =

{
 
 
 

 
 
 𝕯′

[(
2
0
)=1,2]

|
2𝑔

0ℎ

→ [𝑔 𝑔]

𝕯′
[(
2
1
)=2,2]

|
1𝑔

1ℎ

→ [
𝑔 ℎ
ℎ 𝑔

]

𝕯′
[(
2
2
)=1,2]

|
0𝑔

2ℎ

→ [ℎ ℎ]

𝕯[23,3] =

{
 
 
 
 
 

 
 
 
 
 𝕯′

[(
3
0
)=1,3]

|
3𝑔

0ℎ

→ [𝑔 𝑔 𝑔]

𝕯′
[(
3
1
)=3,3]

|
2𝑔

1ℎ

→ [

𝑔 𝑔 ℎ
𝑔 ℎ 𝑔
ℎ 𝑔 𝑔

]

𝕯′
[(
3
2
)=3,3]

|
1𝑔

2ℎ

→ [

𝑔 ℎ ℎ
ℎ 𝑔 ℎ
ℎ ℎ 𝑔

]

𝕯′
[(
3
3
)=1,3]

|
0𝑔

3ℎ

→ [ℎ ℎ ℎ]

 (32) 

and so on. 

Therefore, the matrix 𝕯 can be considered as a block matrix or partitioned matrix, 

whose blocks are the submatrices 𝕯′. One can change the position of the single blocks 

=
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𝕯, and any movement of them does not change its meaning, and then it is not unique. 
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represent the reached solution. 

Definition 6. A submatrix of 𝕯, where each row contains a number of functions, 𝑔(𝑡), is equal 

to (𝑛 − 𝑗), and a number of ℎ(𝑡) is equal to 𝑗, which is a dummy index that goes from 0 to 𝑛, 

is defined as: 

𝕯′
[(
𝑛
𝑗),𝑛]

|
(𝑛−𝑗)𝑔

𝑗ℎ

.  (31) 

In order to better understand the listed symbolic representations, let us consider the 

already explicitly expressed cases for 𝑛 =  1,2,3 (30), where the different submatrices 𝕯′ 

are defined for every 𝑛 and for each direction matrix. 

𝕯[21,1] =

{
 
 

 
 𝕯′

[(
1
0
)=1,1]

|
1𝑔

0ℎ

→ [𝑔]

𝕯′
[(
1
1
)=1,1]

|
0𝑔

1ℎ

→ [ℎ]

, 𝕯[23,3] =

{
 
 
 

 
 
 𝕯′

[(
2
0
)=1,2]

|
2𝑔

0ℎ

→ [𝑔 𝑔]

𝕯′
[(
2
1
)=2,2]

|
1𝑔

1ℎ

→ [
𝑔 ℎ
ℎ 𝑔

]

𝕯′
[(
2
2
)=1,2]

|
0𝑔

2ℎ

→ [ℎ ℎ]

𝕯[23,3] =

{
 
 
 
 
 

 
 
 
 
 𝕯′

[(
3
0
)=1,3]

|
3𝑔

0ℎ

→ [𝑔 𝑔 𝑔]

𝕯′
[(
3
1
)=3,3]

|
2𝑔

1ℎ

→ [

𝑔 𝑔 ℎ
𝑔 ℎ 𝑔
ℎ 𝑔 𝑔

]

𝕯′
[(
3
2
)=3,3]

|
1𝑔

2ℎ

→ [

𝑔 ℎ ℎ
ℎ 𝑔 ℎ
ℎ ℎ 𝑔

]

𝕯′
[(
3
3
)=1,3]

|
0𝑔

3ℎ

→ [ℎ ℎ ℎ]

 (32) 

and so on. 

Therefore, the matrix 𝕯 can be considered as a block matrix or partitioned matrix, 

whose blocks are the submatrices 𝕯′. One can change the position of the single blocks 

’

[(
5
0
)=1,5]

∣∣∣∣∣∣∣∣
0h

5g

g g g g g →
RL[g,g,g,g,g]

0
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5α
t (t) → D5γ

x
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→ [𝑔 𝑔]

𝕯′
[(
2
1
)=2,2]

|
1𝑔

1ℎ

→ [
𝑔 ℎ
ℎ 𝑔

]

𝕯′
[(
2
2
)=1,2]

|
0𝑔

2ℎ

→ [ℎ ℎ]

𝕯[23,3] =

{
 
 
 
 
 

 
 
 
 
 𝕯′

[(
3
0
)=1,3]

|
3𝑔

0ℎ

→ [𝑔 𝑔 𝑔]

𝕯′
[(
3
1
)=3,3]

|
2𝑔

1ℎ

→ [

𝑔 𝑔 ℎ
𝑔 ℎ 𝑔
ℎ 𝑔 𝑔

]

𝕯′
[(
3
2
)=3,3]

|
1𝑔

2ℎ

→ [

𝑔 ℎ ℎ
ℎ 𝑔 ℎ
ℎ ℎ 𝑔

]

𝕯′
[(
3
3
)=1,3]

|
0𝑔

3ℎ

→ [ℎ ℎ ℎ]

 (32) 

and so on. 

Therefore, the matrix 𝕯 can be considered as a block matrix or partitioned matrix, 

whose blocks are the submatrices 𝕯′. One can change the position of the single blocks 

’

[(
5
1
)=5,5]

∣∣∣∣∣∣∣∣
1h

4g

g g g g h → RL[g,g,g,g,h]
0
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In the following, a novel compact symbolic notation is introduced, allowing for short-

ening of the required recursive operations. 

Definition 5. 𝕯 is called a DIRECTION MATRIX, whose lines indicate the “direction” to be 

respected for the sequence of functions that are involved in the temporal fractional integration. 𝕯 ∈

ℳ[𝐷𝑝,𝑛
′ =𝑝𝑛,𝑛] , where 𝐷𝑝,𝑛

′ = 𝑝𝑛  with 𝑛 ∈ ℕ defines the dispositions with repetition of 𝑝  ele-

ments of class 𝑛. In this context, 𝑝 = 2 is 𝑔(𝑡) and ℎ(𝑡), so 𝐷2,𝑛
′ = 2𝑛.  

𝕯[21,1] = [
𝑔
ℎ
] , 𝕯[22,2] = [

𝑔 𝑔
𝑔 ℎ
ℎ 𝑔
ℎ ℎ

] , 𝕯[23,3] =

[
 
 
 
 
 
 
 
𝑔 𝑔 𝑔
𝑔 𝑔 ℎ
𝑔 ℎ 𝑔
ℎ 𝑔 𝑔
𝑔 ℎ ℎ
ℎ 𝑔 ℎ
ℎ ℎ 𝑔
ℎ ℎ ℎ]

 
 
 
 
 
 
 

, ⋯ .  (30) 

Therefore, one can construct a specific direction matrix for every natural number 𝑛 ∈

ℕ. The order of the rows and columns is not fundamental in the formation of the matrix 

𝕯, and any movement of them does not change its meaning, and then it is not unique. 

However, as reported below, it is to be specifically structured to correctly and compactly 

represent the reached solution. 

Definition 6. A submatrix of 𝕯, where each row contains a number of functions, 𝑔(𝑡), is equal 

to (𝑛 − 𝑗), and a number of ℎ(𝑡) is equal to 𝑗, which is a dummy index that goes from 0 to 𝑛, 

is defined as: 

𝕯′
[(
𝑛
𝑗),𝑛]

|
(𝑛−𝑗)𝑔

𝑗ℎ

.  (31) 

In order to better understand the listed symbolic representations, let us consider the 

already explicitly expressed cases for 𝑛 =  1,2,3 (30), where the different submatrices 𝕯′ 

are defined for every 𝑛 and for each direction matrix. 

𝕯[21,1] =

{
 
 

 
 𝕯′

[(
1
0
)=1,1]

|
1𝑔

0ℎ

→ [𝑔]

𝕯′
[(
1
1
)=1,1]

|
0𝑔

1ℎ

→ [ℎ]

, 𝕯[23,3] =

{
 
 
 

 
 
 𝕯′

[(
2
0
)=1,2]

|
2𝑔

0ℎ

→ [𝑔 𝑔]

𝕯′
[(
2
1
)=2,2]

|
1𝑔

1ℎ

→ [
𝑔 ℎ
ℎ 𝑔

]

𝕯′
[(
2
2
)=1,2]

|
0𝑔

2ℎ

→ [ℎ ℎ]

𝕯[23,3] =

{
 
 
 
 
 

 
 
 
 
 𝕯′

[(
3
0
)=1,3]

|
3𝑔

0ℎ

→ [𝑔 𝑔 𝑔]

𝕯′
[(
3
1
)=3,3]

|
2𝑔

1ℎ

→ [

𝑔 𝑔 ℎ
𝑔 ℎ 𝑔
ℎ 𝑔 𝑔

]

𝕯′
[(
3
2
)=3,3]

|
1𝑔

2ℎ

→ [

𝑔 ℎ ℎ
ℎ 𝑔 ℎ
ℎ ℎ 𝑔

]

𝕯′
[(
3
3
)=1,3]

|
0𝑔

3ℎ

→ [ℎ ℎ ℎ]

 (32) 

and so on. 

Therefore, the matrix 𝕯 can be considered as a block matrix or partitioned matrix, 

whose blocks are the submatrices 𝕯′. One can change the position of the single blocks 

’

[(
5
2
)=10,5]

∣∣∣∣∣∣∣∣
2h

3g
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Therefore, one can construct a specific direction matrix for every natural number 𝑛 ∈

ℕ. The order of the rows and columns is not fundamental in the formation of the matrix 

𝕯, and any movement of them does not change its meaning, and then it is not unique. 

However, as reported below, it is to be specifically structured to correctly and compactly 

represent the reached solution. 
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is defined as: 
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In order to better understand the listed symbolic representations, let us consider the 
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and so on. 

Therefore, the matrix 𝕯 can be considered as a block matrix or partitioned matrix, 

whose blocks are the submatrices 𝕯′. One can change the position of the single blocks 

’
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4
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ℎ 𝑔 ℎ
ℎ ℎ 𝑔
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, ⋯ .  (30) 

Therefore, one can construct a specific direction matrix for every natural number 𝑛 ∈

ℕ. The order of the rows and columns is not fundamental in the formation of the matrix 

𝕯, and any movement of them does not change its meaning, and then it is not unique. 

However, as reported below, it is to be specifically structured to correctly and compactly 

represent the reached solution. 

Definition 6. A submatrix of 𝕯, where each row contains a number of functions, 𝑔(𝑡), is equal 

to (𝑛 − 𝑗), and a number of ℎ(𝑡) is equal to 𝑗, which is a dummy index that goes from 0 to 𝑛, 

is defined as: 

𝕯′
[(
𝑛
𝑗),𝑛]

|
(𝑛−𝑗)𝑔

𝑗ℎ

.  (31) 

In order to better understand the listed symbolic representations, let us consider the 

already explicitly expressed cases for 𝑛 =  1,2,3 (30), where the different submatrices 𝕯′ 

are defined for every 𝑛 and for each direction matrix. 
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 𝕯′
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)=1,1]
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𝕯′
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1
1
)=1,1]

|
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→ [ℎ]
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 𝕯′
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2
0
)=1,2]
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2𝑔
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→ [𝑔 𝑔]
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2
1
)=2,2]

|
1𝑔

1ℎ
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𝑔 ℎ
ℎ 𝑔

]
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[(
2
2
)=1,2]

|
0𝑔
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→ [ℎ ℎ]

𝕯[23,3] =

{
 
 
 
 
 

 
 
 
 
 𝕯′

[(
3
0
)=1,3]

|
3𝑔

0ℎ

→ [𝑔 𝑔 𝑔]

𝕯′
[(
3
1
)=3,3]

|
2𝑔

1ℎ

→ [

𝑔 𝑔 ℎ
𝑔 ℎ 𝑔
ℎ 𝑔 𝑔

]

𝕯′
[(
3
2
)=3,3]

|
1𝑔

2ℎ

→ [

𝑔 ℎ ℎ
ℎ 𝑔 ℎ
ℎ ℎ 𝑔

]

𝕯′
[(
3
3
)=1,3]

|
0𝑔

3ℎ

→ [ℎ ℎ ℎ]

 (32) 

and so on. 

Therefore, the matrix 𝕯 can be considered as a block matrix or partitioned matrix, 

whose blocks are the submatrices 𝕯′. One can change the position of the single blocks 

’

[(
5
5
)=1,5]

∣∣∣∣∣∣∣∣
5h

0g

h h h h h → RL[h,h,h,h,h]
0
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x

Appendix B

Here, explicit calculations for validation of the presented model are reported. Using
the fact that h(t) = g(t) the direction matrices presented above can be rewritten as:

for n = 1 :
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and so on. 

Therefore, the matrix 𝕯 can be considered as a block matrix or partitioned matrix, 

whose blocks are the submatrices 𝕯′. One can change the position of the single blocks 

=

g → Jα
t g(t) = [g]

0
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[g]
0
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In the following, a novel compact symbolic notation is introduced, allowing for short-

ening of the required recursive operations. 

Definition 5. 𝕯 is called a DIRECTION MATRIX, whose lines indicate the “direction” to be 

respected for the sequence of functions that are involved in the temporal fractional integration. 𝕯 ∈

ℳ[𝐷𝑝,𝑛
′ =𝑝𝑛,𝑛] , where 𝐷𝑝,𝑛

′ = 𝑝𝑛  with 𝑛 ∈ ℕ defines the dispositions with repetition of 𝑝  ele-

ments of class 𝑛. In this context, 𝑝 = 2 is 𝑔(𝑡) and ℎ(𝑡), so 𝐷2,𝑛
′ = 2𝑛.  

𝕯[21,1] = [
𝑔
ℎ
] , 𝕯[22,2] = [

𝑔 𝑔
𝑔 ℎ
ℎ 𝑔
ℎ ℎ

] , 𝕯[23,3] =

[
 
 
 
 
 
 
 
𝑔 𝑔 𝑔
𝑔 𝑔 ℎ
𝑔 ℎ 𝑔
ℎ 𝑔 𝑔
𝑔 ℎ ℎ
ℎ 𝑔 ℎ
ℎ ℎ 𝑔
ℎ ℎ ℎ]

 
 
 
 
 
 
 

, ⋯ .  (30) 

Therefore, one can construct a specific direction matrix for every natural number 𝑛 ∈

ℕ. The order of the rows and columns is not fundamental in the formation of the matrix 

𝕯, and any movement of them does not change its meaning, and then it is not unique. 

However, as reported below, it is to be specifically structured to correctly and compactly 

represent the reached solution. 

Definition 6. A submatrix of 𝕯, where each row contains a number of functions, 𝑔(𝑡), is equal 

to (𝑛 − 𝑗), and a number of ℎ(𝑡) is equal to 𝑗, which is a dummy index that goes from 0 to 𝑛, 

is defined as: 

𝕯′
[(
𝑛
𝑗),𝑛]

|
(𝑛−𝑗)𝑔

𝑗ℎ

.  (31) 

In order to better understand the listed symbolic representations, let us consider the 

already explicitly expressed cases for 𝑛 =  1,2,3 (30), where the different submatrices 𝕯′ 

are defined for every 𝑛 and for each direction matrix. 

𝕯[21,1] =

{
 
 

 
 𝕯′

[(
1
0
)=1,1]

|
1𝑔

0ℎ

→ [𝑔]

𝕯′
[(
1
1
)=1,1]

|
0𝑔

1ℎ

→ [ℎ]

, 𝕯[23,3] =

{
 
 
 

 
 
 𝕯′

[(
2
0
)=1,2]

|
2𝑔

0ℎ

→ [𝑔 𝑔]

𝕯′
[(
2
1
)=2,2]

|
1𝑔

1ℎ

→ [
𝑔 ℎ
ℎ 𝑔

]

𝕯′
[(
2
2
)=1,2]

|
0𝑔

2ℎ

→ [ℎ ℎ]

𝕯[23,3] =

{
 
 
 
 
 

 
 
 
 
 𝕯′

[(
3
0
)=1,3]

|
3𝑔

0ℎ

→ [𝑔 𝑔 𝑔]

𝕯′
[(
3
1
)=3,3]

|
2𝑔

1ℎ

→ [

𝑔 𝑔 ℎ
𝑔 ℎ 𝑔
ℎ 𝑔 𝑔

]

𝕯′
[(
3
2
)=3,3]

|
1𝑔

2ℎ

→ [

𝑔 ℎ ℎ
ℎ 𝑔 ℎ
ℎ ℎ 𝑔

]

𝕯′
[(
3
3
)=1,3]

|
0𝑔

3ℎ

→ [ℎ ℎ ℎ]

 (32) 

and so on. 

Therefore, the matrix 𝕯 can be considered as a block matrix or partitioned matrix, 

whose blocks are the submatrices 𝕯′. One can change the position of the single blocks 

=

g g → Jα
t g(t)Jα

t g(t) = [2g]
0
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2α
t (t) → (2

0)
[2g]

0
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 𝕯′

[(
2
0
)=1,2]

|
2𝑔

0ℎ

→ [𝑔 𝑔]

𝕯′
[(
2
1
)=2,2]

|
1𝑔

1ℎ

→ [
𝑔 ℎ
ℎ 𝑔

]

𝕯′
[(
2
2
)=1,2]

|
0𝑔

2ℎ

→ [ℎ ℎ]

𝕯[23,3] =

{
 
 
 
 
 

 
 
 
 
 𝕯′

[(
3
0
)=1,3]

|
3𝑔

0ℎ

→ [𝑔 𝑔 𝑔]

𝕯′
[(
3
1
)=3,3]

|
2𝑔

1ℎ

→ [

𝑔 𝑔 ℎ
𝑔 ℎ 𝑔
ℎ 𝑔 𝑔

]

𝕯′
[(
3
2
)=3,3]

|
1𝑔

2ℎ

→ [

𝑔 ℎ ℎ
ℎ 𝑔 ℎ
ℎ ℎ 𝑔

]

𝕯′
[(
3
3
)=1,3]

|
0𝑔

3ℎ

→ [ℎ ℎ ℎ]

 (32) 

and so on. 

Therefore, the matrix 𝕯 can be considered as a block matrix or partitioned matrix, 

whose blocks are the submatrices 𝕯′. One can change the position of the single blocks 

=

g g g → Jα
t g(t)Jα

t g(t)Jα
t g(t) = [3g]

0
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3α
t (t) → (3

3)
[3g]

0
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′ =𝑝𝑛,𝑛] , where 𝐷𝑝,𝑛

′ = 𝑝𝑛  with 𝑛 ∈ ℕ defines the dispositions with repetition of 𝑝  ele-

ments of class 𝑛. In this context, 𝑝 = 2 is 𝑔(𝑡) and ℎ(𝑡), so 𝐷2,𝑛
′ = 2𝑛.  

𝕯[21,1] = [
𝑔
ℎ
] , 𝕯[22,2] = [

𝑔 𝑔
𝑔 ℎ
ℎ 𝑔
ℎ ℎ

] , 𝕯[23,3] =

[
 
 
 
 
 
 
 
𝑔 𝑔 𝑔
𝑔 𝑔 ℎ
𝑔 ℎ 𝑔
ℎ 𝑔 𝑔
𝑔 ℎ ℎ
ℎ 𝑔 ℎ
ℎ ℎ 𝑔
ℎ ℎ ℎ]

 
 
 
 
 
 
 

, ⋯ .  (30) 

Therefore, one can construct a specific direction matrix for every natural number 𝑛 ∈

ℕ. The order of the rows and columns is not fundamental in the formation of the matrix 

𝕯, and any movement of them does not change its meaning, and then it is not unique. 

However, as reported below, it is to be specifically structured to correctly and compactly 

represent the reached solution. 

Definition 6. A submatrix of 𝕯, where each row contains a number of functions, 𝑔(𝑡), is equal 

to (𝑛 − 𝑗), and a number of ℎ(𝑡) is equal to 𝑗, which is a dummy index that goes from 0 to 𝑛, 

is defined as: 

𝕯′
[(
𝑛
𝑗),𝑛]

|
(𝑛−𝑗)𝑔

𝑗ℎ

.  (31) 

In order to better understand the listed symbolic representations, let us consider the 

already explicitly expressed cases for 𝑛 =  1,2,3 (30), where the different submatrices 𝕯′ 

are defined for every 𝑛 and for each direction matrix. 

𝕯[21,1] =

{
 
 

 
 𝕯′

[(
1
0
)=1,1]

|
1𝑔

0ℎ

→ [𝑔]

𝕯′
[(
1
1
)=1,1]

|
0𝑔

1ℎ

→ [ℎ]

, 𝕯[23,3] =

{
 
 
 

 
 
 𝕯′

[(
2
0
)=1,2]

|
2𝑔

0ℎ

→ [𝑔 𝑔]

𝕯′
[(
2
1
)=2,2]

|
1𝑔

1ℎ

→ [
𝑔 ℎ
ℎ 𝑔

]

𝕯′
[(
2
2
)=1,2]

|
0𝑔

2ℎ

→ [ℎ ℎ]

𝕯[23,3] =

{
 
 
 
 
 

 
 
 
 
 𝕯′

[(
3
0
)=1,3]

|
3𝑔

0ℎ

→ [𝑔 𝑔 𝑔]

𝕯′
[(
3
1
)=3,3]

|
2𝑔

1ℎ

→ [

𝑔 𝑔 ℎ
𝑔 ℎ 𝑔
ℎ 𝑔 𝑔

]

𝕯′
[(
3
2
)=3,3]

|
1𝑔

2ℎ

→ [

𝑔 ℎ ℎ
ℎ 𝑔 ℎ
ℎ ℎ 𝑔

]

𝕯′
[(
3
3
)=1,3]

|
0𝑔

3ℎ

→ [ℎ ℎ ℎ]

 (32) 

and so on. 

Therefore, the matrix 𝕯 can be considered as a block matrix or partitioned matrix, 

whose blocks are the submatrices 𝕯′. One can change the position of the single blocks 

=

g g g g → Jα
t g(t)Jα

t g(t)Jα
t g(t)Jα

t g(t) = [4g]
0
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g g g g → Jα
t g(t)Jα

t g(t)Jα
t g(t)Jα

t g(t) = [4g]
0
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respected for the sequence of functions that are involved in the temporal fractional integration. 𝕯 ∈

ℳ[𝐷𝑝,𝑛
′ =𝑝𝑛,𝑛] , where 𝐷𝑝,𝑛

′ = 𝑝𝑛  with 𝑛 ∈ ℕ defines the dispositions with repetition of 𝑝  ele-

ments of class 𝑛. In this context, 𝑝 = 2 is 𝑔(𝑡) and ℎ(𝑡), so 𝐷2,𝑛
′ = 2𝑛.  

𝕯[21,1] = [
𝑔
ℎ
] , 𝕯[22,2] = [

𝑔 𝑔
𝑔 ℎ
ℎ 𝑔
ℎ ℎ

] , 𝕯[23,3] =

[
 
 
 
 
 
 
 
𝑔 𝑔 𝑔
𝑔 𝑔 ℎ
𝑔 ℎ 𝑔
ℎ 𝑔 𝑔
𝑔 ℎ ℎ
ℎ 𝑔 ℎ
ℎ ℎ 𝑔
ℎ ℎ ℎ]

 
 
 
 
 
 
 

, ⋯ .  (30) 

Therefore, one can construct a specific direction matrix for every natural number 𝑛 ∈

ℕ. The order of the rows and columns is not fundamental in the formation of the matrix 

𝕯, and any movement of them does not change its meaning, and then it is not unique. 

However, as reported below, it is to be specifically structured to correctly and compactly 

represent the reached solution. 

Definition 6. A submatrix of 𝕯, where each row contains a number of functions, 𝑔(𝑡), is equal 

to (𝑛 − 𝑗), and a number of ℎ(𝑡) is equal to 𝑗, which is a dummy index that goes from 0 to 𝑛, 

is defined as: 

𝕯′
[(
𝑛
𝑗),𝑛]

|
(𝑛−𝑗)𝑔

𝑗ℎ

.  (31) 

In order to better understand the listed symbolic representations, let us consider the 

already explicitly expressed cases for 𝑛 =  1,2,3 (30), where the different submatrices 𝕯′ 

are defined for every 𝑛 and for each direction matrix. 

𝕯[21,1] =

{
 
 

 
 𝕯′

[(
1
0
)=1,1]

|
1𝑔

0ℎ

→ [𝑔]

𝕯′
[(
1
1
)=1,1]

|
0𝑔

1ℎ

→ [ℎ]

, 𝕯[23,3] =

{
 
 
 

 
 
 𝕯′

[(
2
0
)=1,2]

|
2𝑔

0ℎ

→ [𝑔 𝑔]

𝕯′
[(
2
1
)=2,2]

|
1𝑔

1ℎ

→ [
𝑔 ℎ
ℎ 𝑔

]

𝕯′
[(
2
2
)=1,2]

|
0𝑔

2ℎ

→ [ℎ ℎ]

𝕯[23,3] =

{
 
 
 
 
 

 
 
 
 
 𝕯′

[(
3
0
)=1,3]

|
3𝑔

0ℎ

→ [𝑔 𝑔 𝑔]

𝕯′
[(
3
1
)=3,3]

|
2𝑔

1ℎ

→ [

𝑔 𝑔 ℎ
𝑔 ℎ 𝑔
ℎ 𝑔 𝑔

]

𝕯′
[(
3
2
)=3,3]

|
1𝑔

2ℎ

→ [

𝑔 ℎ ℎ
ℎ 𝑔 ℎ
ℎ ℎ 𝑔

]

𝕯′
[(
3
3
)=1,3]

|
0𝑔

3ℎ

→ [ℎ ℎ ℎ]

 (32) 

and so on. 

Therefore, the matrix 𝕯 can be considered as a block matrix or partitioned matrix, 

whose blocks are the submatrices 𝕯′. One can change the position of the single blocks 

=

g g g g g → Jα
t g(t)Jα

t g(t)Jα
t g(t)Jα

t g(t)Jα
t g(t) = [5g]

0
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5α
t (t) → (5

0)
[5g]
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and so on, where h has been substituted with g. Same procedure can be used for every n.
Rewriting the components un:

u1(x, t) = RL[g]
0
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Then, 𝕁 𝐌 (𝑡) is the Riemann-Liouville fractional integral term, defined as follow: 𝕁 𝐌 (𝑡) = 𝐽 𝑓 (𝑡)𝐽 [𝑓 (𝑡) ⋯ 𝐽 𝑓 (𝑡)]   (34)

where; 𝑛𝛼 notes that the operator 𝕁 are formed by 𝑛 fractional integrals 𝐽  of order 𝛼. 

Definition 8. By considering 𝑵[ , ] a matrix of 𝑚 × 𝑛 functions, then 𝕁 𝑵 (𝑡) is the Rie-
mann-Liouville fractional integral term, defined as follow: 

𝕁 𝐍 (𝑡) = 𝕁 𝐍[ , ] (𝑡) + 𝕁 𝐍[ , ] (𝑡) + ⋯ + 𝕁 𝐍[ , ] (𝑡) = 𝕁 𝐍[ , ] (𝑡). (35) 

By adopting: 

𝐍[ , ] = 𝕯 , ( )   (36)

then: 

𝕁  𝕯 , ( ) (𝑡) =  

= 𝕁 𝕯 [ , ]  (𝑡) + 𝕁 𝕯 [ , ]  (𝑡) + ⋯ + 𝕁 𝕯 ,   (𝑡) = 𝕁 𝕯 [ , ]  (𝑡), (37) 

where; 0 and 𝑡 are the bounds of the fractional integral. 
By recalling the definitions above we can calculate some components, reported in 

Table 1. 
  

α

t (t)·D
γ
x f (x)− RL[h]

0
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Therefore, the matrix 𝕯 can be considered as a block matrix or partitioned matrix, 
whose blocks are the submatrices 𝕯 . One can change the position of the single blocks 
and nothing changes, since 𝕯 is not unique, as said before. Movements of single rows 
inside the blocks are also allowed. 

Definition 7. By considering a vector of 𝑛 functions of the type: 𝐌[ , ] = 𝑓 (𝑡), 𝑓 (𝑡), ⋯ , 𝑓 (𝑡)   (33)

Then, 𝕁 𝐌 (𝑡) is the Riemann-Liouville fractional integral term, defined as follow: 𝕁 𝐌 (𝑡) = 𝐽 𝑓 (𝑡)𝐽 [𝑓 (𝑡) ⋯ 𝐽 𝑓 (𝑡)]   (34)

where; 𝑛𝛼 notes that the operator 𝕁 are formed by 𝑛 fractional integrals 𝐽  of order 𝛼. 

Definition 8. By considering 𝑵[ , ] a matrix of 𝑚 × 𝑛 functions, then 𝕁 𝑵 (𝑡) is the Rie-
mann-Liouville fractional integral term, defined as follow: 

𝕁 𝐍 (𝑡) = 𝕁 𝐍[ , ] (𝑡) + 𝕁 𝐍[ , ] (𝑡) + ⋯ + 𝕁 𝐍[ , ] (𝑡) = 𝕁 𝐍[ , ] (𝑡). (35) 

By adopting: 

𝐍[ , ] = 𝕯 , ( )   (36)

then: 

𝕁  𝕯 , ( ) (𝑡) =  

= 𝕁 𝕯 [ , ]  (𝑡) + 𝕁 𝕯 [ , ]  (𝑡) + ⋯ + 𝕁 𝕯 ,   (𝑡) = 𝕁 𝕯 [ , ]  (𝑡), (37) 

where; 0 and 𝑡 are the bounds of the fractional integral. 
By recalling the definitions above we can calculate some components, reported in 

Table 1. 
  

α

t (t)·D
β
x f (x) = (1

0)
[g]
0
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Therefore, the matrix 𝕯 can be considered as a block matrix or partitioned matrix, 
whose blocks are the submatrices 𝕯 . One can change the position of the single blocks 
and nothing changes, since 𝕯 is not unique, as said before. Movements of single rows 
inside the blocks are also allowed. 

Definition 7. By considering a vector of 𝑛 functions of the type: 𝐌[ , ] = 𝑓 (𝑡), 𝑓 (𝑡), ⋯ , 𝑓 (𝑡)   (33)

Then, 𝕁 𝐌 (𝑡) is the Riemann-Liouville fractional integral term, defined as follow: 𝕁 𝐌 (𝑡) = 𝐽 𝑓 (𝑡)𝐽 [𝑓 (𝑡) ⋯ 𝐽 𝑓 (𝑡)]   (34)

where; 𝑛𝛼 notes that the operator 𝕁 are formed by 𝑛 fractional integrals 𝐽  of order 𝛼. 

Definition 8. By considering 𝑵[ , ] a matrix of 𝑚 × 𝑛 functions, then 𝕁 𝑵 (𝑡) is the Rie-
mann-Liouville fractional integral term, defined as follow: 

𝕁 𝐍 (𝑡) = 𝕁 𝐍[ , ] (𝑡) + 𝕁 𝐍[ , ] (𝑡) + ⋯ + 𝕁 𝐍[ , ] (𝑡) = 𝕁 𝐍[ , ] (𝑡). (35) 

By adopting: 

𝐍[ , ] = 𝕯 , ( )   (36)

then: 

𝕁  𝕯 , ( ) (𝑡) =  

= 𝕁 𝕯 [ , ]  (𝑡) + 𝕁 𝕯 [ , ]  (𝑡) + ⋯ + 𝕁 𝕯 ,   (𝑡) = 𝕁 𝕯 [ , ]  (𝑡), (37) 

where; 0 and 𝑡 are the bounds of the fractional integral. 
By recalling the definitions above we can calculate some components, reported in 

Table 1. 
  

α

t (t)·D
γ
x f (x)− (1

1)
[g]
0
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Therefore, the matrix 𝕯 can be considered as a block matrix or partitioned matrix, 
whose blocks are the submatrices 𝕯 . One can change the position of the single blocks 
and nothing changes, since 𝕯 is not unique, as said before. Movements of single rows 
inside the blocks are also allowed. 

Definition 7. By considering a vector of 𝑛 functions of the type: 𝐌[ , ] = 𝑓 (𝑡), 𝑓 (𝑡), ⋯ , 𝑓 (𝑡)   (33)

Then, 𝕁 𝐌 (𝑡) is the Riemann-Liouville fractional integral term, defined as follow: 𝕁 𝐌 (𝑡) = 𝐽 𝑓 (𝑡)𝐽 [𝑓 (𝑡) ⋯ 𝐽 𝑓 (𝑡)]   (34)

where; 𝑛𝛼 notes that the operator 𝕁 are formed by 𝑛 fractional integrals 𝐽  of order 𝛼. 

Definition 8. By considering 𝑵[ , ] a matrix of 𝑚 × 𝑛 functions, then 𝕁 𝑵 (𝑡) is the Rie-
mann-Liouville fractional integral term, defined as follow: 

𝕁 𝐍 (𝑡) = 𝕁 𝐍[ , ] (𝑡) + 𝕁 𝐍[ , ] (𝑡) + ⋯ + 𝕁 𝐍[ , ] (𝑡) = 𝕁 𝐍[ , ] (𝑡). (35) 

By adopting: 

𝐍[ , ] = 𝕯 , ( )   (36)

then: 

𝕁  𝕯 , ( ) (𝑡) =  

= 𝕁 𝕯 [ , ]  (𝑡) + 𝕁 𝕯 [ , ]  (𝑡) + ⋯ + 𝕁 𝕯 ,   (𝑡) = 𝕁 𝕯 [ , ]  (𝑡), (37) 

where; 0 and 𝑡 are the bounds of the fractional integral. 
By recalling the definitions above we can calculate some components, reported in 

Table 1. 
  

α

t (t)·D
β
x f (x)

=
[g]
0
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Therefore, the matrix 𝕯 can be considered as a block matrix or partitioned matrix, 
whose blocks are the submatrices 𝕯 . One can change the position of the single blocks 
and nothing changes, since 𝕯 is not unique, as said before. Movements of single rows 
inside the blocks are also allowed. 

Definition 7. By considering a vector of 𝑛 functions of the type: 𝐌[ , ] = 𝑓 (𝑡), 𝑓 (𝑡), ⋯ , 𝑓 (𝑡)   (33)

Then, 𝕁 𝐌 (𝑡) is the Riemann-Liouville fractional integral term, defined as follow: 𝕁 𝐌 (𝑡) = 𝐽 𝑓 (𝑡)𝐽 [𝑓 (𝑡) ⋯ 𝐽 𝑓 (𝑡)]   (34)

where; 𝑛𝛼 notes that the operator 𝕁 are formed by 𝑛 fractional integrals 𝐽  of order 𝛼. 

Definition 8. By considering 𝑵[ , ] a matrix of 𝑚 × 𝑛 functions, then 𝕁 𝑵 (𝑡) is the Rie-
mann-Liouville fractional integral term, defined as follow: 

𝕁 𝐍 (𝑡) = 𝕁 𝐍[ , ] (𝑡) + 𝕁 𝐍[ , ] (𝑡) + ⋯ + 𝕁 𝐍[ , ] (𝑡) = 𝕁 𝐍[ , ] (𝑡). (35) 

By adopting: 

𝐍[ , ] = 𝕯 , ( )   (36)

then: 

𝕁  𝕯 , ( ) (𝑡) =  

= 𝕁 𝕯 [ , ]  (𝑡) + 𝕁 𝕯 [ , ]  (𝑡) + ⋯ + 𝕁 𝕯 ,   (𝑡) = 𝕁 𝕯 [ , ]  (𝑡), (37) 

where; 0 and 𝑡 are the bounds of the fractional integral. 
By recalling the definitions above we can calculate some components, reported in 

Table 1. 
  

α

t (t)·
[
(1

0)Dγ
x − (1

1)Dβ
x

]
f (x) = [g]

0
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Therefore, the matrix 𝕯 can be considered as a block matrix or partitioned matrix, 
whose blocks are the submatrices 𝕯 . One can change the position of the single blocks 
and nothing changes, since 𝕯 is not unique, as said before. Movements of single rows 
inside the blocks are also allowed. 

Definition 7. By considering a vector of 𝑛 functions of the type: 𝐌[ , ] = 𝑓 (𝑡), 𝑓 (𝑡), ⋯ , 𝑓 (𝑡)   (33)

Then, 𝕁 𝐌 (𝑡) is the Riemann-Liouville fractional integral term, defined as follow: 𝕁 𝐌 (𝑡) = 𝐽 𝑓 (𝑡)𝐽 [𝑓 (𝑡) ⋯ 𝐽 𝑓 (𝑡)]   (34)

where; 𝑛𝛼 notes that the operator 𝕁 are formed by 𝑛 fractional integrals 𝐽  of order 𝛼. 

Definition 8. By considering 𝑵[ , ] a matrix of 𝑚 × 𝑛 functions, then 𝕁 𝑵 (𝑡) is the Rie-
mann-Liouville fractional integral term, defined as follow: 

𝕁 𝐍 (𝑡) = 𝕁 𝐍[ , ] (𝑡) + 𝕁 𝐍[ , ] (𝑡) + ⋯ + 𝕁 𝐍[ , ] (𝑡) = 𝕁 𝐍[ , ] (𝑡). (35) 

By adopting: 

𝐍[ , ] = 𝕯 , ( )   (36)

then: 

𝕁  𝕯 , ( ) (𝑡) =  

= 𝕁 𝕯 [ , ]  (𝑡) + 𝕁 𝕯 [ , ]  (𝑡) + ⋯ + 𝕁 𝕯 ,   (𝑡) = 𝕁 𝕯 [ , ]  (𝑡), (37) 

where; 0 and 𝑡 are the bounds of the fractional integral. 
By recalling the definitions above we can calculate some components, reported in 

Table 1. 
  

α

t (t)·
[

Dγ
x − Dβ

x

]
f (x),

u2(x, t) = RL[g,g]
0
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Therefore, the matrix 𝕯 can be considered as a block matrix or partitioned matrix, 
whose blocks are the submatrices 𝕯 . One can change the position of the single blocks 
and nothing changes, since 𝕯 is not unique, as said before. Movements of single rows 
inside the blocks are also allowed. 

Definition 7. By considering a vector of 𝑛 functions of the type: 𝐌[ , ] = 𝑓 (𝑡), 𝑓 (𝑡), ⋯ , 𝑓 (𝑡)   (33)

Then, 𝕁 𝐌 (𝑡) is the Riemann-Liouville fractional integral term, defined as follow: 𝕁 𝐌 (𝑡) = 𝐽 𝑓 (𝑡)𝐽 [𝑓 (𝑡) ⋯ 𝐽 𝑓 (𝑡)]   (34)

where; 𝑛𝛼 notes that the operator 𝕁 are formed by 𝑛 fractional integrals 𝐽  of order 𝛼. 

Definition 8. By considering 𝑵[ , ] a matrix of 𝑚 × 𝑛 functions, then 𝕁 𝑵 (𝑡) is the Rie-
mann-Liouville fractional integral term, defined as follow: 

𝕁 𝐍 (𝑡) = 𝕁 𝐍[ , ] (𝑡) + 𝕁 𝐍[ , ] (𝑡) + ⋯ + 𝕁 𝐍[ , ] (𝑡) = 𝕁 𝐍[ , ] (𝑡). (35) 

By adopting: 

𝐍[ , ] = 𝕯 , ( )   (36)

then: 

𝕁  𝕯 , ( ) (𝑡) =  

= 𝕁 𝕯 [ , ]  (𝑡) + 𝕁 𝕯 [ , ]  (𝑡) + ⋯ + 𝕁 𝕯 ,   (𝑡) = 𝕁 𝕯 [ , ]  (𝑡), (37) 

where; 0 and 𝑡 are the bounds of the fractional integral. 
By recalling the definitions above we can calculate some components, reported in 

Table 1. 
  

2α
t (t)·D2γ

x f (x)−
RL
[g, h]
[h, g]

0
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Therefore, the matrix 𝕯 can be considered as a block matrix or partitioned matrix, 
whose blocks are the submatrices 𝕯 . One can change the position of the single blocks 
and nothing changes, since 𝕯 is not unique, as said before. Movements of single rows 
inside the blocks are also allowed. 

Definition 7. By considering a vector of 𝑛 functions of the type: 𝐌[ , ] = 𝑓 (𝑡), 𝑓 (𝑡), ⋯ , 𝑓 (𝑡)   (33)

Then, 𝕁 𝐌 (𝑡) is the Riemann-Liouville fractional integral term, defined as follow: 𝕁 𝐌 (𝑡) = 𝐽 𝑓 (𝑡)𝐽 [𝑓 (𝑡) ⋯ 𝐽 𝑓 (𝑡)]   (34)

where; 𝑛𝛼 notes that the operator 𝕁 are formed by 𝑛 fractional integrals 𝐽  of order 𝛼. 

Definition 8. By considering 𝑵[ , ] a matrix of 𝑚 × 𝑛 functions, then 𝕁 𝑵 (𝑡) is the Rie-
mann-Liouville fractional integral term, defined as follow: 

𝕁 𝐍 (𝑡) = 𝕁 𝐍[ , ] (𝑡) + 𝕁 𝐍[ , ] (𝑡) + ⋯ + 𝕁 𝐍[ , ] (𝑡) = 𝕁 𝐍[ , ] (𝑡). (35) 

By adopting: 

𝐍[ , ] = 𝕯 , ( )   (36)

then: 

𝕁  𝕯 , ( ) (𝑡) =  

= 𝕁 𝕯 [ , ]  (𝑡) + 𝕁 𝕯 [ , ]  (𝑡) + ⋯ + 𝕁 𝕯 ,   (𝑡) = 𝕁 𝕯 [ , ]  (𝑡), (37) 

where; 0 and 𝑡 are the bounds of the fractional integral. 
By recalling the definitions above we can calculate some components, reported in 

Table 1. 
  

2α
t (t)·Dβ+γ

x f (x) + RL[h,h]
0
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Therefore, the matrix 𝕯 can be considered as a block matrix or partitioned matrix, 
whose blocks are the submatrices 𝕯 . One can change the position of the single blocks 
and nothing changes, since 𝕯 is not unique, as said before. Movements of single rows 
inside the blocks are also allowed. 

Definition 7. By considering a vector of 𝑛 functions of the type: 𝐌[ , ] = 𝑓 (𝑡), 𝑓 (𝑡), ⋯ , 𝑓 (𝑡)   (33)

Then, 𝕁 𝐌 (𝑡) is the Riemann-Liouville fractional integral term, defined as follow: 𝕁 𝐌 (𝑡) = 𝐽 𝑓 (𝑡)𝐽 [𝑓 (𝑡) ⋯ 𝐽 𝑓 (𝑡)]   (34)

where; 𝑛𝛼 notes that the operator 𝕁 are formed by 𝑛 fractional integrals 𝐽  of order 𝛼. 

Definition 8. By considering 𝑵[ , ] a matrix of 𝑚 × 𝑛 functions, then 𝕁 𝑵 (𝑡) is the Rie-
mann-Liouville fractional integral term, defined as follow: 

𝕁 𝐍 (𝑡) = 𝕁 𝐍[ , ] (𝑡) + 𝕁 𝐍[ , ] (𝑡) + ⋯ + 𝕁 𝐍[ , ] (𝑡) = 𝕁 𝐍[ , ] (𝑡). (35) 

By adopting: 

𝐍[ , ] = 𝕯 , ( )   (36)

then: 

𝕁  𝕯 , ( ) (𝑡) =  

= 𝕁 𝕯 [ , ]  (𝑡) + 𝕁 𝕯 [ , ]  (𝑡) + ⋯ + 𝕁 𝕯 ,   (𝑡) = 𝕁 𝕯 [ , ]  (𝑡), (37) 

where; 0 and 𝑡 are the bounds of the fractional integral. 
By recalling the definitions above we can calculate some components, reported in 

Table 1. 
  

2α
t (t)·D2β

x f (x)

= (2
0)

[2g]
0
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Therefore, the matrix 𝕯 can be considered as a block matrix or partitioned matrix, 
whose blocks are the submatrices 𝕯 . One can change the position of the single blocks 
and nothing changes, since 𝕯 is not unique, as said before. Movements of single rows 
inside the blocks are also allowed. 

Definition 7. By considering a vector of 𝑛 functions of the type: 𝐌[ , ] = 𝑓 (𝑡), 𝑓 (𝑡), ⋯ , 𝑓 (𝑡)   (33)

Then, 𝕁 𝐌 (𝑡) is the Riemann-Liouville fractional integral term, defined as follow: 𝕁 𝐌 (𝑡) = 𝐽 𝑓 (𝑡)𝐽 [𝑓 (𝑡) ⋯ 𝐽 𝑓 (𝑡)]   (34)

where; 𝑛𝛼 notes that the operator 𝕁 are formed by 𝑛 fractional integrals 𝐽  of order 𝛼. 

Definition 8. By considering 𝑵[ , ] a matrix of 𝑚 × 𝑛 functions, then 𝕁 𝑵 (𝑡) is the Rie-
mann-Liouville fractional integral term, defined as follow: 

𝕁 𝐍 (𝑡) = 𝕁 𝐍[ , ] (𝑡) + 𝕁 𝐍[ , ] (𝑡) + ⋯ + 𝕁 𝐍[ , ] (𝑡) = 𝕁 𝐍[ , ] (𝑡). (35) 

By adopting: 

𝐍[ , ] = 𝕯 , ( )   (36)

then: 

𝕁  𝕯 , ( ) (𝑡) =  

= 𝕁 𝕯 [ , ]  (𝑡) + 𝕁 𝕯 [ , ]  (𝑡) + ⋯ + 𝕁 𝕯 ,   (𝑡) = 𝕁 𝕯 [ , ]  (𝑡), (37) 

where; 0 and 𝑡 are the bounds of the fractional integral. 
By recalling the definitions above we can calculate some components, reported in 

Table 1. 
  

2α
t (t)·D2γ

x f (x)− (2
1)

[2g]
0
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Therefore, the matrix 𝕯 can be considered as a block matrix or partitioned matrix, 
whose blocks are the submatrices 𝕯 . One can change the position of the single blocks 
and nothing changes, since 𝕯 is not unique, as said before. Movements of single rows 
inside the blocks are also allowed. 

Definition 7. By considering a vector of 𝑛 functions of the type: 𝐌[ , ] = 𝑓 (𝑡), 𝑓 (𝑡), ⋯ , 𝑓 (𝑡)   (33)

Then, 𝕁 𝐌 (𝑡) is the Riemann-Liouville fractional integral term, defined as follow: 𝕁 𝐌 (𝑡) = 𝐽 𝑓 (𝑡)𝐽 [𝑓 (𝑡) ⋯ 𝐽 𝑓 (𝑡)]   (34)

where; 𝑛𝛼 notes that the operator 𝕁 are formed by 𝑛 fractional integrals 𝐽  of order 𝛼. 

Definition 8. By considering 𝑵[ , ] a matrix of 𝑚 × 𝑛 functions, then 𝕁 𝑵 (𝑡) is the Rie-
mann-Liouville fractional integral term, defined as follow: 

𝕁 𝐍 (𝑡) = 𝕁 𝐍[ , ] (𝑡) + 𝕁 𝐍[ , ] (𝑡) + ⋯ + 𝕁 𝐍[ , ] (𝑡) = 𝕁 𝐍[ , ] (𝑡). (35) 

By adopting: 

𝐍[ , ] = 𝕯 , ( )   (36)

then: 

𝕁  𝕯 , ( ) (𝑡) =  

= 𝕁 𝕯 [ , ]  (𝑡) + 𝕁 𝕯 [ , ]  (𝑡) + ⋯ + 𝕁 𝕯 ,   (𝑡) = 𝕁 𝕯 [ , ]  (𝑡), (37) 

where; 0 and 𝑡 are the bounds of the fractional integral. 
By recalling the definitions above we can calculate some components, reported in 

Table 1. 
  

2α
t (t)·Dβ+γ

x f (x) + (2
2)

[2g]
0

Mathematics 2023, 11, x FOR PEER REVIEW 7 of 28 
 

 

Therefore, the matrix 𝕯 can be considered as a block matrix or partitioned matrix, 
whose blocks are the submatrices 𝕯 . One can change the position of the single blocks 
and nothing changes, since 𝕯 is not unique, as said before. Movements of single rows 
inside the blocks are also allowed. 

Definition 7. By considering a vector of 𝑛 functions of the type: 𝐌[ , ] = 𝑓 (𝑡), 𝑓 (𝑡), ⋯ , 𝑓 (𝑡)   (33)

Then, 𝕁 𝐌 (𝑡) is the Riemann-Liouville fractional integral term, defined as follow: 𝕁 𝐌 (𝑡) = 𝐽 𝑓 (𝑡)𝐽 [𝑓 (𝑡) ⋯ 𝐽 𝑓 (𝑡)]   (34)

where; 𝑛𝛼 notes that the operator 𝕁 are formed by 𝑛 fractional integrals 𝐽  of order 𝛼. 

Definition 8. By considering 𝑵[ , ] a matrix of 𝑚 × 𝑛 functions, then 𝕁 𝑵 (𝑡) is the Rie-
mann-Liouville fractional integral term, defined as follow: 

𝕁 𝐍 (𝑡) = 𝕁 𝐍[ , ] (𝑡) + 𝕁 𝐍[ , ] (𝑡) + ⋯ + 𝕁 𝐍[ , ] (𝑡) = 𝕁 𝐍[ , ] (𝑡). (35) 

By adopting: 

𝐍[ , ] = 𝕯 , ( )   (36)

then: 

𝕁  𝕯 , ( ) (𝑡) =  

= 𝕁 𝕯 [ , ]  (𝑡) + 𝕁 𝕯 [ , ]  (𝑡) + ⋯ + 𝕁 𝕯 ,   (𝑡) = 𝕁 𝕯 [ , ]  (𝑡), (37) 

where; 0 and 𝑡 are the bounds of the fractional integral. 
By recalling the definitions above we can calculate some components, reported in 

Table 1. 
  

2α
t (t)·D2β

x f (x)

=
[2g]

0

Mathematics 2023, 11, x FOR PEER REVIEW 7 of 28 
 

 

Therefore, the matrix 𝕯 can be considered as a block matrix or partitioned matrix, 
whose blocks are the submatrices 𝕯 . One can change the position of the single blocks 
and nothing changes, since 𝕯 is not unique, as said before. Movements of single rows 
inside the blocks are also allowed. 

Definition 7. By considering a vector of 𝑛 functions of the type: 𝐌[ , ] = 𝑓 (𝑡), 𝑓 (𝑡), ⋯ , 𝑓 (𝑡)   (33)

Then, 𝕁 𝐌 (𝑡) is the Riemann-Liouville fractional integral term, defined as follow: 𝕁 𝐌 (𝑡) = 𝐽 𝑓 (𝑡)𝐽 [𝑓 (𝑡) ⋯ 𝐽 𝑓 (𝑡)]   (34)

where; 𝑛𝛼 notes that the operator 𝕁 are formed by 𝑛 fractional integrals 𝐽  of order 𝛼. 

Definition 8. By considering 𝑵[ , ] a matrix of 𝑚 × 𝑛 functions, then 𝕁 𝑵 (𝑡) is the Rie-
mann-Liouville fractional integral term, defined as follow: 

𝕁 𝐍 (𝑡) = 𝕁 𝐍[ , ] (𝑡) + 𝕁 𝐍[ , ] (𝑡) + ⋯ + 𝕁 𝐍[ , ] (𝑡) = 𝕁 𝐍[ , ] (𝑡). (35) 

By adopting: 

𝐍[ , ] = 𝕯 , ( )   (36)

then: 

𝕁  𝕯 , ( ) (𝑡) =  

= 𝕁 𝕯 [ , ]  (𝑡) + 𝕁 𝕯 [ , ]  (𝑡) + ⋯ + 𝕁 𝕯 ,   (𝑡) = 𝕁 𝕯 [ , ]  (𝑡), (37) 

where; 0 and 𝑡 are the bounds of the fractional integral. 
By recalling the definitions above we can calculate some components, reported in 

Table 1. 
  

2α
t (t)·

[
(2

0)D2γ
x − (2

1)Dβ+γ
x + (2

2)D2β
x

]
f (x) = [2g]

0
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Therefore, the matrix 𝕯 can be considered as a block matrix or partitioned matrix, 
whose blocks are the submatrices 𝕯 . One can change the position of the single blocks 
and nothing changes, since 𝕯 is not unique, as said before. Movements of single rows 
inside the blocks are also allowed. 

Definition 7. By considering a vector of 𝑛 functions of the type: 𝐌[ , ] = 𝑓 (𝑡), 𝑓 (𝑡), ⋯ , 𝑓 (𝑡)   (33)

Then, 𝕁 𝐌 (𝑡) is the Riemann-Liouville fractional integral term, defined as follow: 𝕁 𝐌 (𝑡) = 𝐽 𝑓 (𝑡)𝐽 [𝑓 (𝑡) ⋯ 𝐽 𝑓 (𝑡)]   (34)

where; 𝑛𝛼 notes that the operator 𝕁 are formed by 𝑛 fractional integrals 𝐽  of order 𝛼. 

Definition 8. By considering 𝑵[ , ] a matrix of 𝑚 × 𝑛 functions, then 𝕁 𝑵 (𝑡) is the Rie-
mann-Liouville fractional integral term, defined as follow: 

𝕁 𝐍 (𝑡) = 𝕁 𝐍[ , ] (𝑡) + 𝕁 𝐍[ , ] (𝑡) + ⋯ + 𝕁 𝐍[ , ] (𝑡) = 𝕁 𝐍[ , ] (𝑡). (35) 

By adopting: 

𝐍[ , ] = 𝕯 , ( )   (36)

then: 

𝕁  𝕯 , ( ) (𝑡) =  

= 𝕁 𝕯 [ , ]  (𝑡) + 𝕁 𝕯 [ , ]  (𝑡) + ⋯ + 𝕁 𝕯 ,   (𝑡) = 𝕁 𝕯 [ , ]  (𝑡), (37) 

where; 0 and 𝑡 are the bounds of the fractional integral. 
By recalling the definitions above we can calculate some components, reported in 

Table 1. 
  

2α
t (t)·

[
Dγ

x − Dβ
x

]2
f (x),

u3(x, t) = RL[g,g,g]
0
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Therefore, the matrix 𝕯 can be considered as a block matrix or partitioned matrix, 
whose blocks are the submatrices 𝕯 . One can change the position of the single blocks 
and nothing changes, since 𝕯 is not unique, as said before. Movements of single rows 
inside the blocks are also allowed. 

Definition 7. By considering a vector of 𝑛 functions of the type: 𝐌[ , ] = 𝑓 (𝑡), 𝑓 (𝑡), ⋯ , 𝑓 (𝑡)   (33)

Then, 𝕁 𝐌 (𝑡) is the Riemann-Liouville fractional integral term, defined as follow: 𝕁 𝐌 (𝑡) = 𝐽 𝑓 (𝑡)𝐽 [𝑓 (𝑡) ⋯ 𝐽 𝑓 (𝑡)]   (34)

where; 𝑛𝛼 notes that the operator 𝕁 are formed by 𝑛 fractional integrals 𝐽  of order 𝛼. 

Definition 8. By considering 𝑵[ , ] a matrix of 𝑚 × 𝑛 functions, then 𝕁 𝑵 (𝑡) is the Rie-
mann-Liouville fractional integral term, defined as follow: 

𝕁 𝐍 (𝑡) = 𝕁 𝐍[ , ] (𝑡) + 𝕁 𝐍[ , ] (𝑡) + ⋯ + 𝕁 𝐍[ , ] (𝑡) = 𝕁 𝐍[ , ] (𝑡). (35) 

By adopting: 

𝐍[ , ] = 𝕯 , ( )   (36)

then: 

𝕁  𝕯 , ( ) (𝑡) =  

= 𝕁 𝕯 [ , ]  (𝑡) + 𝕁 𝕯 [ , ]  (𝑡) + ⋯ + 𝕁 𝕯 ,   (𝑡) = 𝕁 𝕯 [ , ]  (𝑡), (37) 

where; 0 and 𝑡 are the bounds of the fractional integral. 
By recalling the definitions above we can calculate some components, reported in 

Table 1. 
  

3α
t (t)·D3γ

x f (x)−

RL

[g, g, h]
[g, h, g]
[h, g, g]

0
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Therefore, the matrix 𝕯 can be considered as a block matrix or partitioned matrix, 
whose blocks are the submatrices 𝕯 . One can change the position of the single blocks 
and nothing changes, since 𝕯 is not unique, as said before. Movements of single rows 
inside the blocks are also allowed. 

Definition 7. By considering a vector of 𝑛 functions of the type: 𝐌[ , ] = 𝑓 (𝑡), 𝑓 (𝑡), ⋯ , 𝑓 (𝑡)   (33)

Then, 𝕁 𝐌 (𝑡) is the Riemann-Liouville fractional integral term, defined as follow: 𝕁 𝐌 (𝑡) = 𝐽 𝑓 (𝑡)𝐽 [𝑓 (𝑡) ⋯ 𝐽 𝑓 (𝑡)]   (34)

where; 𝑛𝛼 notes that the operator 𝕁 are formed by 𝑛 fractional integrals 𝐽  of order 𝛼. 

Definition 8. By considering 𝑵[ , ] a matrix of 𝑚 × 𝑛 functions, then 𝕁 𝑵 (𝑡) is the Rie-
mann-Liouville fractional integral term, defined as follow: 

𝕁 𝐍 (𝑡) = 𝕁 𝐍[ , ] (𝑡) + 𝕁 𝐍[ , ] (𝑡) + ⋯ + 𝕁 𝐍[ , ] (𝑡) = 𝕁 𝐍[ , ] (𝑡). (35) 

By adopting: 

𝐍[ , ] = 𝕯 , ( )   (36)

then: 

𝕁  𝕯 , ( ) (𝑡) =  

= 𝕁 𝕯 [ , ]  (𝑡) + 𝕁 𝕯 [ , ]  (𝑡) + ⋯ + 𝕁 𝕯 ,   (𝑡) = 𝕁 𝕯 [ , ]  (𝑡), (37) 

where; 0 and 𝑡 are the bounds of the fractional integral. 
By recalling the definitions above we can calculate some components, reported in 

Table 1. 
  

3α
t (t)·D2γ+β

x f (x) +

RL

[g, h, h]
[h, g, h]
[h, h, g]

0
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Therefore, the matrix 𝕯 can be considered as a block matrix or partitioned matrix, 
whose blocks are the submatrices 𝕯 . One can change the position of the single blocks 
and nothing changes, since 𝕯 is not unique, as said before. Movements of single rows 
inside the blocks are also allowed. 

Definition 7. By considering a vector of 𝑛 functions of the type: 𝐌[ , ] = 𝑓 (𝑡), 𝑓 (𝑡), ⋯ , 𝑓 (𝑡)   (33)

Then, 𝕁 𝐌 (𝑡) is the Riemann-Liouville fractional integral term, defined as follow: 𝕁 𝐌 (𝑡) = 𝐽 𝑓 (𝑡)𝐽 [𝑓 (𝑡) ⋯ 𝐽 𝑓 (𝑡)]   (34)

where; 𝑛𝛼 notes that the operator 𝕁 are formed by 𝑛 fractional integrals 𝐽  of order 𝛼. 

Definition 8. By considering 𝑵[ , ] a matrix of 𝑚 × 𝑛 functions, then 𝕁 𝑵 (𝑡) is the Rie-
mann-Liouville fractional integral term, defined as follow: 

𝕁 𝐍 (𝑡) = 𝕁 𝐍[ , ] (𝑡) + 𝕁 𝐍[ , ] (𝑡) + ⋯ + 𝕁 𝐍[ , ] (𝑡) = 𝕁 𝐍[ , ] (𝑡). (35) 

By adopting: 

𝐍[ , ] = 𝕯 , ( )   (36)

then: 

𝕁  𝕯 , ( ) (𝑡) =  

= 𝕁 𝕯 [ , ]  (𝑡) + 𝕁 𝕯 [ , ]  (𝑡) + ⋯ + 𝕁 𝕯 ,   (𝑡) = 𝕁 𝕯 [ , ]  (𝑡), (37) 

where; 0 and 𝑡 are the bounds of the fractional integral. 
By recalling the definitions above we can calculate some components, reported in 

Table 1. 
  

3α
t (t)·D2γ+β

x − RL[h,h,h]
0
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Therefore, the matrix 𝕯 can be considered as a block matrix or partitioned matrix, 
whose blocks are the submatrices 𝕯 . One can change the position of the single blocks 
and nothing changes, since 𝕯 is not unique, as said before. Movements of single rows 
inside the blocks are also allowed. 

Definition 7. By considering a vector of 𝑛 functions of the type: 𝐌[ , ] = 𝑓 (𝑡), 𝑓 (𝑡), ⋯ , 𝑓 (𝑡)   (33)

Then, 𝕁 𝐌 (𝑡) is the Riemann-Liouville fractional integral term, defined as follow: 𝕁 𝐌 (𝑡) = 𝐽 𝑓 (𝑡)𝐽 [𝑓 (𝑡) ⋯ 𝐽 𝑓 (𝑡)]   (34)

where; 𝑛𝛼 notes that the operator 𝕁 are formed by 𝑛 fractional integrals 𝐽  of order 𝛼. 

Definition 8. By considering 𝑵[ , ] a matrix of 𝑚 × 𝑛 functions, then 𝕁 𝑵 (𝑡) is the Rie-
mann-Liouville fractional integral term, defined as follow: 

𝕁 𝐍 (𝑡) = 𝕁 𝐍[ , ] (𝑡) + 𝕁 𝐍[ , ] (𝑡) + ⋯ + 𝕁 𝐍[ , ] (𝑡) = 𝕁 𝐍[ , ] (𝑡). (35) 

By adopting: 

𝐍[ , ] = 𝕯 , ( )   (36)

then: 

𝕁  𝕯 , ( ) (𝑡) =  

= 𝕁 𝕯 [ , ]  (𝑡) + 𝕁 𝕯 [ , ]  (𝑡) + ⋯ + 𝕁 𝕯 ,   (𝑡) = 𝕁 𝕯 [ , ]  (𝑡), (37) 

where; 0 and 𝑡 are the bounds of the fractional integral. 
By recalling the definitions above we can calculate some components, reported in 

Table 1. 
  

3α
t (t)·D3β

x f (x)

= (3
0)

[3g]
0
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Therefore, the matrix 𝕯 can be considered as a block matrix or partitioned matrix, 
whose blocks are the submatrices 𝕯 . One can change the position of the single blocks 
and nothing changes, since 𝕯 is not unique, as said before. Movements of single rows 
inside the blocks are also allowed. 

Definition 7. By considering a vector of 𝑛 functions of the type: 𝐌[ , ] = 𝑓 (𝑡), 𝑓 (𝑡), ⋯ , 𝑓 (𝑡)   (33)

Then, 𝕁 𝐌 (𝑡) is the Riemann-Liouville fractional integral term, defined as follow: 𝕁 𝐌 (𝑡) = 𝐽 𝑓 (𝑡)𝐽 [𝑓 (𝑡) ⋯ 𝐽 𝑓 (𝑡)]   (34)

where; 𝑛𝛼 notes that the operator 𝕁 are formed by 𝑛 fractional integrals 𝐽  of order 𝛼. 

Definition 8. By considering 𝑵[ , ] a matrix of 𝑚 × 𝑛 functions, then 𝕁 𝑵 (𝑡) is the Rie-
mann-Liouville fractional integral term, defined as follow: 

𝕁 𝐍 (𝑡) = 𝕁 𝐍[ , ] (𝑡) + 𝕁 𝐍[ , ] (𝑡) + ⋯ + 𝕁 𝐍[ , ] (𝑡) = 𝕁 𝐍[ , ] (𝑡). (35) 

By adopting: 

𝐍[ , ] = 𝕯 , ( )   (36)

then: 

𝕁  𝕯 , ( ) (𝑡) =  

= 𝕁 𝕯 [ , ]  (𝑡) + 𝕁 𝕯 [ , ]  (𝑡) + ⋯ + 𝕁 𝕯 ,   (𝑡) = 𝕁 𝕯 [ , ]  (𝑡), (37) 

where; 0 and 𝑡 are the bounds of the fractional integral. 
By recalling the definitions above we can calculate some components, reported in 

Table 1. 
  

3α

t (t)·D3γ
x f (x)− (3

1)
[3g]

0
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Therefore, the matrix 𝕯 can be considered as a block matrix or partitioned matrix, 
whose blocks are the submatrices 𝕯 . One can change the position of the single blocks 
and nothing changes, since 𝕯 is not unique, as said before. Movements of single rows 
inside the blocks are also allowed. 

Definition 7. By considering a vector of 𝑛 functions of the type: 𝐌[ , ] = 𝑓 (𝑡), 𝑓 (𝑡), ⋯ , 𝑓 (𝑡)   (33)

Then, 𝕁 𝐌 (𝑡) is the Riemann-Liouville fractional integral term, defined as follow: 𝕁 𝐌 (𝑡) = 𝐽 𝑓 (𝑡)𝐽 [𝑓 (𝑡) ⋯ 𝐽 𝑓 (𝑡)]   (34)

where; 𝑛𝛼 notes that the operator 𝕁 are formed by 𝑛 fractional integrals 𝐽  of order 𝛼. 

Definition 8. By considering 𝑵[ , ] a matrix of 𝑚 × 𝑛 functions, then 𝕁 𝑵 (𝑡) is the Rie-
mann-Liouville fractional integral term, defined as follow: 

𝕁 𝐍 (𝑡) = 𝕁 𝐍[ , ] (𝑡) + 𝕁 𝐍[ , ] (𝑡) + ⋯ + 𝕁 𝐍[ , ] (𝑡) = 𝕁 𝐍[ , ] (𝑡). (35) 

By adopting: 

𝐍[ , ] = 𝕯 , ( )   (36)

then: 

𝕁  𝕯 , ( ) (𝑡) =  

= 𝕁 𝕯 [ , ]  (𝑡) + 𝕁 𝕯 [ , ]  (𝑡) + ⋯ + 𝕁 𝕯 ,   (𝑡) = 𝕁 𝕯 [ , ]  (𝑡), (37) 

where; 0 and 𝑡 are the bounds of the fractional integral. 
By recalling the definitions above we can calculate some components, reported in 

Table 1. 
  

3α

t (t)·D2γ+β
x f (x) + (3

2)
[3g]

0
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Therefore, the matrix 𝕯 can be considered as a block matrix or partitioned matrix, 
whose blocks are the submatrices 𝕯 . One can change the position of the single blocks 
and nothing changes, since 𝕯 is not unique, as said before. Movements of single rows 
inside the blocks are also allowed. 

Definition 7. By considering a vector of 𝑛 functions of the type: 𝐌[ , ] = 𝑓 (𝑡), 𝑓 (𝑡), ⋯ , 𝑓 (𝑡)   (33)

Then, 𝕁 𝐌 (𝑡) is the Riemann-Liouville fractional integral term, defined as follow: 𝕁 𝐌 (𝑡) = 𝐽 𝑓 (𝑡)𝐽 [𝑓 (𝑡) ⋯ 𝐽 𝑓 (𝑡)]   (34)

where; 𝑛𝛼 notes that the operator 𝕁 are formed by 𝑛 fractional integrals 𝐽  of order 𝛼. 

Definition 8. By considering 𝑵[ , ] a matrix of 𝑚 × 𝑛 functions, then 𝕁 𝑵 (𝑡) is the Rie-
mann-Liouville fractional integral term, defined as follow: 

𝕁 𝐍 (𝑡) = 𝕁 𝐍[ , ] (𝑡) + 𝕁 𝐍[ , ] (𝑡) + ⋯ + 𝕁 𝐍[ , ] (𝑡) = 𝕁 𝐍[ , ] (𝑡). (35) 

By adopting: 

𝐍[ , ] = 𝕯 , ( )   (36)

then: 

𝕁  𝕯 , ( ) (𝑡) =  

= 𝕁 𝕯 [ , ]  (𝑡) + 𝕁 𝕯 [ , ]  (𝑡) + ⋯ + 𝕁 𝕯 ,   (𝑡) = 𝕁 𝕯 [ , ]  (𝑡), (37) 

where; 0 and 𝑡 are the bounds of the fractional integral. 
By recalling the definitions above we can calculate some components, reported in 

Table 1. 
  

3α

t (t)·D2γ+β
x − (3

3)
[3g]

0
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Therefore, the matrix 𝕯 can be considered as a block matrix or partitioned matrix, 
whose blocks are the submatrices 𝕯 . One can change the position of the single blocks 
and nothing changes, since 𝕯 is not unique, as said before. Movements of single rows 
inside the blocks are also allowed. 

Definition 7. By considering a vector of 𝑛 functions of the type: 𝐌[ , ] = 𝑓 (𝑡), 𝑓 (𝑡), ⋯ , 𝑓 (𝑡)   (33)

Then, 𝕁 𝐌 (𝑡) is the Riemann-Liouville fractional integral term, defined as follow: 𝕁 𝐌 (𝑡) = 𝐽 𝑓 (𝑡)𝐽 [𝑓 (𝑡) ⋯ 𝐽 𝑓 (𝑡)]   (34)

where; 𝑛𝛼 notes that the operator 𝕁 are formed by 𝑛 fractional integrals 𝐽  of order 𝛼. 

Definition 8. By considering 𝑵[ , ] a matrix of 𝑚 × 𝑛 functions, then 𝕁 𝑵 (𝑡) is the Rie-
mann-Liouville fractional integral term, defined as follow: 

𝕁 𝐍 (𝑡) = 𝕁 𝐍[ , ] (𝑡) + 𝕁 𝐍[ , ] (𝑡) + ⋯ + 𝕁 𝐍[ , ] (𝑡) = 𝕁 𝐍[ , ] (𝑡). (35) 

By adopting: 

𝐍[ , ] = 𝕯 , ( )   (36)

then: 

𝕁  𝕯 , ( ) (𝑡) =  

= 𝕁 𝕯 [ , ]  (𝑡) + 𝕁 𝕯 [ , ]  (𝑡) + ⋯ + 𝕁 𝕯 ,   (𝑡) = 𝕁 𝕯 [ , ]  (𝑡), (37) 

where; 0 and 𝑡 are the bounds of the fractional integral. 
By recalling the definitions above we can calculate some components, reported in 

Table 1. 
  

3α

t (t)

·D3β
x f (x) = [3g]

0
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Therefore, the matrix 𝕯 can be considered as a block matrix or partitioned matrix, 
whose blocks are the submatrices 𝕯 . One can change the position of the single blocks 
and nothing changes, since 𝕯 is not unique, as said before. Movements of single rows 
inside the blocks are also allowed. 

Definition 7. By considering a vector of 𝑛 functions of the type: 𝐌[ , ] = 𝑓 (𝑡), 𝑓 (𝑡), ⋯ , 𝑓 (𝑡)   (33)

Then, 𝕁 𝐌 (𝑡) is the Riemann-Liouville fractional integral term, defined as follow: 𝕁 𝐌 (𝑡) = 𝐽 𝑓 (𝑡)𝐽 [𝑓 (𝑡) ⋯ 𝐽 𝑓 (𝑡)]   (34)

where; 𝑛𝛼 notes that the operator 𝕁 are formed by 𝑛 fractional integrals 𝐽  of order 𝛼. 

Definition 8. By considering 𝑵[ , ] a matrix of 𝑚 × 𝑛 functions, then 𝕁 𝑵 (𝑡) is the Rie-
mann-Liouville fractional integral term, defined as follow: 

𝕁 𝐍 (𝑡) = 𝕁 𝐍[ , ] (𝑡) + 𝕁 𝐍[ , ] (𝑡) + ⋯ + 𝕁 𝐍[ , ] (𝑡) = 𝕁 𝐍[ , ] (𝑡). (35) 

By adopting: 

𝐍[ , ] = 𝕯 , ( )   (36)

then: 

𝕁  𝕯 , ( ) (𝑡) =  

= 𝕁 𝕯 [ , ]  (𝑡) + 𝕁 𝕯 [ , ]  (𝑡) + ⋯ + 𝕁 𝕯 ,   (𝑡) = 𝕁 𝕯 [ , ]  (𝑡), (37) 

where; 0 and 𝑡 are the bounds of the fractional integral. 
By recalling the definitions above we can calculate some components, reported in 

Table 1. 
  

3α
t (t)·

[
(3

0)D3γ
x − (3

1)D2γ+β
x + (3

2)D2γ+β
x − (3

3)D3β
x

]
f (x)

=
[3g]

0
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where; 0 and 𝑡 are the bounds of the fractional integral. 
By recalling the definitions above we can calculate some components, reported in 

Table 1. 
  

3α
t (t)·

[
Dγ

x − Dβ
x

]3
f (x),

u4(x, t) = RL[g,g,g,g]
0
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where; 0 and 𝑡 are the bounds of the fractional integral. 
By recalling the definitions above we can calculate some components, reported in 

Table 1. 
  

4α
t (t)·D4γ

x f (x)−

RL

[g, g, g, h]
[g, g, h, g]
[g, h, g, g]
[h, g, g, g]

0
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Table 1. 
  

4α
t (t)·D3γ+β

x f (x) +

RL

[g, g, h, h]
[g, h, g, h]
[g, h, h, g]
[h, g, g, h]
[h, g, h, g]
[h, h, g, g]

0
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By recalling the definitions above we can calculate some components, reported in 

Table 1. 
  

4α
t (t)·D2γ+2β

x f (x)−

RL

[g, h, h, h]
[h, g, h, h]
[h, h, g, g]
[h, h, h, g]

0
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By recalling the definitions above we can calculate some components, reported in 

Table 1. 
  

4α
t (t)

·Dγ+3β
x f (x) + RL[h,h,h,h]

0
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where; 0 and 𝑡 are the bounds of the fractional integral. 
By recalling the definitions above we can calculate some components, reported in 

Table 1. 
  

4α
t (t)·D4β

x f (x) =

= (4
0)

[4g]
0
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where; 0 and 𝑡 are the bounds of the fractional integral. 
By recalling the definitions above we can calculate some components, reported in 

Table 1. 
  

4α
t (t)·D4γ

x f (x)− (4
1)

[4g]
0
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= 𝕁 𝕯 [ , ]  (𝑡) + 𝕁 𝕯 [ , ]  (𝑡) + ⋯ + 𝕁 𝕯 ,   (𝑡) = 𝕁 𝕯 [ , ]  (𝑡), (37) 

where; 0 and 𝑡 are the bounds of the fractional integral. 
By recalling the definitions above we can calculate some components, reported in 

Table 1. 
  

4α
t (t)·D3γ+β

x f (x) + (4
2)

[4g]
0
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𝕁 𝐍 (𝑡) = 𝕁 𝐍[ , ] (𝑡) + 𝕁 𝐍[ , ] (𝑡) + ⋯ + 𝕁 𝐍[ , ] (𝑡) = 𝕁 𝐍[ , ] (𝑡). (35) 

By adopting: 

𝐍[ , ] = 𝕯 , ( )   (36)

then: 

𝕁  𝕯 , ( ) (𝑡) =  

= 𝕁 𝕯 [ , ]  (𝑡) + 𝕁 𝕯 [ , ]  (𝑡) + ⋯ + 𝕁 𝕯 ,   (𝑡) = 𝕁 𝕯 [ , ]  (𝑡), (37) 

where; 0 and 𝑡 are the bounds of the fractional integral. 
By recalling the definitions above we can calculate some components, reported in 

Table 1. 
  

4α
t (t)·D2γ+2β

x f (x)− (4
3)

[4g]
0
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Therefore, the matrix 𝕯 can be considered as a block matrix or partitioned matrix, 
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where; 𝑛𝛼 notes that the operator 𝕁 are formed by 𝑛 fractional integrals 𝐽  of order 𝛼. 

Definition 8. By considering 𝑵[ , ] a matrix of 𝑚 × 𝑛 functions, then 𝕁 𝑵 (𝑡) is the Rie-
mann-Liouville fractional integral term, defined as follow: 

𝕁 𝐍 (𝑡) = 𝕁 𝐍[ , ] (𝑡) + 𝕁 𝐍[ , ] (𝑡) + ⋯ + 𝕁 𝐍[ , ] (𝑡) = 𝕁 𝐍[ , ] (𝑡). (35) 

By adopting: 

𝐍[ , ] = 𝕯 , ( )   (36)

then: 

𝕁  𝕯 , ( ) (𝑡) =  

= 𝕁 𝕯 [ , ]  (𝑡) + 𝕁 𝕯 [ , ]  (𝑡) + ⋯ + 𝕁 𝕯 ,   (𝑡) = 𝕁 𝕯 [ , ]  (𝑡), (37) 

where; 0 and 𝑡 are the bounds of the fractional integral. 
By recalling the definitions above we can calculate some components, reported in 

Table 1. 
  

4α
t (t)·Dγ+3β

x f (x)

+(4
4)

[4g]
0
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where; 𝑛𝛼 notes that the operator 𝕁 are formed by 𝑛 fractional integrals 𝐽  of order 𝛼. 

Definition 8. By considering 𝑵[ , ] a matrix of 𝑚 × 𝑛 functions, then 𝕁 𝑵 (𝑡) is the Rie-
mann-Liouville fractional integral term, defined as follow: 
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then: 

𝕁  𝕯 , ( ) (𝑡) =  

= 𝕁 𝕯 [ , ]  (𝑡) + 𝕁 𝕯 [ , ]  (𝑡) + ⋯ + 𝕁 𝕯 ,   (𝑡) = 𝕁 𝕯 [ , ]  (𝑡), (37) 

where; 0 and 𝑡 are the bounds of the fractional integral. 
By recalling the definitions above we can calculate some components, reported in 

Table 1. 
  

4α
t (t)·D4β

x f (x) = [4g]
0
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4α
t (t)·

[
(4

0)D4γ
x − (4

1)D3γ+β
x + (4

2)D2γ+2β
x − (4

3)Dγ+3β
x + (4

4)D4β
x

]
f (x)

=
[4g]

0
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x

]4
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u5(x, t) =

RL[g,g,g,g,g]
0
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5α
t (t)·D5γ

x f (x)−

RL

[g, g, g, g, h]
[g, g, g, h, g]
[g, g, h, g, g]
[g, h, g, g, g]
[h, g, g, g, g]

0
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5α
t (t)·D4γ+β

x f (x) +

RL

[g, g, g, h, h]
[g, g, h, g, h]
[g, g, h, h, g]
[g, h, g, g, h]
[g, h, g, h, g]
[g, h, h, g, g]
[h, g, g, g, h]
[h, g, g, h, g]
[h, g, h, g, g]
[h, h, g, g, g]

0
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5α
t (t)·D3γ+2β

x f (x)

−

RL

[g, g, h, h, h]
[g, h, g, h, h]
[g, h, h, g, h]
[g, h, h, h, g]
[h, g, g, h, h]
[h, g, h, g, h]
[h, g, h, h, g]
[h, h, g, g, h]
[h, h, g, h, g]
[h, h, h, g, g]

0
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Table 1. 
  

5α
t (t)·D2γ+3β

x f (x) +

RL

[g, h, h, h, h]
[h, g, h, h, h]
[h, h, g, h, h]
[h, h, h, g, h]
[h, h, h, h, g]

0
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𝕁 𝐍 (𝑡) = 𝕁 𝐍[ , ] (𝑡) + 𝕁 𝐍[ , ] (𝑡) + ⋯ + 𝕁 𝐍[ , ] (𝑡) = 𝕁 𝐍[ , ] (𝑡). (35) 

By adopting: 

𝐍[ , ] = 𝕯 , ( )   (36)

then: 

𝕁  𝕯 , ( ) (𝑡) =  

= 𝕁 𝕯 [ , ]  (𝑡) + 𝕁 𝕯 [ , ]  (𝑡) + ⋯ + 𝕁 𝕯 ,   (𝑡) = 𝕁 𝕯 [ , ]  (𝑡), (37) 

where; 0 and 𝑡 are the bounds of the fractional integral. 
By recalling the definitions above we can calculate some components, reported in 

Table 1. 
  

5α
t (t)·Dγ+4β

x f (x)RL[h,h,h,h,h]
0
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mann-Liouville fractional integral term, defined as follow: 

𝕁 𝐍 (𝑡) = 𝕁 𝐍[ , ] (𝑡) + 𝕁 𝐍[ , ] (𝑡) + ⋯ + 𝕁 𝐍[ , ] (𝑡) = 𝕁 𝐍[ , ] (𝑡). (35) 
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𝐍[ , ] = 𝕯 , ( )   (36)

then: 

𝕁  𝕯 , ( ) (𝑡) =  

= 𝕁 𝕯 [ , ]  (𝑡) + 𝕁 𝕯 [ , ]  (𝑡) + ⋯ + 𝕁 𝕯 ,   (𝑡) = 𝕁 𝕯 [ , ]  (𝑡), (37) 

where; 0 and 𝑡 are the bounds of the fractional integral. 
By recalling the definitions above we can calculate some components, reported in 

Table 1. 
  

5α
t (t)·D5β

x f (x) =(
5
0

)
[5g]

0
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𝕁 𝐍 (𝑡) = 𝕁 𝐍[ , ] (𝑡) + 𝕁 𝐍[ , ] (𝑡) + ⋯ + 𝕁 𝐍[ , ] (𝑡) = 𝕁 𝐍[ , ] (𝑡). (35) 

By adopting: 

𝐍[ , ] = 𝕯 , ( )   (36)

then: 

𝕁  𝕯 , ( ) (𝑡) =  

= 𝕁 𝕯 [ , ]  (𝑡) + 𝕁 𝕯 [ , ]  (𝑡) + ⋯ + 𝕁 𝕯 ,   (𝑡) = 𝕁 𝕯 [ , ]  (𝑡), (37) 

where; 0 and 𝑡 are the bounds of the fractional integral. 
By recalling the definitions above we can calculate some components, reported in 

Table 1. 
  

5α
t (t)·D5γ

x f (x)−
(

5
1

)
[5g]

0
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where; 0 and 𝑡 are the bounds of the fractional integral. 
By recalling the definitions above we can calculate some components, reported in 

Table 1. 
  

5α
t (t)·D4γ+β

x f (x) +
(

5
2

)
[5g]

0
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Therefore, the matrix 𝕯 can be considered as a block matrix or partitioned matrix, 
whose blocks are the submatrices 𝕯 . One can change the position of the single blocks 
and nothing changes, since 𝕯 is not unique, as said before. Movements of single rows 
inside the blocks are also allowed. 

Definition 7. By considering a vector of 𝑛 functions of the type: 𝐌[ , ] = 𝑓 (𝑡), 𝑓 (𝑡), ⋯ , 𝑓 (𝑡)   (33)

Then, 𝕁 𝐌 (𝑡) is the Riemann-Liouville fractional integral term, defined as follow: 𝕁 𝐌 (𝑡) = 𝐽 𝑓 (𝑡)𝐽 [𝑓 (𝑡) ⋯ 𝐽 𝑓 (𝑡)]   (34)

where; 𝑛𝛼 notes that the operator 𝕁 are formed by 𝑛 fractional integrals 𝐽  of order 𝛼. 

Definition 8. By considering 𝑵[ , ] a matrix of 𝑚 × 𝑛 functions, then 𝕁 𝑵 (𝑡) is the Rie-
mann-Liouville fractional integral term, defined as follow: 

𝕁 𝐍 (𝑡) = 𝕁 𝐍[ , ] (𝑡) + 𝕁 𝐍[ , ] (𝑡) + ⋯ + 𝕁 𝐍[ , ] (𝑡) = 𝕁 𝐍[ , ] (𝑡). (35) 

By adopting: 

𝐍[ , ] = 𝕯 , ( )   (36)

then: 

𝕁  𝕯 , ( ) (𝑡) =  

= 𝕁 𝕯 [ , ]  (𝑡) + 𝕁 𝕯 [ , ]  (𝑡) + ⋯ + 𝕁 𝕯 ,   (𝑡) = 𝕁 𝕯 [ , ]  (𝑡), (37) 

where; 0 and 𝑡 are the bounds of the fractional integral. 
By recalling the definitions above we can calculate some components, reported in 

Table 1. 
  

5α
t (t)·D3γ+2β

x f (x)−
(

5
3

)
[5g]

0
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Therefore, the matrix 𝕯 can be considered as a block matrix or partitioned matrix, 
whose blocks are the submatrices 𝕯 . One can change the position of the single blocks 
and nothing changes, since 𝕯 is not unique, as said before. Movements of single rows 
inside the blocks are also allowed. 

Definition 7. By considering a vector of 𝑛 functions of the type: 𝐌[ , ] = 𝑓 (𝑡), 𝑓 (𝑡), ⋯ , 𝑓 (𝑡)   (33)

Then, 𝕁 𝐌 (𝑡) is the Riemann-Liouville fractional integral term, defined as follow: 𝕁 𝐌 (𝑡) = 𝐽 𝑓 (𝑡)𝐽 [𝑓 (𝑡) ⋯ 𝐽 𝑓 (𝑡)]   (34)

where; 𝑛𝛼 notes that the operator 𝕁 are formed by 𝑛 fractional integrals 𝐽  of order 𝛼. 

Definition 8. By considering 𝑵[ , ] a matrix of 𝑚 × 𝑛 functions, then 𝕁 𝑵 (𝑡) is the Rie-
mann-Liouville fractional integral term, defined as follow: 

𝕁 𝐍 (𝑡) = 𝕁 𝐍[ , ] (𝑡) + 𝕁 𝐍[ , ] (𝑡) + ⋯ + 𝕁 𝐍[ , ] (𝑡) = 𝕁 𝐍[ , ] (𝑡). (35) 

By adopting: 

𝐍[ , ] = 𝕯 , ( )   (36)

then: 

𝕁  𝕯 , ( ) (𝑡) =  

= 𝕁 𝕯 [ , ]  (𝑡) + 𝕁 𝕯 [ , ]  (𝑡) + ⋯ + 𝕁 𝕯 ,   (𝑡) = 𝕁 𝕯 [ , ]  (𝑡), (37) 

where; 0 and 𝑡 are the bounds of the fractional integral. 
By recalling the definitions above we can calculate some components, reported in 

Table 1. 
  

5α
t (t)·D2γ+3β

x f (x)

+

(
5
4

)
[5g]

0
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Therefore, the matrix 𝕯 can be considered as a block matrix or partitioned matrix, 
whose blocks are the submatrices 𝕯 . One can change the position of the single blocks 
and nothing changes, since 𝕯 is not unique, as said before. Movements of single rows 
inside the blocks are also allowed. 

Definition 7. By considering a vector of 𝑛 functions of the type: 𝐌[ , ] = 𝑓 (𝑡), 𝑓 (𝑡), ⋯ , 𝑓 (𝑡)   (33)

Then, 𝕁 𝐌 (𝑡) is the Riemann-Liouville fractional integral term, defined as follow: 𝕁 𝐌 (𝑡) = 𝐽 𝑓 (𝑡)𝐽 [𝑓 (𝑡) ⋯ 𝐽 𝑓 (𝑡)]   (34)

where; 𝑛𝛼 notes that the operator 𝕁 are formed by 𝑛 fractional integrals 𝐽  of order 𝛼. 

Definition 8. By considering 𝑵[ , ] a matrix of 𝑚 × 𝑛 functions, then 𝕁 𝑵 (𝑡) is the Rie-
mann-Liouville fractional integral term, defined as follow: 

𝕁 𝐍 (𝑡) = 𝕁 𝐍[ , ] (𝑡) + 𝕁 𝐍[ , ] (𝑡) + ⋯ + 𝕁 𝐍[ , ] (𝑡) = 𝕁 𝐍[ , ] (𝑡). (35) 

By adopting: 

𝐍[ , ] = 𝕯 , ( )   (36)

then: 

𝕁  𝕯 , ( ) (𝑡) =  

= 𝕁 𝕯 [ , ]  (𝑡) + 𝕁 𝕯 [ , ]  (𝑡) + ⋯ + 𝕁 𝕯 ,   (𝑡) = 𝕁 𝕯 [ , ]  (𝑡), (37) 

where; 0 and 𝑡 are the bounds of the fractional integral. 
By recalling the definitions above we can calculate some components, reported in 

Table 1. 
  

5α
t (t)·Dγ+4β

x f (x)−
(

5
5

)
[5g]

0
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Therefore, the matrix 𝕯 can be considered as a block matrix or partitioned matrix, 
whose blocks are the submatrices 𝕯 . One can change the position of the single blocks 
and nothing changes, since 𝕯 is not unique, as said before. Movements of single rows 
inside the blocks are also allowed. 

Definition 7. By considering a vector of 𝑛 functions of the type: 𝐌[ , ] = 𝑓 (𝑡), 𝑓 (𝑡), ⋯ , 𝑓 (𝑡)   (33)

Then, 𝕁 𝐌 (𝑡) is the Riemann-Liouville fractional integral term, defined as follow: 𝕁 𝐌 (𝑡) = 𝐽 𝑓 (𝑡)𝐽 [𝑓 (𝑡) ⋯ 𝐽 𝑓 (𝑡)]   (34)

where; 𝑛𝛼 notes that the operator 𝕁 are formed by 𝑛 fractional integrals 𝐽  of order 𝛼. 

Definition 8. By considering 𝑵[ , ] a matrix of 𝑚 × 𝑛 functions, then 𝕁 𝑵 (𝑡) is the Rie-
mann-Liouville fractional integral term, defined as follow: 

𝕁 𝐍 (𝑡) = 𝕁 𝐍[ , ] (𝑡) + 𝕁 𝐍[ , ] (𝑡) + ⋯ + 𝕁 𝐍[ , ] (𝑡) = 𝕁 𝐍[ , ] (𝑡). (35) 

By adopting: 

𝐍[ , ] = 𝕯 , ( )   (36)

then: 

𝕁  𝕯 , ( ) (𝑡) =  

= 𝕁 𝕯 [ , ]  (𝑡) + 𝕁 𝕯 [ , ]  (𝑡) + ⋯ + 𝕁 𝕯 ,   (𝑡) = 𝕁 𝕯 [ , ]  (𝑡), (37) 

where; 0 and 𝑡 are the bounds of the fractional integral. 
By recalling the definitions above we can calculate some components, reported in 

Table 1. 
  

5α
t (t)·D5β

x f (x)

=
[5g]

0
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Therefore, the matrix 𝕯 can be considered as a block matrix or partitioned matrix, 
whose blocks are the submatrices 𝕯 . One can change the position of the single blocks 
and nothing changes, since 𝕯 is not unique, as said before. Movements of single rows 
inside the blocks are also allowed. 

Definition 7. By considering a vector of 𝑛 functions of the type: 𝐌[ , ] = 𝑓 (𝑡), 𝑓 (𝑡), ⋯ , 𝑓 (𝑡)   (33)

Then, 𝕁 𝐌 (𝑡) is the Riemann-Liouville fractional integral term, defined as follow: 𝕁 𝐌 (𝑡) = 𝐽 𝑓 (𝑡)𝐽 [𝑓 (𝑡) ⋯ 𝐽 𝑓 (𝑡)]   (34)

where; 𝑛𝛼 notes that the operator 𝕁 are formed by 𝑛 fractional integrals 𝐽  of order 𝛼. 

Definition 8. By considering 𝑵[ , ] a matrix of 𝑚 × 𝑛 functions, then 𝕁 𝑵 (𝑡) is the Rie-
mann-Liouville fractional integral term, defined as follow: 

𝕁 𝐍 (𝑡) = 𝕁 𝐍[ , ] (𝑡) + 𝕁 𝐍[ , ] (𝑡) + ⋯ + 𝕁 𝐍[ , ] (𝑡) = 𝕁 𝐍[ , ] (𝑡). (35) 

By adopting: 

𝐍[ , ] = 𝕯 , ( )   (36)

then: 

𝕁  𝕯 , ( ) (𝑡) =  

= 𝕁 𝕯 [ , ]  (𝑡) + 𝕁 𝕯 [ , ]  (𝑡) + ⋯ + 𝕁 𝕯 ,   (𝑡) = 𝕁 𝕯 [ , ]  (𝑡), (37) 

where; 0 and 𝑡 are the bounds of the fractional integral. 
By recalling the definitions above we can calculate some components, reported in 

Table 1. 
  

5α
t (t)·

[(
5
0

)
D5γ

x −
(

5
1

)
D4γ+β

x +

(
5
2

)
D3γ+2β

x −
(

5
3

)
D2γ+3β

x +

(
5
4

)
Dγ+4β

x −
(

5
5

)
D5β

x

]
f (x)

=
[5g]

0
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Therefore, the matrix 𝕯 can be considered as a block matrix or partitioned matrix, 
whose blocks are the submatrices 𝕯 . One can change the position of the single blocks 
and nothing changes, since 𝕯 is not unique, as said before. Movements of single rows 
inside the blocks are also allowed. 

Definition 7. By considering a vector of 𝑛 functions of the type: 𝐌[ , ] = 𝑓 (𝑡), 𝑓 (𝑡), ⋯ , 𝑓 (𝑡)   (33)

Then, 𝕁 𝐌 (𝑡) is the Riemann-Liouville fractional integral term, defined as follow: 𝕁 𝐌 (𝑡) = 𝐽 𝑓 (𝑡)𝐽 [𝑓 (𝑡) ⋯ 𝐽 𝑓 (𝑡)]   (34)

where; 𝑛𝛼 notes that the operator 𝕁 are formed by 𝑛 fractional integrals 𝐽  of order 𝛼. 

Definition 8. By considering 𝑵[ , ] a matrix of 𝑚 × 𝑛 functions, then 𝕁 𝑵 (𝑡) is the Rie-
mann-Liouville fractional integral term, defined as follow: 

𝕁 𝐍 (𝑡) = 𝕁 𝐍[ , ] (𝑡) + 𝕁 𝐍[ , ] (𝑡) + ⋯ + 𝕁 𝐍[ , ] (𝑡) = 𝕁 𝐍[ , ] (𝑡). (35) 

By adopting: 

𝐍[ , ] = 𝕯 , ( )   (36)

then: 

𝕁  𝕯 , ( ) (𝑡) =  

= 𝕁 𝕯 [ , ]  (𝑡) + 𝕁 𝕯 [ , ]  (𝑡) + ⋯ + 𝕁 𝕯 ,   (𝑡) = 𝕁 𝕯 [ , ]  (𝑡), (37) 

where; 0 and 𝑡 are the bounds of the fractional integral. 
By recalling the definitions above we can calculate some components, reported in 

Table 1. 
  

5α
t (t)·

[
Dγ

x − Dβ
x

]5
f (x).

Then the general term (43) is obtained.

Appendix C

In the following, it is shown the calculations needed to obtain the general term [ng]
0
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𝑛 = 3 → 𝕀[ ] (𝑡) = 𝑔(𝑡) 𝑔(𝑡) 𝑔(𝑡) 𝑑𝑡𝑑𝑡𝑑𝑡 = sin (𝑡)3!  𝑛 = 4 → 𝕀[ ] (𝑡) = 𝑔(𝑡) 𝑔(𝑡) 𝑔(𝑡) 𝑔(𝑡) 𝑑𝑡𝑑𝑡𝑑𝑡𝑑𝑡 = sin (𝑡)4!  ⋮  ⋮  ⋮ 𝑛 → 𝕀[ ] (𝑡) = 𝑔(𝑡) 𝑔(𝑡) 𝑔(𝑡) … 𝑑𝑡 𝑑𝑡 𝑑𝑡 = sin (𝑡)𝑛!  

𝒈(𝒕) = 𝐬𝐢𝐧(𝒕): 𝑛 = 1 → 𝕀[ ] (𝑡) = 𝑔(𝑡) 𝑑𝑡 = − cos(𝑡)0! 1! + 11! 0!  𝑛 = 2 → 𝕀[ ] (𝑡) = 𝑔(𝑡) 𝕀[ ] (𝑡) 𝑑𝑡 = 
cos (𝑡)0! 2! − cos(𝑡)1! 1! + 12! 0!  

𝑛 = 3 → 𝕀[ ] (𝑡) = 𝑔(𝑡) 𝕀[ ] (𝑡) 𝑑𝑡 = 
− cos (𝑡)0! 3! + cos (𝑡)1! 2! − cos(𝑡)2! 1!+ 13! 0!  

𝑛 = 4 → 𝕀[ ] (𝑡) = 𝑔(𝑡) 𝕀[ ] (𝑡)𝑑𝑡 = 

cos (𝑡)0! 4! − cos (𝑡)1! 3! + cos (𝑡)2! 2!− cos(𝑡)3! 1! + 14! 0!  ⋮  ⋮  ⋮ 𝑛 → 
𝕀[ ] (𝑡)= 𝑔(𝑡) 𝕀[ ] ( )(𝑡)𝑑𝑡 

= 
1.(Diag[𝔸 ⊗ Ref𝔸]) ⋅ 𝕴 ⋅ 𝐂𝐎𝐒 

𝒈(𝒕) = 𝐬𝐢𝐧𝐡(𝒕): 𝑛 = 1 → 𝕀[ ] (𝑡) = 𝑔(𝑡) 𝑑𝑡 = 
cosh(𝑡)0! 1! − 11! 0!  𝑛 = 2 → 𝕀[ ] (𝑡) = 𝑔(𝑡) 𝕀[ ] (𝑡) 𝑑𝑡 = 

cosh (𝑡)0! 2! − cosh(𝑡)1! 1! + 12! 0!  𝑛 = 3 → 𝕀[ ] (𝑡) = 𝑔(𝑡) 𝕀[ ] (𝑡) 𝑑𝑡 = 
cosh (𝑡)0! 3! − cosh (𝑡)1! 2! + cosh(𝑡)2! 1! − 13! 0!  

𝑛 = 4 → 𝕀[ ] (𝑡) = 𝑔(𝑡) 𝕀[ ] (𝑡)𝑑𝑡 = 

cosh (𝑡)0! 4! − cosh (𝑡)1! 3! + cosh (𝑡)2! 2!− cosh(𝑡)3! 1! + 14! 0!  ⋮  ⋮  ⋮ 𝑛 → 
𝕀[ ] (𝑡)= 𝑔(𝑡) 𝕀[ ] ( )(𝑡)𝑑𝑡 

= 
1.(Diag[𝔸 ⊗ Ref𝔸]) ⋅ 𝕴 ⋅ 𝐂𝐎𝐒𝐇 

𝒈(𝒕) = 𝒆𝒕: 𝑛 = 1 → 𝕀[ ] (𝑡) = 𝑔(𝑡) 𝑑𝑡 = 
𝑒0! 1! − 11! 0!  𝑛 = 2 → 𝕀[ ] (𝑡) = 𝑔(𝑡) 𝕀[ ] (𝑡) 𝑑𝑡 = 

𝑒0! 2! − 𝑒1! 1! + 12! 0!  𝑛 = 3 → 𝕀[ ] (𝑡) = 𝑔(𝑡) 𝕀[ ] (𝑡) 𝑑𝑡 = 
𝑒0! 3! − 𝑒1! 2! + 𝑒2! 1! − 13! 0!  

n
t (t)

in (52) for all functions considered.

g(t) = tω:

n = 1 → [g]
0
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𝑛 = 3 → 𝕀[ ] (𝑡) = 𝑔(𝑡) 𝑔(𝑡) 𝑔(𝑡) 𝑑𝑡𝑑𝑡𝑑𝑡 = sin (𝑡)3!  𝑛 = 4 → 𝕀[ ] (𝑡) = 𝑔(𝑡) 𝑔(𝑡) 𝑔(𝑡) 𝑔(𝑡) 𝑑𝑡𝑑𝑡𝑑𝑡𝑑𝑡 = sin (𝑡)4!  ⋮  ⋮  ⋮ 𝑛 → 𝕀[ ] (𝑡) = 𝑔(𝑡) 𝑔(𝑡) 𝑔(𝑡) … 𝑑𝑡 𝑑𝑡 𝑑𝑡 = sin (𝑡)𝑛!  

𝒈(𝒕) = 𝐬𝐢𝐧(𝒕): 𝑛 = 1 → 𝕀[ ] (𝑡) = 𝑔(𝑡) 𝑑𝑡 = − cos(𝑡)0! 1! + 11! 0!  𝑛 = 2 → 𝕀[ ] (𝑡) = 𝑔(𝑡) 𝕀[ ] (𝑡) 𝑑𝑡 = 
cos (𝑡)0! 2! − cos(𝑡)1! 1! + 12! 0!  

𝑛 = 3 → 𝕀[ ] (𝑡) = 𝑔(𝑡) 𝕀[ ] (𝑡) 𝑑𝑡 = 
− cos (𝑡)0! 3! + cos (𝑡)1! 2! − cos(𝑡)2! 1!+ 13! 0!  

𝑛 = 4 → 𝕀[ ] (𝑡) = 𝑔(𝑡) 𝕀[ ] (𝑡)𝑑𝑡 = 

cos (𝑡)0! 4! − cos (𝑡)1! 3! + cos (𝑡)2! 2!− cos(𝑡)3! 1! + 14! 0!  ⋮  ⋮  ⋮ 𝑛 → 
𝕀[ ] (𝑡)= 𝑔(𝑡) 𝕀[ ] ( )(𝑡)𝑑𝑡 

= 
1.(Diag[𝔸 ⊗ Ref𝔸]) ⋅ 𝕴 ⋅ 𝐂𝐎𝐒 

𝒈(𝒕) = 𝐬𝐢𝐧𝐡(𝒕): 𝑛 = 1 → 𝕀[ ] (𝑡) = 𝑔(𝑡) 𝑑𝑡 = 
cosh(𝑡)0! 1! − 11! 0!  𝑛 = 2 → 𝕀[ ] (𝑡) = 𝑔(𝑡) 𝕀[ ] (𝑡) 𝑑𝑡 = 

cosh (𝑡)0! 2! − cosh(𝑡)1! 1! + 12! 0!  𝑛 = 3 → 𝕀[ ] (𝑡) = 𝑔(𝑡) 𝕀[ ] (𝑡) 𝑑𝑡 = 
cosh (𝑡)0! 3! − cosh (𝑡)1! 2! + cosh(𝑡)2! 1! − 13! 0!  

𝑛 = 4 → 𝕀[ ] (𝑡) = 𝑔(𝑡) 𝕀[ ] (𝑡)𝑑𝑡 = 

cosh (𝑡)0! 4! − cosh (𝑡)1! 3! + cosh (𝑡)2! 2!− cosh(𝑡)3! 1! + 14! 0!  ⋮  ⋮  ⋮ 𝑛 → 
𝕀[ ] (𝑡)= 𝑔(𝑡) 𝕀[ ] ( )(𝑡)𝑑𝑡 

= 
1.(Diag[𝔸 ⊗ Ref𝔸]) ⋅ 𝕴 ⋅ 𝐂𝐎𝐒𝐇 

𝒈(𝒕) = 𝒆𝒕: 𝑛 = 1 → 𝕀[ ] (𝑡) = 𝑔(𝑡) 𝑑𝑡 = 
𝑒0! 1! − 11! 0!  𝑛 = 2 → 𝕀[ ] (𝑡) = 𝑔(𝑡) 𝕀[ ] (𝑡) 𝑑𝑡 = 

𝑒0! 2! − 𝑒1! 1! + 12! 0!  𝑛 = 3 → 𝕀[ ] (𝑡) = 𝑔(𝑡) 𝕀[ ] (𝑡) 𝑑𝑡 = 
𝑒0! 3! − 𝑒1! 2! + 𝑒2! 1! − 13! 0!  

1
t (t) =

∫ t
0 g(t)dt = tω+1

ω+1

n = 2 → [2g]
0
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𝑛 = 3 → 𝕀[ ] (𝑡) = 𝑔(𝑡) 𝑔(𝑡) 𝑔(𝑡) 𝑑𝑡𝑑𝑡𝑑𝑡 = sin (𝑡)3!  𝑛 = 4 → 𝕀[ ] (𝑡) = 𝑔(𝑡) 𝑔(𝑡) 𝑔(𝑡) 𝑔(𝑡) 𝑑𝑡𝑑𝑡𝑑𝑡𝑑𝑡 = sin (𝑡)4!  ⋮  ⋮  ⋮ 𝑛 → 𝕀[ ] (𝑡) = 𝑔(𝑡) 𝑔(𝑡) 𝑔(𝑡) … 𝑑𝑡 𝑑𝑡 𝑑𝑡 = sin (𝑡)𝑛!  

𝒈(𝒕) = 𝐬𝐢𝐧(𝒕): 𝑛 = 1 → 𝕀[ ] (𝑡) = 𝑔(𝑡) 𝑑𝑡 = − cos(𝑡)0! 1! + 11! 0!  𝑛 = 2 → 𝕀[ ] (𝑡) = 𝑔(𝑡) 𝕀[ ] (𝑡) 𝑑𝑡 = 
cos (𝑡)0! 2! − cos(𝑡)1! 1! + 12! 0!  

𝑛 = 3 → 𝕀[ ] (𝑡) = 𝑔(𝑡) 𝕀[ ] (𝑡) 𝑑𝑡 = 
− cos (𝑡)0! 3! + cos (𝑡)1! 2! − cos(𝑡)2! 1!+ 13! 0!  

𝑛 = 4 → 𝕀[ ] (𝑡) = 𝑔(𝑡) 𝕀[ ] (𝑡)𝑑𝑡 = 

cos (𝑡)0! 4! − cos (𝑡)1! 3! + cos (𝑡)2! 2!− cos(𝑡)3! 1! + 14! 0!  ⋮  ⋮  ⋮ 𝑛 → 
𝕀[ ] (𝑡)= 𝑔(𝑡) 𝕀[ ] ( )(𝑡)𝑑𝑡 

= 
1.(Diag[𝔸 ⊗ Ref𝔸]) ⋅ 𝕴 ⋅ 𝐂𝐎𝐒 

𝒈(𝒕) = 𝐬𝐢𝐧𝐡(𝒕): 𝑛 = 1 → 𝕀[ ] (𝑡) = 𝑔(𝑡) 𝑑𝑡 = 
cosh(𝑡)0! 1! − 11! 0!  𝑛 = 2 → 𝕀[ ] (𝑡) = 𝑔(𝑡) 𝕀[ ] (𝑡) 𝑑𝑡 = 

cosh (𝑡)0! 2! − cosh(𝑡)1! 1! + 12! 0!  𝑛 = 3 → 𝕀[ ] (𝑡) = 𝑔(𝑡) 𝕀[ ] (𝑡) 𝑑𝑡 = 
cosh (𝑡)0! 3! − cosh (𝑡)1! 2! + cosh(𝑡)2! 1! − 13! 0!  

𝑛 = 4 → 𝕀[ ] (𝑡) = 𝑔(𝑡) 𝕀[ ] (𝑡)𝑑𝑡 = 

cosh (𝑡)0! 4! − cosh (𝑡)1! 3! + cosh (𝑡)2! 2!− cosh(𝑡)3! 1! + 14! 0!  ⋮  ⋮  ⋮ 𝑛 → 
𝕀[ ] (𝑡)= 𝑔(𝑡) 𝕀[ ] ( )(𝑡)𝑑𝑡 

= 
1.(Diag[𝔸 ⊗ Ref𝔸]) ⋅ 𝕴 ⋅ 𝐂𝐎𝐒𝐇 

𝒈(𝒕) = 𝒆𝒕: 𝑛 = 1 → 𝕀[ ] (𝑡) = 𝑔(𝑡) 𝑑𝑡 = 
𝑒0! 1! − 11! 0!  𝑛 = 2 → 𝕀[ ] (𝑡) = 𝑔(𝑡) 𝕀[ ] (𝑡) 𝑑𝑡 = 

𝑒0! 2! − 𝑒1! 1! + 12! 0!  𝑛 = 3 → 𝕀[ ] (𝑡) = 𝑔(𝑡) 𝕀[ ] (𝑡) 𝑑𝑡 = 
𝑒0! 3! − 𝑒1! 2! + 𝑒2! 1! − 13! 0!  

2
t (t) =

∫ t
0 g(t)

∫ t
0 g(t)dtdt = t2ω+2

2(ω+1)2

n = 3 → [3g]
0
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𝑛 = 3 → 𝕀[ ] (𝑡) = 𝑔(𝑡) 𝑔(𝑡) 𝑔(𝑡) 𝑑𝑡𝑑𝑡𝑑𝑡 = sin (𝑡)3!  𝑛 = 4 → 𝕀[ ] (𝑡) = 𝑔(𝑡) 𝑔(𝑡) 𝑔(𝑡) 𝑔(𝑡) 𝑑𝑡𝑑𝑡𝑑𝑡𝑑𝑡 = sin (𝑡)4!  ⋮  ⋮  ⋮ 𝑛 → 𝕀[ ] (𝑡) = 𝑔(𝑡) 𝑔(𝑡) 𝑔(𝑡) … 𝑑𝑡 𝑑𝑡 𝑑𝑡 = sin (𝑡)𝑛!  

𝒈(𝒕) = 𝐬𝐢𝐧(𝒕): 𝑛 = 1 → 𝕀[ ] (𝑡) = 𝑔(𝑡) 𝑑𝑡 = − cos(𝑡)0! 1! + 11! 0!  𝑛 = 2 → 𝕀[ ] (𝑡) = 𝑔(𝑡) 𝕀[ ] (𝑡) 𝑑𝑡 = 
cos (𝑡)0! 2! − cos(𝑡)1! 1! + 12! 0!  

𝑛 = 3 → 𝕀[ ] (𝑡) = 𝑔(𝑡) 𝕀[ ] (𝑡) 𝑑𝑡 = 
− cos (𝑡)0! 3! + cos (𝑡)1! 2! − cos(𝑡)2! 1!+ 13! 0!  

𝑛 = 4 → 𝕀[ ] (𝑡) = 𝑔(𝑡) 𝕀[ ] (𝑡)𝑑𝑡 = 

cos (𝑡)0! 4! − cos (𝑡)1! 3! + cos (𝑡)2! 2!− cos(𝑡)3! 1! + 14! 0!  ⋮  ⋮  ⋮ 𝑛 → 
𝕀[ ] (𝑡)= 𝑔(𝑡) 𝕀[ ] ( )(𝑡)𝑑𝑡 

= 
1.(Diag[𝔸 ⊗ Ref𝔸]) ⋅ 𝕴 ⋅ 𝐂𝐎𝐒 

𝒈(𝒕) = 𝐬𝐢𝐧𝐡(𝒕): 𝑛 = 1 → 𝕀[ ] (𝑡) = 𝑔(𝑡) 𝑑𝑡 = 
cosh(𝑡)0! 1! − 11! 0!  𝑛 = 2 → 𝕀[ ] (𝑡) = 𝑔(𝑡) 𝕀[ ] (𝑡) 𝑑𝑡 = 

cosh (𝑡)0! 2! − cosh(𝑡)1! 1! + 12! 0!  𝑛 = 3 → 𝕀[ ] (𝑡) = 𝑔(𝑡) 𝕀[ ] (𝑡) 𝑑𝑡 = 
cosh (𝑡)0! 3! − cosh (𝑡)1! 2! + cosh(𝑡)2! 1! − 13! 0!  

𝑛 = 4 → 𝕀[ ] (𝑡) = 𝑔(𝑡) 𝕀[ ] (𝑡)𝑑𝑡 = 

cosh (𝑡)0! 4! − cosh (𝑡)1! 3! + cosh (𝑡)2! 2!− cosh(𝑡)3! 1! + 14! 0!  ⋮  ⋮  ⋮ 𝑛 → 
𝕀[ ] (𝑡)= 𝑔(𝑡) 𝕀[ ] ( )(𝑡)𝑑𝑡 

= 
1.(Diag[𝔸 ⊗ Ref𝔸]) ⋅ 𝕴 ⋅ 𝐂𝐎𝐒𝐇 

𝒈(𝒕) = 𝒆𝒕: 𝑛 = 1 → 𝕀[ ] (𝑡) = 𝑔(𝑡) 𝑑𝑡 = 
𝑒0! 1! − 11! 0!  𝑛 = 2 → 𝕀[ ] (𝑡) = 𝑔(𝑡) 𝕀[ ] (𝑡) 𝑑𝑡 = 

𝑒0! 2! − 𝑒1! 1! + 12! 0!  𝑛 = 3 → 𝕀[ ] (𝑡) = 𝑔(𝑡) 𝕀[ ] (𝑡) 𝑑𝑡 = 
𝑒0! 3! − 𝑒1! 2! + 𝑒2! 1! − 13! 0!  

3
t (t) =

∫ t
0 g(t)

∫ t
0 g(t)

∫ t
0 g(t)dtdtdt = t3(ω+1)

3!(ω+1)3

n = 4 → [4g]
0
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𝑛 = 3 → 𝕀[ ] (𝑡) = 𝑔(𝑡) 𝑔(𝑡) 𝑔(𝑡) 𝑑𝑡𝑑𝑡𝑑𝑡 = sin (𝑡)3!  𝑛 = 4 → 𝕀[ ] (𝑡) = 𝑔(𝑡) 𝑔(𝑡) 𝑔(𝑡) 𝑔(𝑡) 𝑑𝑡𝑑𝑡𝑑𝑡𝑑𝑡 = sin (𝑡)4!  ⋮  ⋮  ⋮ 𝑛 → 𝕀[ ] (𝑡) = 𝑔(𝑡) 𝑔(𝑡) 𝑔(𝑡) … 𝑑𝑡 𝑑𝑡 𝑑𝑡 = sin (𝑡)𝑛!  

𝒈(𝒕) = 𝐬𝐢𝐧(𝒕): 𝑛 = 1 → 𝕀[ ] (𝑡) = 𝑔(𝑡) 𝑑𝑡 = − cos(𝑡)0! 1! + 11! 0!  𝑛 = 2 → 𝕀[ ] (𝑡) = 𝑔(𝑡) 𝕀[ ] (𝑡) 𝑑𝑡 = 
cos (𝑡)0! 2! − cos(𝑡)1! 1! + 12! 0!  

𝑛 = 3 → 𝕀[ ] (𝑡) = 𝑔(𝑡) 𝕀[ ] (𝑡) 𝑑𝑡 = 
− cos (𝑡)0! 3! + cos (𝑡)1! 2! − cos(𝑡)2! 1!+ 13! 0!  

𝑛 = 4 → 𝕀[ ] (𝑡) = 𝑔(𝑡) 𝕀[ ] (𝑡)𝑑𝑡 = 

cos (𝑡)0! 4! − cos (𝑡)1! 3! + cos (𝑡)2! 2!− cos(𝑡)3! 1! + 14! 0!  ⋮  ⋮  ⋮ 𝑛 → 
𝕀[ ] (𝑡)= 𝑔(𝑡) 𝕀[ ] ( )(𝑡)𝑑𝑡 

= 
1.(Diag[𝔸 ⊗ Ref𝔸]) ⋅ 𝕴 ⋅ 𝐂𝐎𝐒 

𝒈(𝒕) = 𝐬𝐢𝐧𝐡(𝒕): 𝑛 = 1 → 𝕀[ ] (𝑡) = 𝑔(𝑡) 𝑑𝑡 = 
cosh(𝑡)0! 1! − 11! 0!  𝑛 = 2 → 𝕀[ ] (𝑡) = 𝑔(𝑡) 𝕀[ ] (𝑡) 𝑑𝑡 = 

cosh (𝑡)0! 2! − cosh(𝑡)1! 1! + 12! 0!  𝑛 = 3 → 𝕀[ ] (𝑡) = 𝑔(𝑡) 𝕀[ ] (𝑡) 𝑑𝑡 = 
cosh (𝑡)0! 3! − cosh (𝑡)1! 2! + cosh(𝑡)2! 1! − 13! 0!  

𝑛 = 4 → 𝕀[ ] (𝑡) = 𝑔(𝑡) 𝕀[ ] (𝑡)𝑑𝑡 = 

cosh (𝑡)0! 4! − cosh (𝑡)1! 3! + cosh (𝑡)2! 2!− cosh(𝑡)3! 1! + 14! 0!  ⋮  ⋮  ⋮ 𝑛 → 
𝕀[ ] (𝑡)= 𝑔(𝑡) 𝕀[ ] ( )(𝑡)𝑑𝑡 

= 
1.(Diag[𝔸 ⊗ Ref𝔸]) ⋅ 𝕴 ⋅ 𝐂𝐎𝐒𝐇 

𝒈(𝒕) = 𝒆𝒕: 𝑛 = 1 → 𝕀[ ] (𝑡) = 𝑔(𝑡) 𝑑𝑡 = 
𝑒0! 1! − 11! 0!  𝑛 = 2 → 𝕀[ ] (𝑡) = 𝑔(𝑡) 𝕀[ ] (𝑡) 𝑑𝑡 = 

𝑒0! 2! − 𝑒1! 1! + 12! 0!  𝑛 = 3 → 𝕀[ ] (𝑡) = 𝑔(𝑡) 𝕀[ ] (𝑡) 𝑑𝑡 = 
𝑒0! 3! − 𝑒1! 2! + 𝑒2! 1! − 13! 0!  

4
t (t) =

∫ t
0 g(t)

∫ t
0 g(t)

∫ t
0 g(t)

∫ t
0 g(t)dtdtdtdt = t4(ω+1)

4!(ω+1)4

...
...

...

n → [ng]
0
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𝑛 = 3 → 𝕀[ ] (𝑡) = 𝑔(𝑡) 𝑔(𝑡) 𝑔(𝑡) 𝑑𝑡𝑑𝑡𝑑𝑡 = sin (𝑡)3!  𝑛 = 4 → 𝕀[ ] (𝑡) = 𝑔(𝑡) 𝑔(𝑡) 𝑔(𝑡) 𝑔(𝑡) 𝑑𝑡𝑑𝑡𝑑𝑡𝑑𝑡 = sin (𝑡)4!  ⋮  ⋮  ⋮ 𝑛 → 𝕀[ ] (𝑡) = 𝑔(𝑡) 𝑔(𝑡) 𝑔(𝑡) … 𝑑𝑡 𝑑𝑡 𝑑𝑡 = sin (𝑡)𝑛!  

𝒈(𝒕) = 𝐬𝐢𝐧(𝒕): 𝑛 = 1 → 𝕀[ ] (𝑡) = 𝑔(𝑡) 𝑑𝑡 = − cos(𝑡)0! 1! + 11! 0!  𝑛 = 2 → 𝕀[ ] (𝑡) = 𝑔(𝑡) 𝕀[ ] (𝑡) 𝑑𝑡 = 
cos (𝑡)0! 2! − cos(𝑡)1! 1! + 12! 0!  

𝑛 = 3 → 𝕀[ ] (𝑡) = 𝑔(𝑡) 𝕀[ ] (𝑡) 𝑑𝑡 = 
− cos (𝑡)0! 3! + cos (𝑡)1! 2! − cos(𝑡)2! 1!+ 13! 0!  

𝑛 = 4 → 𝕀[ ] (𝑡) = 𝑔(𝑡) 𝕀[ ] (𝑡)𝑑𝑡 = 

cos (𝑡)0! 4! − cos (𝑡)1! 3! + cos (𝑡)2! 2!− cos(𝑡)3! 1! + 14! 0!  ⋮  ⋮  ⋮ 𝑛 → 
𝕀[ ] (𝑡)= 𝑔(𝑡) 𝕀[ ] ( )(𝑡)𝑑𝑡 

= 
1.(Diag[𝔸 ⊗ Ref𝔸]) ⋅ 𝕴 ⋅ 𝐂𝐎𝐒 

𝒈(𝒕) = 𝐬𝐢𝐧𝐡(𝒕): 𝑛 = 1 → 𝕀[ ] (𝑡) = 𝑔(𝑡) 𝑑𝑡 = 
cosh(𝑡)0! 1! − 11! 0!  𝑛 = 2 → 𝕀[ ] (𝑡) = 𝑔(𝑡) 𝕀[ ] (𝑡) 𝑑𝑡 = 

cosh (𝑡)0! 2! − cosh(𝑡)1! 1! + 12! 0!  𝑛 = 3 → 𝕀[ ] (𝑡) = 𝑔(𝑡) 𝕀[ ] (𝑡) 𝑑𝑡 = 
cosh (𝑡)0! 3! − cosh (𝑡)1! 2! + cosh(𝑡)2! 1! − 13! 0!  

𝑛 = 4 → 𝕀[ ] (𝑡) = 𝑔(𝑡) 𝕀[ ] (𝑡)𝑑𝑡 = 

cosh (𝑡)0! 4! − cosh (𝑡)1! 3! + cosh (𝑡)2! 2!− cosh(𝑡)3! 1! + 14! 0!  ⋮  ⋮  ⋮ 𝑛 → 
𝕀[ ] (𝑡)= 𝑔(𝑡) 𝕀[ ] ( )(𝑡)𝑑𝑡 

= 
1.(Diag[𝔸 ⊗ Ref𝔸]) ⋅ 𝕴 ⋅ 𝐂𝐎𝐒𝐇 

𝒈(𝒕) = 𝒆𝒕: 𝑛 = 1 → 𝕀[ ] (𝑡) = 𝑔(𝑡) 𝑑𝑡 = 
𝑒0! 1! − 11! 0!  𝑛 = 2 → 𝕀[ ] (𝑡) = 𝑔(𝑡) 𝕀[ ] (𝑡) 𝑑𝑡 = 

𝑒0! 2! − 𝑒1! 1! + 12! 0!  𝑛 = 3 → 𝕀[ ] (𝑡) = 𝑔(𝑡) 𝕀[ ] (𝑡) 𝑑𝑡 = 
𝑒0! 3! − 𝑒1! 2! + 𝑒2! 1! − 13! 0!  

n
t (t) =

∫ t
0 g(t)

∫ t
0 g(t)

∫ t
0 g(t) . . . dt dtdt = tn(ω+1)

n!(ω+1)n
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g(t) = cosh(t):

n = 1 → [g]
0
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𝑛 = 3 → 𝕀[ ] (𝑡) = 𝑔(𝑡) 𝑔(𝑡) 𝑔(𝑡) 𝑑𝑡𝑑𝑡𝑑𝑡 = sin (𝑡)3!  𝑛 = 4 → 𝕀[ ] (𝑡) = 𝑔(𝑡) 𝑔(𝑡) 𝑔(𝑡) 𝑔(𝑡) 𝑑𝑡𝑑𝑡𝑑𝑡𝑑𝑡 = sin (𝑡)4!  ⋮  ⋮  ⋮ 𝑛 → 𝕀[ ] (𝑡) = 𝑔(𝑡) 𝑔(𝑡) 𝑔(𝑡) … 𝑑𝑡 𝑑𝑡 𝑑𝑡 = sin (𝑡)𝑛!  

𝒈(𝒕) = 𝐬𝐢𝐧(𝒕): 𝑛 = 1 → 𝕀[ ] (𝑡) = 𝑔(𝑡) 𝑑𝑡 = − cos(𝑡)0! 1! + 11! 0!  𝑛 = 2 → 𝕀[ ] (𝑡) = 𝑔(𝑡) 𝕀[ ] (𝑡) 𝑑𝑡 = 
cos (𝑡)0! 2! − cos(𝑡)1! 1! + 12! 0!  

𝑛 = 3 → 𝕀[ ] (𝑡) = 𝑔(𝑡) 𝕀[ ] (𝑡) 𝑑𝑡 = 
− cos (𝑡)0! 3! + cos (𝑡)1! 2! − cos(𝑡)2! 1!+ 13! 0!  

𝑛 = 4 → 𝕀[ ] (𝑡) = 𝑔(𝑡) 𝕀[ ] (𝑡)𝑑𝑡 = 

cos (𝑡)0! 4! − cos (𝑡)1! 3! + cos (𝑡)2! 2!− cos(𝑡)3! 1! + 14! 0!  ⋮  ⋮  ⋮ 𝑛 → 
𝕀[ ] (𝑡)= 𝑔(𝑡) 𝕀[ ] ( )(𝑡)𝑑𝑡 

= 
1.(Diag[𝔸 ⊗ Ref𝔸]) ⋅ 𝕴 ⋅ 𝐂𝐎𝐒 

𝒈(𝒕) = 𝐬𝐢𝐧𝐡(𝒕): 𝑛 = 1 → 𝕀[ ] (𝑡) = 𝑔(𝑡) 𝑑𝑡 = 
cosh(𝑡)0! 1! − 11! 0!  𝑛 = 2 → 𝕀[ ] (𝑡) = 𝑔(𝑡) 𝕀[ ] (𝑡) 𝑑𝑡 = 

cosh (𝑡)0! 2! − cosh(𝑡)1! 1! + 12! 0!  𝑛 = 3 → 𝕀[ ] (𝑡) = 𝑔(𝑡) 𝕀[ ] (𝑡) 𝑑𝑡 = 
cosh (𝑡)0! 3! − cosh (𝑡)1! 2! + cosh(𝑡)2! 1! − 13! 0!  

𝑛 = 4 → 𝕀[ ] (𝑡) = 𝑔(𝑡) 𝕀[ ] (𝑡)𝑑𝑡 = 

cosh (𝑡)0! 4! − cosh (𝑡)1! 3! + cosh (𝑡)2! 2!− cosh(𝑡)3! 1! + 14! 0!  ⋮  ⋮  ⋮ 𝑛 → 
𝕀[ ] (𝑡)= 𝑔(𝑡) 𝕀[ ] ( )(𝑡)𝑑𝑡 

= 
1.(Diag[𝔸 ⊗ Ref𝔸]) ⋅ 𝕴 ⋅ 𝐂𝐎𝐒𝐇 

𝒈(𝒕) = 𝒆𝒕: 𝑛 = 1 → 𝕀[ ] (𝑡) = 𝑔(𝑡) 𝑑𝑡 = 
𝑒0! 1! − 11! 0!  𝑛 = 2 → 𝕀[ ] (𝑡) = 𝑔(𝑡) 𝕀[ ] (𝑡) 𝑑𝑡 = 

𝑒0! 2! − 𝑒1! 1! + 12! 0!  𝑛 = 3 → 𝕀[ ] (𝑡) = 𝑔(𝑡) 𝕀[ ] (𝑡) 𝑑𝑡 = 
𝑒0! 3! − 𝑒1! 2! + 𝑒2! 1! − 13! 0!  

1
t (t) =

∫ t
0 g(t)dt = sinh(t)

n = 2 → [2g]
0
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𝑛 = 3 → 𝕀[ ] (𝑡) = 𝑔(𝑡) 𝑔(𝑡) 𝑔(𝑡) 𝑑𝑡𝑑𝑡𝑑𝑡 = sin (𝑡)3!  𝑛 = 4 → 𝕀[ ] (𝑡) = 𝑔(𝑡) 𝑔(𝑡) 𝑔(𝑡) 𝑔(𝑡) 𝑑𝑡𝑑𝑡𝑑𝑡𝑑𝑡 = sin (𝑡)4!  ⋮  ⋮  ⋮ 𝑛 → 𝕀[ ] (𝑡) = 𝑔(𝑡) 𝑔(𝑡) 𝑔(𝑡) … 𝑑𝑡 𝑑𝑡 𝑑𝑡 = sin (𝑡)𝑛!  

𝒈(𝒕) = 𝐬𝐢𝐧(𝒕): 𝑛 = 1 → 𝕀[ ] (𝑡) = 𝑔(𝑡) 𝑑𝑡 = − cos(𝑡)0! 1! + 11! 0!  𝑛 = 2 → 𝕀[ ] (𝑡) = 𝑔(𝑡) 𝕀[ ] (𝑡) 𝑑𝑡 = 
cos (𝑡)0! 2! − cos(𝑡)1! 1! + 12! 0!  

𝑛 = 3 → 𝕀[ ] (𝑡) = 𝑔(𝑡) 𝕀[ ] (𝑡) 𝑑𝑡 = 
− cos (𝑡)0! 3! + cos (𝑡)1! 2! − cos(𝑡)2! 1!+ 13! 0!  

𝑛 = 4 → 𝕀[ ] (𝑡) = 𝑔(𝑡) 𝕀[ ] (𝑡)𝑑𝑡 = 

cos (𝑡)0! 4! − cos (𝑡)1! 3! + cos (𝑡)2! 2!− cos(𝑡)3! 1! + 14! 0!  ⋮  ⋮  ⋮ 𝑛 → 
𝕀[ ] (𝑡)= 𝑔(𝑡) 𝕀[ ] ( )(𝑡)𝑑𝑡 

= 
1.(Diag[𝔸 ⊗ Ref𝔸]) ⋅ 𝕴 ⋅ 𝐂𝐎𝐒 

𝒈(𝒕) = 𝐬𝐢𝐧𝐡(𝒕): 𝑛 = 1 → 𝕀[ ] (𝑡) = 𝑔(𝑡) 𝑑𝑡 = 
cosh(𝑡)0! 1! − 11! 0!  𝑛 = 2 → 𝕀[ ] (𝑡) = 𝑔(𝑡) 𝕀[ ] (𝑡) 𝑑𝑡 = 

cosh (𝑡)0! 2! − cosh(𝑡)1! 1! + 12! 0!  𝑛 = 3 → 𝕀[ ] (𝑡) = 𝑔(𝑡) 𝕀[ ] (𝑡) 𝑑𝑡 = 
cosh (𝑡)0! 3! − cosh (𝑡)1! 2! + cosh(𝑡)2! 1! − 13! 0!  

𝑛 = 4 → 𝕀[ ] (𝑡) = 𝑔(𝑡) 𝕀[ ] (𝑡)𝑑𝑡 = 

cosh (𝑡)0! 4! − cosh (𝑡)1! 3! + cosh (𝑡)2! 2!− cosh(𝑡)3! 1! + 14! 0!  ⋮  ⋮  ⋮ 𝑛 → 
𝕀[ ] (𝑡)= 𝑔(𝑡) 𝕀[ ] ( )(𝑡)𝑑𝑡 

= 
1.(Diag[𝔸 ⊗ Ref𝔸]) ⋅ 𝕴 ⋅ 𝐂𝐎𝐒𝐇 

𝒈(𝒕) = 𝒆𝒕: 𝑛 = 1 → 𝕀[ ] (𝑡) = 𝑔(𝑡) 𝑑𝑡 = 
𝑒0! 1! − 11! 0!  𝑛 = 2 → 𝕀[ ] (𝑡) = 𝑔(𝑡) 𝕀[ ] (𝑡) 𝑑𝑡 = 

𝑒0! 2! − 𝑒1! 1! + 12! 0!  𝑛 = 3 → 𝕀[ ] (𝑡) = 𝑔(𝑡) 𝕀[ ] (𝑡) 𝑑𝑡 = 
𝑒0! 3! − 𝑒1! 2! + 𝑒2! 1! − 13! 0!  

2
t (t) =

∫ t
0 g(t)

∫ t
0 g(t)dtdt = sinh2(t)

2!

n = 3 → [3g]
0
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𝑛 = 3 → 𝕀[ ] (𝑡) = 𝑔(𝑡) 𝑔(𝑡) 𝑔(𝑡) 𝑑𝑡𝑑𝑡𝑑𝑡 = sin (𝑡)3!  𝑛 = 4 → 𝕀[ ] (𝑡) = 𝑔(𝑡) 𝑔(𝑡) 𝑔(𝑡) 𝑔(𝑡) 𝑑𝑡𝑑𝑡𝑑𝑡𝑑𝑡 = sin (𝑡)4!  ⋮  ⋮  ⋮ 𝑛 → 𝕀[ ] (𝑡) = 𝑔(𝑡) 𝑔(𝑡) 𝑔(𝑡) … 𝑑𝑡 𝑑𝑡 𝑑𝑡 = sin (𝑡)𝑛!  

𝒈(𝒕) = 𝐬𝐢𝐧(𝒕): 𝑛 = 1 → 𝕀[ ] (𝑡) = 𝑔(𝑡) 𝑑𝑡 = − cos(𝑡)0! 1! + 11! 0!  𝑛 = 2 → 𝕀[ ] (𝑡) = 𝑔(𝑡) 𝕀[ ] (𝑡) 𝑑𝑡 = 
cos (𝑡)0! 2! − cos(𝑡)1! 1! + 12! 0!  

𝑛 = 3 → 𝕀[ ] (𝑡) = 𝑔(𝑡) 𝕀[ ] (𝑡) 𝑑𝑡 = 
− cos (𝑡)0! 3! + cos (𝑡)1! 2! − cos(𝑡)2! 1!+ 13! 0!  

𝑛 = 4 → 𝕀[ ] (𝑡) = 𝑔(𝑡) 𝕀[ ] (𝑡)𝑑𝑡 = 

cos (𝑡)0! 4! − cos (𝑡)1! 3! + cos (𝑡)2! 2!− cos(𝑡)3! 1! + 14! 0!  ⋮  ⋮  ⋮ 𝑛 → 
𝕀[ ] (𝑡)= 𝑔(𝑡) 𝕀[ ] ( )(𝑡)𝑑𝑡 

= 
1.(Diag[𝔸 ⊗ Ref𝔸]) ⋅ 𝕴 ⋅ 𝐂𝐎𝐒 

𝒈(𝒕) = 𝐬𝐢𝐧𝐡(𝒕): 𝑛 = 1 → 𝕀[ ] (𝑡) = 𝑔(𝑡) 𝑑𝑡 = 
cosh(𝑡)0! 1! − 11! 0!  𝑛 = 2 → 𝕀[ ] (𝑡) = 𝑔(𝑡) 𝕀[ ] (𝑡) 𝑑𝑡 = 

cosh (𝑡)0! 2! − cosh(𝑡)1! 1! + 12! 0!  𝑛 = 3 → 𝕀[ ] (𝑡) = 𝑔(𝑡) 𝕀[ ] (𝑡) 𝑑𝑡 = 
cosh (𝑡)0! 3! − cosh (𝑡)1! 2! + cosh(𝑡)2! 1! − 13! 0!  

𝑛 = 4 → 𝕀[ ] (𝑡) = 𝑔(𝑡) 𝕀[ ] (𝑡)𝑑𝑡 = 

cosh (𝑡)0! 4! − cosh (𝑡)1! 3! + cosh (𝑡)2! 2!− cosh(𝑡)3! 1! + 14! 0!  ⋮  ⋮  ⋮ 𝑛 → 
𝕀[ ] (𝑡)= 𝑔(𝑡) 𝕀[ ] ( )(𝑡)𝑑𝑡 

= 
1.(Diag[𝔸 ⊗ Ref𝔸]) ⋅ 𝕴 ⋅ 𝐂𝐎𝐒𝐇 

𝒈(𝒕) = 𝒆𝒕: 𝑛 = 1 → 𝕀[ ] (𝑡) = 𝑔(𝑡) 𝑑𝑡 = 
𝑒0! 1! − 11! 0!  𝑛 = 2 → 𝕀[ ] (𝑡) = 𝑔(𝑡) 𝕀[ ] (𝑡) 𝑑𝑡 = 

𝑒0! 2! − 𝑒1! 1! + 12! 0!  𝑛 = 3 → 𝕀[ ] (𝑡) = 𝑔(𝑡) 𝕀[ ] (𝑡) 𝑑𝑡 = 
𝑒0! 3! − 𝑒1! 2! + 𝑒2! 1! − 13! 0!  

3
t (t) =

∫ t
0 g(t)

∫ t
0 g(t)

∫ t
0 g(t)dtdtdt = sinh3(t)

3!

n = 4 → [4g]
0
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𝑛 = 3 → 𝕀[ ] (𝑡) = 𝑔(𝑡) 𝑔(𝑡) 𝑔(𝑡) 𝑑𝑡𝑑𝑡𝑑𝑡 = sin (𝑡)3!  𝑛 = 4 → 𝕀[ ] (𝑡) = 𝑔(𝑡) 𝑔(𝑡) 𝑔(𝑡) 𝑔(𝑡) 𝑑𝑡𝑑𝑡𝑑𝑡𝑑𝑡 = sin (𝑡)4!  ⋮  ⋮  ⋮ 𝑛 → 𝕀[ ] (𝑡) = 𝑔(𝑡) 𝑔(𝑡) 𝑔(𝑡) … 𝑑𝑡 𝑑𝑡 𝑑𝑡 = sin (𝑡)𝑛!  

𝒈(𝒕) = 𝐬𝐢𝐧(𝒕): 𝑛 = 1 → 𝕀[ ] (𝑡) = 𝑔(𝑡) 𝑑𝑡 = − cos(𝑡)0! 1! + 11! 0!  𝑛 = 2 → 𝕀[ ] (𝑡) = 𝑔(𝑡) 𝕀[ ] (𝑡) 𝑑𝑡 = 
cos (𝑡)0! 2! − cos(𝑡)1! 1! + 12! 0!  

𝑛 = 3 → 𝕀[ ] (𝑡) = 𝑔(𝑡) 𝕀[ ] (𝑡) 𝑑𝑡 = 
− cos (𝑡)0! 3! + cos (𝑡)1! 2! − cos(𝑡)2! 1!+ 13! 0!  

𝑛 = 4 → 𝕀[ ] (𝑡) = 𝑔(𝑡) 𝕀[ ] (𝑡)𝑑𝑡 = 

cos (𝑡)0! 4! − cos (𝑡)1! 3! + cos (𝑡)2! 2!− cos(𝑡)3! 1! + 14! 0!  ⋮  ⋮  ⋮ 𝑛 → 
𝕀[ ] (𝑡)= 𝑔(𝑡) 𝕀[ ] ( )(𝑡)𝑑𝑡 

= 
1.(Diag[𝔸 ⊗ Ref𝔸]) ⋅ 𝕴 ⋅ 𝐂𝐎𝐒 

𝒈(𝒕) = 𝐬𝐢𝐧𝐡(𝒕): 𝑛 = 1 → 𝕀[ ] (𝑡) = 𝑔(𝑡) 𝑑𝑡 = 
cosh(𝑡)0! 1! − 11! 0!  𝑛 = 2 → 𝕀[ ] (𝑡) = 𝑔(𝑡) 𝕀[ ] (𝑡) 𝑑𝑡 = 

cosh (𝑡)0! 2! − cosh(𝑡)1! 1! + 12! 0!  𝑛 = 3 → 𝕀[ ] (𝑡) = 𝑔(𝑡) 𝕀[ ] (𝑡) 𝑑𝑡 = 
cosh (𝑡)0! 3! − cosh (𝑡)1! 2! + cosh(𝑡)2! 1! − 13! 0!  

𝑛 = 4 → 𝕀[ ] (𝑡) = 𝑔(𝑡) 𝕀[ ] (𝑡)𝑑𝑡 = 

cosh (𝑡)0! 4! − cosh (𝑡)1! 3! + cosh (𝑡)2! 2!− cosh(𝑡)3! 1! + 14! 0!  ⋮  ⋮  ⋮ 𝑛 → 
𝕀[ ] (𝑡)= 𝑔(𝑡) 𝕀[ ] ( )(𝑡)𝑑𝑡 

= 
1.(Diag[𝔸 ⊗ Ref𝔸]) ⋅ 𝕴 ⋅ 𝐂𝐎𝐒𝐇 

𝒈(𝒕) = 𝒆𝒕: 𝑛 = 1 → 𝕀[ ] (𝑡) = 𝑔(𝑡) 𝑑𝑡 = 
𝑒0! 1! − 11! 0!  𝑛 = 2 → 𝕀[ ] (𝑡) = 𝑔(𝑡) 𝕀[ ] (𝑡) 𝑑𝑡 = 

𝑒0! 2! − 𝑒1! 1! + 12! 0!  𝑛 = 3 → 𝕀[ ] (𝑡) = 𝑔(𝑡) 𝕀[ ] (𝑡) 𝑑𝑡 = 
𝑒0! 3! − 𝑒1! 2! + 𝑒2! 1! − 13! 0!  

4
t (t) =

∫ t
0 g(t)

∫ t
0 g(t)

∫ t
0 g(t)

∫ t
0 g(t)dtdtdtdt = sinh4(t)

4!
...

...
...

n → [ng]
0
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𝑛 = 3 → 𝕀[ ] (𝑡) = 𝑔(𝑡) 𝑔(𝑡) 𝑔(𝑡) 𝑑𝑡𝑑𝑡𝑑𝑡 = sin (𝑡)3!  𝑛 = 4 → 𝕀[ ] (𝑡) = 𝑔(𝑡) 𝑔(𝑡) 𝑔(𝑡) 𝑔(𝑡) 𝑑𝑡𝑑𝑡𝑑𝑡𝑑𝑡 = sin (𝑡)4!  ⋮  ⋮  ⋮ 𝑛 → 𝕀[ ] (𝑡) = 𝑔(𝑡) 𝑔(𝑡) 𝑔(𝑡) … 𝑑𝑡 𝑑𝑡 𝑑𝑡 = sin (𝑡)𝑛!  

𝒈(𝒕) = 𝐬𝐢𝐧(𝒕): 𝑛 = 1 → 𝕀[ ] (𝑡) = 𝑔(𝑡) 𝑑𝑡 = − cos(𝑡)0! 1! + 11! 0!  𝑛 = 2 → 𝕀[ ] (𝑡) = 𝑔(𝑡) 𝕀[ ] (𝑡) 𝑑𝑡 = 
cos (𝑡)0! 2! − cos(𝑡)1! 1! + 12! 0!  

𝑛 = 3 → 𝕀[ ] (𝑡) = 𝑔(𝑡) 𝕀[ ] (𝑡) 𝑑𝑡 = 
− cos (𝑡)0! 3! + cos (𝑡)1! 2! − cos(𝑡)2! 1!+ 13! 0!  

𝑛 = 4 → 𝕀[ ] (𝑡) = 𝑔(𝑡) 𝕀[ ] (𝑡)𝑑𝑡 = 

cos (𝑡)0! 4! − cos (𝑡)1! 3! + cos (𝑡)2! 2!− cos(𝑡)3! 1! + 14! 0!  ⋮  ⋮  ⋮ 𝑛 → 
𝕀[ ] (𝑡)= 𝑔(𝑡) 𝕀[ ] ( )(𝑡)𝑑𝑡 

= 
1.(Diag[𝔸 ⊗ Ref𝔸]) ⋅ 𝕴 ⋅ 𝐂𝐎𝐒 

𝒈(𝒕) = 𝐬𝐢𝐧𝐡(𝒕): 𝑛 = 1 → 𝕀[ ] (𝑡) = 𝑔(𝑡) 𝑑𝑡 = 
cosh(𝑡)0! 1! − 11! 0!  𝑛 = 2 → 𝕀[ ] (𝑡) = 𝑔(𝑡) 𝕀[ ] (𝑡) 𝑑𝑡 = 

cosh (𝑡)0! 2! − cosh(𝑡)1! 1! + 12! 0!  𝑛 = 3 → 𝕀[ ] (𝑡) = 𝑔(𝑡) 𝕀[ ] (𝑡) 𝑑𝑡 = 
cosh (𝑡)0! 3! − cosh (𝑡)1! 2! + cosh(𝑡)2! 1! − 13! 0!  

𝑛 = 4 → 𝕀[ ] (𝑡) = 𝑔(𝑡) 𝕀[ ] (𝑡)𝑑𝑡 = 

cosh (𝑡)0! 4! − cosh (𝑡)1! 3! + cosh (𝑡)2! 2!− cosh(𝑡)3! 1! + 14! 0!  ⋮  ⋮  ⋮ 𝑛 → 
𝕀[ ] (𝑡)= 𝑔(𝑡) 𝕀[ ] ( )(𝑡)𝑑𝑡 

= 
1.(Diag[𝔸 ⊗ Ref𝔸]) ⋅ 𝕴 ⋅ 𝐂𝐎𝐒𝐇 

𝒈(𝒕) = 𝒆𝒕: 𝑛 = 1 → 𝕀[ ] (𝑡) = 𝑔(𝑡) 𝑑𝑡 = 
𝑒0! 1! − 11! 0!  𝑛 = 2 → 𝕀[ ] (𝑡) = 𝑔(𝑡) 𝕀[ ] (𝑡) 𝑑𝑡 = 

𝑒0! 2! − 𝑒1! 1! + 12! 0!  𝑛 = 3 → 𝕀[ ] (𝑡) = 𝑔(𝑡) 𝕀[ ] (𝑡) 𝑑𝑡 = 
𝑒0! 3! − 𝑒1! 2! + 𝑒2! 1! − 13! 0!  

n
t (t) =

∫ t
0 g(t)

∫ t
0 g(t)

∫ t
0 g(t) . . . dt dt dt = sinhn(t)

n!

g(t) = cos(t):

n = 1 → [g]
0
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𝑛 = 3 → 𝕀[ ] (𝑡) = 𝑔(𝑡) 𝑔(𝑡) 𝑔(𝑡) 𝑑𝑡𝑑𝑡𝑑𝑡 = sin (𝑡)3!  𝑛 = 4 → 𝕀[ ] (𝑡) = 𝑔(𝑡) 𝑔(𝑡) 𝑔(𝑡) 𝑔(𝑡) 𝑑𝑡𝑑𝑡𝑑𝑡𝑑𝑡 = sin (𝑡)4!  ⋮  ⋮  ⋮ 𝑛 → 𝕀[ ] (𝑡) = 𝑔(𝑡) 𝑔(𝑡) 𝑔(𝑡) … 𝑑𝑡 𝑑𝑡 𝑑𝑡 = sin (𝑡)𝑛!  

𝒈(𝒕) = 𝐬𝐢𝐧(𝒕): 𝑛 = 1 → 𝕀[ ] (𝑡) = 𝑔(𝑡) 𝑑𝑡 = − cos(𝑡)0! 1! + 11! 0!  𝑛 = 2 → 𝕀[ ] (𝑡) = 𝑔(𝑡) 𝕀[ ] (𝑡) 𝑑𝑡 = 
cos (𝑡)0! 2! − cos(𝑡)1! 1! + 12! 0!  

𝑛 = 3 → 𝕀[ ] (𝑡) = 𝑔(𝑡) 𝕀[ ] (𝑡) 𝑑𝑡 = 
− cos (𝑡)0! 3! + cos (𝑡)1! 2! − cos(𝑡)2! 1!+ 13! 0!  

𝑛 = 4 → 𝕀[ ] (𝑡) = 𝑔(𝑡) 𝕀[ ] (𝑡)𝑑𝑡 = 

cos (𝑡)0! 4! − cos (𝑡)1! 3! + cos (𝑡)2! 2!− cos(𝑡)3! 1! + 14! 0!  ⋮  ⋮  ⋮ 𝑛 → 
𝕀[ ] (𝑡)= 𝑔(𝑡) 𝕀[ ] ( )(𝑡)𝑑𝑡 

= 
1.(Diag[𝔸 ⊗ Ref𝔸]) ⋅ 𝕴 ⋅ 𝐂𝐎𝐒 

𝒈(𝒕) = 𝐬𝐢𝐧𝐡(𝒕): 𝑛 = 1 → 𝕀[ ] (𝑡) = 𝑔(𝑡) 𝑑𝑡 = 
cosh(𝑡)0! 1! − 11! 0!  𝑛 = 2 → 𝕀[ ] (𝑡) = 𝑔(𝑡) 𝕀[ ] (𝑡) 𝑑𝑡 = 

cosh (𝑡)0! 2! − cosh(𝑡)1! 1! + 12! 0!  𝑛 = 3 → 𝕀[ ] (𝑡) = 𝑔(𝑡) 𝕀[ ] (𝑡) 𝑑𝑡 = 
cosh (𝑡)0! 3! − cosh (𝑡)1! 2! + cosh(𝑡)2! 1! − 13! 0!  

𝑛 = 4 → 𝕀[ ] (𝑡) = 𝑔(𝑡) 𝕀[ ] (𝑡)𝑑𝑡 = 

cosh (𝑡)0! 4! − cosh (𝑡)1! 3! + cosh (𝑡)2! 2!− cosh(𝑡)3! 1! + 14! 0!  ⋮  ⋮  ⋮ 𝑛 → 
𝕀[ ] (𝑡)= 𝑔(𝑡) 𝕀[ ] ( )(𝑡)𝑑𝑡 

= 
1.(Diag[𝔸 ⊗ Ref𝔸]) ⋅ 𝕴 ⋅ 𝐂𝐎𝐒𝐇 

𝒈(𝒕) = 𝒆𝒕: 𝑛 = 1 → 𝕀[ ] (𝑡) = 𝑔(𝑡) 𝑑𝑡 = 
𝑒0! 1! − 11! 0!  𝑛 = 2 → 𝕀[ ] (𝑡) = 𝑔(𝑡) 𝕀[ ] (𝑡) 𝑑𝑡 = 

𝑒0! 2! − 𝑒1! 1! + 12! 0!  𝑛 = 3 → 𝕀[ ] (𝑡) = 𝑔(𝑡) 𝕀[ ] (𝑡) 𝑑𝑡 = 
𝑒0! 3! − 𝑒1! 2! + 𝑒2! 1! − 13! 0!  

1
t (t) =

∫ t
0 g(t)dt = sin(t)

n = 2 → [2g]
0
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𝑛 = 3 → 𝕀[ ] (𝑡) = 𝑔(𝑡) 𝑔(𝑡) 𝑔(𝑡) 𝑑𝑡𝑑𝑡𝑑𝑡 = sin (𝑡)3!  𝑛 = 4 → 𝕀[ ] (𝑡) = 𝑔(𝑡) 𝑔(𝑡) 𝑔(𝑡) 𝑔(𝑡) 𝑑𝑡𝑑𝑡𝑑𝑡𝑑𝑡 = sin (𝑡)4!  ⋮  ⋮  ⋮ 𝑛 → 𝕀[ ] (𝑡) = 𝑔(𝑡) 𝑔(𝑡) 𝑔(𝑡) … 𝑑𝑡 𝑑𝑡 𝑑𝑡 = sin (𝑡)𝑛!  

𝒈(𝒕) = 𝐬𝐢𝐧(𝒕): 𝑛 = 1 → 𝕀[ ] (𝑡) = 𝑔(𝑡) 𝑑𝑡 = − cos(𝑡)0! 1! + 11! 0!  𝑛 = 2 → 𝕀[ ] (𝑡) = 𝑔(𝑡) 𝕀[ ] (𝑡) 𝑑𝑡 = 
cos (𝑡)0! 2! − cos(𝑡)1! 1! + 12! 0!  

𝑛 = 3 → 𝕀[ ] (𝑡) = 𝑔(𝑡) 𝕀[ ] (𝑡) 𝑑𝑡 = 
− cos (𝑡)0! 3! + cos (𝑡)1! 2! − cos(𝑡)2! 1!+ 13! 0!  

𝑛 = 4 → 𝕀[ ] (𝑡) = 𝑔(𝑡) 𝕀[ ] (𝑡)𝑑𝑡 = 

cos (𝑡)0! 4! − cos (𝑡)1! 3! + cos (𝑡)2! 2!− cos(𝑡)3! 1! + 14! 0!  ⋮  ⋮  ⋮ 𝑛 → 
𝕀[ ] (𝑡)= 𝑔(𝑡) 𝕀[ ] ( )(𝑡)𝑑𝑡 

= 
1.(Diag[𝔸 ⊗ Ref𝔸]) ⋅ 𝕴 ⋅ 𝐂𝐎𝐒 

𝒈(𝒕) = 𝐬𝐢𝐧𝐡(𝒕): 𝑛 = 1 → 𝕀[ ] (𝑡) = 𝑔(𝑡) 𝑑𝑡 = 
cosh(𝑡)0! 1! − 11! 0!  𝑛 = 2 → 𝕀[ ] (𝑡) = 𝑔(𝑡) 𝕀[ ] (𝑡) 𝑑𝑡 = 

cosh (𝑡)0! 2! − cosh(𝑡)1! 1! + 12! 0!  𝑛 = 3 → 𝕀[ ] (𝑡) = 𝑔(𝑡) 𝕀[ ] (𝑡) 𝑑𝑡 = 
cosh (𝑡)0! 3! − cosh (𝑡)1! 2! + cosh(𝑡)2! 1! − 13! 0!  

𝑛 = 4 → 𝕀[ ] (𝑡) = 𝑔(𝑡) 𝕀[ ] (𝑡)𝑑𝑡 = 

cosh (𝑡)0! 4! − cosh (𝑡)1! 3! + cosh (𝑡)2! 2!− cosh(𝑡)3! 1! + 14! 0!  ⋮  ⋮  ⋮ 𝑛 → 
𝕀[ ] (𝑡)= 𝑔(𝑡) 𝕀[ ] ( )(𝑡)𝑑𝑡 

= 
1.(Diag[𝔸 ⊗ Ref𝔸]) ⋅ 𝕴 ⋅ 𝐂𝐎𝐒𝐇 

𝒈(𝒕) = 𝒆𝒕: 𝑛 = 1 → 𝕀[ ] (𝑡) = 𝑔(𝑡) 𝑑𝑡 = 
𝑒0! 1! − 11! 0!  𝑛 = 2 → 𝕀[ ] (𝑡) = 𝑔(𝑡) 𝕀[ ] (𝑡) 𝑑𝑡 = 

𝑒0! 2! − 𝑒1! 1! + 12! 0!  𝑛 = 3 → 𝕀[ ] (𝑡) = 𝑔(𝑡) 𝕀[ ] (𝑡) 𝑑𝑡 = 
𝑒0! 3! − 𝑒1! 2! + 𝑒2! 1! − 13! 0!  

2
t (t) =

∫ t
0 g(t)

∫ t
0 g(t)dtdt = sin2(t)

2!

n = 3 → [3g]
0
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𝑛 = 3 → 𝕀[ ] (𝑡) = 𝑔(𝑡) 𝑔(𝑡) 𝑔(𝑡) 𝑑𝑡𝑑𝑡𝑑𝑡 = sin (𝑡)3!  𝑛 = 4 → 𝕀[ ] (𝑡) = 𝑔(𝑡) 𝑔(𝑡) 𝑔(𝑡) 𝑔(𝑡) 𝑑𝑡𝑑𝑡𝑑𝑡𝑑𝑡 = sin (𝑡)4!  ⋮  ⋮  ⋮ 𝑛 → 𝕀[ ] (𝑡) = 𝑔(𝑡) 𝑔(𝑡) 𝑔(𝑡) … 𝑑𝑡 𝑑𝑡 𝑑𝑡 = sin (𝑡)𝑛!  

𝒈(𝒕) = 𝐬𝐢𝐧(𝒕): 𝑛 = 1 → 𝕀[ ] (𝑡) = 𝑔(𝑡) 𝑑𝑡 = − cos(𝑡)0! 1! + 11! 0!  𝑛 = 2 → 𝕀[ ] (𝑡) = 𝑔(𝑡) 𝕀[ ] (𝑡) 𝑑𝑡 = 
cos (𝑡)0! 2! − cos(𝑡)1! 1! + 12! 0!  

𝑛 = 3 → 𝕀[ ] (𝑡) = 𝑔(𝑡) 𝕀[ ] (𝑡) 𝑑𝑡 = 
− cos (𝑡)0! 3! + cos (𝑡)1! 2! − cos(𝑡)2! 1!+ 13! 0!  

𝑛 = 4 → 𝕀[ ] (𝑡) = 𝑔(𝑡) 𝕀[ ] (𝑡)𝑑𝑡 = 

cos (𝑡)0! 4! − cos (𝑡)1! 3! + cos (𝑡)2! 2!− cos(𝑡)3! 1! + 14! 0!  ⋮  ⋮  ⋮ 𝑛 → 
𝕀[ ] (𝑡)= 𝑔(𝑡) 𝕀[ ] ( )(𝑡)𝑑𝑡 

= 
1.(Diag[𝔸 ⊗ Ref𝔸]) ⋅ 𝕴 ⋅ 𝐂𝐎𝐒 

𝒈(𝒕) = 𝐬𝐢𝐧𝐡(𝒕): 𝑛 = 1 → 𝕀[ ] (𝑡) = 𝑔(𝑡) 𝑑𝑡 = 
cosh(𝑡)0! 1! − 11! 0!  𝑛 = 2 → 𝕀[ ] (𝑡) = 𝑔(𝑡) 𝕀[ ] (𝑡) 𝑑𝑡 = 

cosh (𝑡)0! 2! − cosh(𝑡)1! 1! + 12! 0!  𝑛 = 3 → 𝕀[ ] (𝑡) = 𝑔(𝑡) 𝕀[ ] (𝑡) 𝑑𝑡 = 
cosh (𝑡)0! 3! − cosh (𝑡)1! 2! + cosh(𝑡)2! 1! − 13! 0!  

𝑛 = 4 → 𝕀[ ] (𝑡) = 𝑔(𝑡) 𝕀[ ] (𝑡)𝑑𝑡 = 

cosh (𝑡)0! 4! − cosh (𝑡)1! 3! + cosh (𝑡)2! 2!− cosh(𝑡)3! 1! + 14! 0!  ⋮  ⋮  ⋮ 𝑛 → 
𝕀[ ] (𝑡)= 𝑔(𝑡) 𝕀[ ] ( )(𝑡)𝑑𝑡 

= 
1.(Diag[𝔸 ⊗ Ref𝔸]) ⋅ 𝕴 ⋅ 𝐂𝐎𝐒𝐇 

𝒈(𝒕) = 𝒆𝒕: 𝑛 = 1 → 𝕀[ ] (𝑡) = 𝑔(𝑡) 𝑑𝑡 = 
𝑒0! 1! − 11! 0!  𝑛 = 2 → 𝕀[ ] (𝑡) = 𝑔(𝑡) 𝕀[ ] (𝑡) 𝑑𝑡 = 

𝑒0! 2! − 𝑒1! 1! + 12! 0!  𝑛 = 3 → 𝕀[ ] (𝑡) = 𝑔(𝑡) 𝕀[ ] (𝑡) 𝑑𝑡 = 
𝑒0! 3! − 𝑒1! 2! + 𝑒2! 1! − 13! 0!  

3
t (t) =

∫ t
0 g(t)

∫ t
0 g(t)

∫ t
0 g(t)dtdtdt = sin3(t)

3!

n = 4 → [4g]
0
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𝑛 = 3 → 𝕀[ ] (𝑡) = 𝑔(𝑡) 𝑔(𝑡) 𝑔(𝑡) 𝑑𝑡𝑑𝑡𝑑𝑡 = sin (𝑡)3!  𝑛 = 4 → 𝕀[ ] (𝑡) = 𝑔(𝑡) 𝑔(𝑡) 𝑔(𝑡) 𝑔(𝑡) 𝑑𝑡𝑑𝑡𝑑𝑡𝑑𝑡 = sin (𝑡)4!  ⋮  ⋮  ⋮ 𝑛 → 𝕀[ ] (𝑡) = 𝑔(𝑡) 𝑔(𝑡) 𝑔(𝑡) … 𝑑𝑡 𝑑𝑡 𝑑𝑡 = sin (𝑡)𝑛!  

𝒈(𝒕) = 𝐬𝐢𝐧(𝒕): 𝑛 = 1 → 𝕀[ ] (𝑡) = 𝑔(𝑡) 𝑑𝑡 = − cos(𝑡)0! 1! + 11! 0!  𝑛 = 2 → 𝕀[ ] (𝑡) = 𝑔(𝑡) 𝕀[ ] (𝑡) 𝑑𝑡 = 
cos (𝑡)0! 2! − cos(𝑡)1! 1! + 12! 0!  

𝑛 = 3 → 𝕀[ ] (𝑡) = 𝑔(𝑡) 𝕀[ ] (𝑡) 𝑑𝑡 = 
− cos (𝑡)0! 3! + cos (𝑡)1! 2! − cos(𝑡)2! 1!+ 13! 0!  

𝑛 = 4 → 𝕀[ ] (𝑡) = 𝑔(𝑡) 𝕀[ ] (𝑡)𝑑𝑡 = 

cos (𝑡)0! 4! − cos (𝑡)1! 3! + cos (𝑡)2! 2!− cos(𝑡)3! 1! + 14! 0!  ⋮  ⋮  ⋮ 𝑛 → 
𝕀[ ] (𝑡)= 𝑔(𝑡) 𝕀[ ] ( )(𝑡)𝑑𝑡 

= 
1.(Diag[𝔸 ⊗ Ref𝔸]) ⋅ 𝕴 ⋅ 𝐂𝐎𝐒 

𝒈(𝒕) = 𝐬𝐢𝐧𝐡(𝒕): 𝑛 = 1 → 𝕀[ ] (𝑡) = 𝑔(𝑡) 𝑑𝑡 = 
cosh(𝑡)0! 1! − 11! 0!  𝑛 = 2 → 𝕀[ ] (𝑡) = 𝑔(𝑡) 𝕀[ ] (𝑡) 𝑑𝑡 = 

cosh (𝑡)0! 2! − cosh(𝑡)1! 1! + 12! 0!  𝑛 = 3 → 𝕀[ ] (𝑡) = 𝑔(𝑡) 𝕀[ ] (𝑡) 𝑑𝑡 = 
cosh (𝑡)0! 3! − cosh (𝑡)1! 2! + cosh(𝑡)2! 1! − 13! 0!  

𝑛 = 4 → 𝕀[ ] (𝑡) = 𝑔(𝑡) 𝕀[ ] (𝑡)𝑑𝑡 = 

cosh (𝑡)0! 4! − cosh (𝑡)1! 3! + cosh (𝑡)2! 2!− cosh(𝑡)3! 1! + 14! 0!  ⋮  ⋮  ⋮ 𝑛 → 
𝕀[ ] (𝑡)= 𝑔(𝑡) 𝕀[ ] ( )(𝑡)𝑑𝑡 

= 
1.(Diag[𝔸 ⊗ Ref𝔸]) ⋅ 𝕴 ⋅ 𝐂𝐎𝐒𝐇 

𝒈(𝒕) = 𝒆𝒕: 𝑛 = 1 → 𝕀[ ] (𝑡) = 𝑔(𝑡) 𝑑𝑡 = 
𝑒0! 1! − 11! 0!  𝑛 = 2 → 𝕀[ ] (𝑡) = 𝑔(𝑡) 𝕀[ ] (𝑡) 𝑑𝑡 = 

𝑒0! 2! − 𝑒1! 1! + 12! 0!  𝑛 = 3 → 𝕀[ ] (𝑡) = 𝑔(𝑡) 𝕀[ ] (𝑡) 𝑑𝑡 = 
𝑒0! 3! − 𝑒1! 2! + 𝑒2! 1! − 13! 0!  

4
t (t) =

∫ t
0 g(t)

∫ t
0 g(t)

∫ t
0 g(t)

∫ t
0 g(t)dtdtdtdt = sin4(t)

4!
...

...
...

n → [ng]
0
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𝑛 = 3 → 𝕀[ ] (𝑡) = 𝑔(𝑡) 𝑔(𝑡) 𝑔(𝑡) 𝑑𝑡𝑑𝑡𝑑𝑡 = sin (𝑡)3!  𝑛 = 4 → 𝕀[ ] (𝑡) = 𝑔(𝑡) 𝑔(𝑡) 𝑔(𝑡) 𝑔(𝑡) 𝑑𝑡𝑑𝑡𝑑𝑡𝑑𝑡 = sin (𝑡)4!  ⋮  ⋮  ⋮ 𝑛 → 𝕀[ ] (𝑡) = 𝑔(𝑡) 𝑔(𝑡) 𝑔(𝑡) … 𝑑𝑡 𝑑𝑡 𝑑𝑡 = sin (𝑡)𝑛!  

𝒈(𝒕) = 𝐬𝐢𝐧(𝒕): 𝑛 = 1 → 𝕀[ ] (𝑡) = 𝑔(𝑡) 𝑑𝑡 = − cos(𝑡)0! 1! + 11! 0!  𝑛 = 2 → 𝕀[ ] (𝑡) = 𝑔(𝑡) 𝕀[ ] (𝑡) 𝑑𝑡 = 
cos (𝑡)0! 2! − cos(𝑡)1! 1! + 12! 0!  

𝑛 = 3 → 𝕀[ ] (𝑡) = 𝑔(𝑡) 𝕀[ ] (𝑡) 𝑑𝑡 = 
− cos (𝑡)0! 3! + cos (𝑡)1! 2! − cos(𝑡)2! 1!+ 13! 0!  

𝑛 = 4 → 𝕀[ ] (𝑡) = 𝑔(𝑡) 𝕀[ ] (𝑡)𝑑𝑡 = 

cos (𝑡)0! 4! − cos (𝑡)1! 3! + cos (𝑡)2! 2!− cos(𝑡)3! 1! + 14! 0!  ⋮  ⋮  ⋮ 𝑛 → 
𝕀[ ] (𝑡)= 𝑔(𝑡) 𝕀[ ] ( )(𝑡)𝑑𝑡 

= 
1.(Diag[𝔸 ⊗ Ref𝔸]) ⋅ 𝕴 ⋅ 𝐂𝐎𝐒 

𝒈(𝒕) = 𝐬𝐢𝐧𝐡(𝒕): 𝑛 = 1 → 𝕀[ ] (𝑡) = 𝑔(𝑡) 𝑑𝑡 = 
cosh(𝑡)0! 1! − 11! 0!  𝑛 = 2 → 𝕀[ ] (𝑡) = 𝑔(𝑡) 𝕀[ ] (𝑡) 𝑑𝑡 = 

cosh (𝑡)0! 2! − cosh(𝑡)1! 1! + 12! 0!  𝑛 = 3 → 𝕀[ ] (𝑡) = 𝑔(𝑡) 𝕀[ ] (𝑡) 𝑑𝑡 = 
cosh (𝑡)0! 3! − cosh (𝑡)1! 2! + cosh(𝑡)2! 1! − 13! 0!  

𝑛 = 4 → 𝕀[ ] (𝑡) = 𝑔(𝑡) 𝕀[ ] (𝑡)𝑑𝑡 = 

cosh (𝑡)0! 4! − cosh (𝑡)1! 3! + cosh (𝑡)2! 2!− cosh(𝑡)3! 1! + 14! 0!  ⋮  ⋮  ⋮ 𝑛 → 
𝕀[ ] (𝑡)= 𝑔(𝑡) 𝕀[ ] ( )(𝑡)𝑑𝑡 

= 
1.(Diag[𝔸 ⊗ Ref𝔸]) ⋅ 𝕴 ⋅ 𝐂𝐎𝐒𝐇 

𝒈(𝒕) = 𝒆𝒕: 𝑛 = 1 → 𝕀[ ] (𝑡) = 𝑔(𝑡) 𝑑𝑡 = 
𝑒0! 1! − 11! 0!  𝑛 = 2 → 𝕀[ ] (𝑡) = 𝑔(𝑡) 𝕀[ ] (𝑡) 𝑑𝑡 = 

𝑒0! 2! − 𝑒1! 1! + 12! 0!  𝑛 = 3 → 𝕀[ ] (𝑡) = 𝑔(𝑡) 𝕀[ ] (𝑡) 𝑑𝑡 = 
𝑒0! 3! − 𝑒1! 2! + 𝑒2! 1! − 13! 0!  

n
t (t) =

∫ t
0 g(t)

∫ t
0 g(t)

∫ t
0 g(t) . . . dt dt dt = sinhn(t)

n!

g(t) = sin(t):

n = 1 → [g]
0
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𝑛 = 3 → 𝕀[ ] (𝑡) = 𝑔(𝑡) 𝑔(𝑡) 𝑔(𝑡) 𝑑𝑡𝑑𝑡𝑑𝑡 = sin (𝑡)3!  𝑛 = 4 → 𝕀[ ] (𝑡) = 𝑔(𝑡) 𝑔(𝑡) 𝑔(𝑡) 𝑔(𝑡) 𝑑𝑡𝑑𝑡𝑑𝑡𝑑𝑡 = sin (𝑡)4!  ⋮  ⋮  ⋮ 𝑛 → 𝕀[ ] (𝑡) = 𝑔(𝑡) 𝑔(𝑡) 𝑔(𝑡) … 𝑑𝑡 𝑑𝑡 𝑑𝑡 = sin (𝑡)𝑛!  

𝒈(𝒕) = 𝐬𝐢𝐧(𝒕): 𝑛 = 1 → 𝕀[ ] (𝑡) = 𝑔(𝑡) 𝑑𝑡 = − cos(𝑡)0! 1! + 11! 0!  𝑛 = 2 → 𝕀[ ] (𝑡) = 𝑔(𝑡) 𝕀[ ] (𝑡) 𝑑𝑡 = 
cos (𝑡)0! 2! − cos(𝑡)1! 1! + 12! 0!  

𝑛 = 3 → 𝕀[ ] (𝑡) = 𝑔(𝑡) 𝕀[ ] (𝑡) 𝑑𝑡 = 
− cos (𝑡)0! 3! + cos (𝑡)1! 2! − cos(𝑡)2! 1!+ 13! 0!  

𝑛 = 4 → 𝕀[ ] (𝑡) = 𝑔(𝑡) 𝕀[ ] (𝑡)𝑑𝑡 = 

cos (𝑡)0! 4! − cos (𝑡)1! 3! + cos (𝑡)2! 2!− cos(𝑡)3! 1! + 14! 0!  ⋮  ⋮  ⋮ 𝑛 → 
𝕀[ ] (𝑡)= 𝑔(𝑡) 𝕀[ ] ( )(𝑡)𝑑𝑡 

= 
1.(Diag[𝔸 ⊗ Ref𝔸]) ⋅ 𝕴 ⋅ 𝐂𝐎𝐒 

𝒈(𝒕) = 𝐬𝐢𝐧𝐡(𝒕): 𝑛 = 1 → 𝕀[ ] (𝑡) = 𝑔(𝑡) 𝑑𝑡 = 
cosh(𝑡)0! 1! − 11! 0!  𝑛 = 2 → 𝕀[ ] (𝑡) = 𝑔(𝑡) 𝕀[ ] (𝑡) 𝑑𝑡 = 

cosh (𝑡)0! 2! − cosh(𝑡)1! 1! + 12! 0!  𝑛 = 3 → 𝕀[ ] (𝑡) = 𝑔(𝑡) 𝕀[ ] (𝑡) 𝑑𝑡 = 
cosh (𝑡)0! 3! − cosh (𝑡)1! 2! + cosh(𝑡)2! 1! − 13! 0!  

𝑛 = 4 → 𝕀[ ] (𝑡) = 𝑔(𝑡) 𝕀[ ] (𝑡)𝑑𝑡 = 

cosh (𝑡)0! 4! − cosh (𝑡)1! 3! + cosh (𝑡)2! 2!− cosh(𝑡)3! 1! + 14! 0!  ⋮  ⋮  ⋮ 𝑛 → 
𝕀[ ] (𝑡)= 𝑔(𝑡) 𝕀[ ] ( )(𝑡)𝑑𝑡 

= 
1.(Diag[𝔸 ⊗ Ref𝔸]) ⋅ 𝕴 ⋅ 𝐂𝐎𝐒𝐇 

𝒈(𝒕) = 𝒆𝒕: 𝑛 = 1 → 𝕀[ ] (𝑡) = 𝑔(𝑡) 𝑑𝑡 = 
𝑒0! 1! − 11! 0!  𝑛 = 2 → 𝕀[ ] (𝑡) = 𝑔(𝑡) 𝕀[ ] (𝑡) 𝑑𝑡 = 

𝑒0! 2! − 𝑒1! 1! + 12! 0!  𝑛 = 3 → 𝕀[ ] (𝑡) = 𝑔(𝑡) 𝕀[ ] (𝑡) 𝑑𝑡 = 
𝑒0! 3! − 𝑒1! 2! + 𝑒2! 1! − 13! 0!  

1
t (t) =

∫ t
0 g(t)dt =

(
− cos(t)

0!1! + 1
1!0!

)
n = 2 → [2g]

0
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𝑛 = 3 → 𝕀[ ] (𝑡) = 𝑔(𝑡) 𝑔(𝑡) 𝑔(𝑡) 𝑑𝑡𝑑𝑡𝑑𝑡 = sin (𝑡)3!  𝑛 = 4 → 𝕀[ ] (𝑡) = 𝑔(𝑡) 𝑔(𝑡) 𝑔(𝑡) 𝑔(𝑡) 𝑑𝑡𝑑𝑡𝑑𝑡𝑑𝑡 = sin (𝑡)4!  ⋮  ⋮  ⋮ 𝑛 → 𝕀[ ] (𝑡) = 𝑔(𝑡) 𝑔(𝑡) 𝑔(𝑡) … 𝑑𝑡 𝑑𝑡 𝑑𝑡 = sin (𝑡)𝑛!  

𝒈(𝒕) = 𝐬𝐢𝐧(𝒕): 𝑛 = 1 → 𝕀[ ] (𝑡) = 𝑔(𝑡) 𝑑𝑡 = − cos(𝑡)0! 1! + 11! 0!  𝑛 = 2 → 𝕀[ ] (𝑡) = 𝑔(𝑡) 𝕀[ ] (𝑡) 𝑑𝑡 = 
cos (𝑡)0! 2! − cos(𝑡)1! 1! + 12! 0!  

𝑛 = 3 → 𝕀[ ] (𝑡) = 𝑔(𝑡) 𝕀[ ] (𝑡) 𝑑𝑡 = 
− cos (𝑡)0! 3! + cos (𝑡)1! 2! − cos(𝑡)2! 1!+ 13! 0!  

𝑛 = 4 → 𝕀[ ] (𝑡) = 𝑔(𝑡) 𝕀[ ] (𝑡)𝑑𝑡 = 

cos (𝑡)0! 4! − cos (𝑡)1! 3! + cos (𝑡)2! 2!− cos(𝑡)3! 1! + 14! 0!  ⋮  ⋮  ⋮ 𝑛 → 
𝕀[ ] (𝑡)= 𝑔(𝑡) 𝕀[ ] ( )(𝑡)𝑑𝑡 

= 
1.(Diag[𝔸 ⊗ Ref𝔸]) ⋅ 𝕴 ⋅ 𝐂𝐎𝐒 

𝒈(𝒕) = 𝐬𝐢𝐧𝐡(𝒕): 𝑛 = 1 → 𝕀[ ] (𝑡) = 𝑔(𝑡) 𝑑𝑡 = 
cosh(𝑡)0! 1! − 11! 0!  𝑛 = 2 → 𝕀[ ] (𝑡) = 𝑔(𝑡) 𝕀[ ] (𝑡) 𝑑𝑡 = 

cosh (𝑡)0! 2! − cosh(𝑡)1! 1! + 12! 0!  𝑛 = 3 → 𝕀[ ] (𝑡) = 𝑔(𝑡) 𝕀[ ] (𝑡) 𝑑𝑡 = 
cosh (𝑡)0! 3! − cosh (𝑡)1! 2! + cosh(𝑡)2! 1! − 13! 0!  

𝑛 = 4 → 𝕀[ ] (𝑡) = 𝑔(𝑡) 𝕀[ ] (𝑡)𝑑𝑡 = 

cosh (𝑡)0! 4! − cosh (𝑡)1! 3! + cosh (𝑡)2! 2!− cosh(𝑡)3! 1! + 14! 0!  ⋮  ⋮  ⋮ 𝑛 → 
𝕀[ ] (𝑡)= 𝑔(𝑡) 𝕀[ ] ( )(𝑡)𝑑𝑡 

= 
1.(Diag[𝔸 ⊗ Ref𝔸]) ⋅ 𝕴 ⋅ 𝐂𝐎𝐒𝐇 

𝒈(𝒕) = 𝒆𝒕: 𝑛 = 1 → 𝕀[ ] (𝑡) = 𝑔(𝑡) 𝑑𝑡 = 
𝑒0! 1! − 11! 0!  𝑛 = 2 → 𝕀[ ] (𝑡) = 𝑔(𝑡) 𝕀[ ] (𝑡) 𝑑𝑡 = 

𝑒0! 2! − 𝑒1! 1! + 12! 0!  𝑛 = 3 → 𝕀[ ] (𝑡) = 𝑔(𝑡) 𝕀[ ] (𝑡) 𝑑𝑡 = 
𝑒0! 3! − 𝑒1! 2! + 𝑒2! 1! − 13! 0!  

2
t (t) =

∫ t
0 g(t)[g]0
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𝑛 = 3 → 𝕀[ ] (𝑡) = 𝑔(𝑡) 𝑔(𝑡) 𝑔(𝑡) 𝑑𝑡𝑑𝑡𝑑𝑡 = sin (𝑡)3!  𝑛 = 4 → 𝕀[ ] (𝑡) = 𝑔(𝑡) 𝑔(𝑡) 𝑔(𝑡) 𝑔(𝑡) 𝑑𝑡𝑑𝑡𝑑𝑡𝑑𝑡 = sin (𝑡)4!  ⋮  ⋮  ⋮ 𝑛 → 𝕀[ ] (𝑡) = 𝑔(𝑡) 𝑔(𝑡) 𝑔(𝑡) … 𝑑𝑡 𝑑𝑡 𝑑𝑡 = sin (𝑡)𝑛!  

𝒈(𝒕) = 𝐬𝐢𝐧(𝒕): 𝑛 = 1 → 𝕀[ ] (𝑡) = 𝑔(𝑡) 𝑑𝑡 = − cos(𝑡)0! 1! + 11! 0!  𝑛 = 2 → 𝕀[ ] (𝑡) = 𝑔(𝑡) 𝕀[ ] (𝑡) 𝑑𝑡 = 
cos (𝑡)0! 2! − cos(𝑡)1! 1! + 12! 0!  

𝑛 = 3 → 𝕀[ ] (𝑡) = 𝑔(𝑡) 𝕀[ ] (𝑡) 𝑑𝑡 = 
− cos (𝑡)0! 3! + cos (𝑡)1! 2! − cos(𝑡)2! 1!+ 13! 0!  

𝑛 = 4 → 𝕀[ ] (𝑡) = 𝑔(𝑡) 𝕀[ ] (𝑡)𝑑𝑡 = 

cos (𝑡)0! 4! − cos (𝑡)1! 3! + cos (𝑡)2! 2!− cos(𝑡)3! 1! + 14! 0!  ⋮  ⋮  ⋮ 𝑛 → 
𝕀[ ] (𝑡)= 𝑔(𝑡) 𝕀[ ] ( )(𝑡)𝑑𝑡 

= 
1.(Diag[𝔸 ⊗ Ref𝔸]) ⋅ 𝕴 ⋅ 𝐂𝐎𝐒 

𝒈(𝒕) = 𝐬𝐢𝐧𝐡(𝒕): 𝑛 = 1 → 𝕀[ ] (𝑡) = 𝑔(𝑡) 𝑑𝑡 = 
cosh(𝑡)0! 1! − 11! 0!  𝑛 = 2 → 𝕀[ ] (𝑡) = 𝑔(𝑡) 𝕀[ ] (𝑡) 𝑑𝑡 = 

cosh (𝑡)0! 2! − cosh(𝑡)1! 1! + 12! 0!  𝑛 = 3 → 𝕀[ ] (𝑡) = 𝑔(𝑡) 𝕀[ ] (𝑡) 𝑑𝑡 = 
cosh (𝑡)0! 3! − cosh (𝑡)1! 2! + cosh(𝑡)2! 1! − 13! 0!  

𝑛 = 4 → 𝕀[ ] (𝑡) = 𝑔(𝑡) 𝕀[ ] (𝑡)𝑑𝑡 = 

cosh (𝑡)0! 4! − cosh (𝑡)1! 3! + cosh (𝑡)2! 2!− cosh(𝑡)3! 1! + 14! 0!  ⋮  ⋮  ⋮ 𝑛 → 
𝕀[ ] (𝑡)= 𝑔(𝑡) 𝕀[ ] ( )(𝑡)𝑑𝑡 

= 
1.(Diag[𝔸 ⊗ Ref𝔸]) ⋅ 𝕴 ⋅ 𝐂𝐎𝐒𝐇 

𝒈(𝒕) = 𝒆𝒕: 𝑛 = 1 → 𝕀[ ] (𝑡) = 𝑔(𝑡) 𝑑𝑡 = 
𝑒0! 1! − 11! 0!  𝑛 = 2 → 𝕀[ ] (𝑡) = 𝑔(𝑡) 𝕀[ ] (𝑡) 𝑑𝑡 = 

𝑒0! 2! − 𝑒1! 1! + 12! 0!  𝑛 = 3 → 𝕀[ ] (𝑡) = 𝑔(𝑡) 𝕀[ ] (𝑡) 𝑑𝑡 = 
𝑒0! 3! − 𝑒1! 2! + 𝑒2! 1! − 13! 0!  

1
t (t)dt =

(
cos2(t)

0!2! −
cos(t)

1!1! + 1
2!0!

)
n = 3 → [3g]

0
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𝑛 = 3 → 𝕀[ ] (𝑡) = 𝑔(𝑡) 𝑔(𝑡) 𝑔(𝑡) 𝑑𝑡𝑑𝑡𝑑𝑡 = sin (𝑡)3!  𝑛 = 4 → 𝕀[ ] (𝑡) = 𝑔(𝑡) 𝑔(𝑡) 𝑔(𝑡) 𝑔(𝑡) 𝑑𝑡𝑑𝑡𝑑𝑡𝑑𝑡 = sin (𝑡)4!  ⋮  ⋮  ⋮ 𝑛 → 𝕀[ ] (𝑡) = 𝑔(𝑡) 𝑔(𝑡) 𝑔(𝑡) … 𝑑𝑡 𝑑𝑡 𝑑𝑡 = sin (𝑡)𝑛!  

𝒈(𝒕) = 𝐬𝐢𝐧(𝒕): 𝑛 = 1 → 𝕀[ ] (𝑡) = 𝑔(𝑡) 𝑑𝑡 = − cos(𝑡)0! 1! + 11! 0!  𝑛 = 2 → 𝕀[ ] (𝑡) = 𝑔(𝑡) 𝕀[ ] (𝑡) 𝑑𝑡 = 
cos (𝑡)0! 2! − cos(𝑡)1! 1! + 12! 0!  

𝑛 = 3 → 𝕀[ ] (𝑡) = 𝑔(𝑡) 𝕀[ ] (𝑡) 𝑑𝑡 = 
− cos (𝑡)0! 3! + cos (𝑡)1! 2! − cos(𝑡)2! 1!+ 13! 0!  

𝑛 = 4 → 𝕀[ ] (𝑡) = 𝑔(𝑡) 𝕀[ ] (𝑡)𝑑𝑡 = 

cos (𝑡)0! 4! − cos (𝑡)1! 3! + cos (𝑡)2! 2!− cos(𝑡)3! 1! + 14! 0!  ⋮  ⋮  ⋮ 𝑛 → 
𝕀[ ] (𝑡)= 𝑔(𝑡) 𝕀[ ] ( )(𝑡)𝑑𝑡 

= 
1.(Diag[𝔸 ⊗ Ref𝔸]) ⋅ 𝕴 ⋅ 𝐂𝐎𝐒 

𝒈(𝒕) = 𝐬𝐢𝐧𝐡(𝒕): 𝑛 = 1 → 𝕀[ ] (𝑡) = 𝑔(𝑡) 𝑑𝑡 = 
cosh(𝑡)0! 1! − 11! 0!  𝑛 = 2 → 𝕀[ ] (𝑡) = 𝑔(𝑡) 𝕀[ ] (𝑡) 𝑑𝑡 = 

cosh (𝑡)0! 2! − cosh(𝑡)1! 1! + 12! 0!  𝑛 = 3 → 𝕀[ ] (𝑡) = 𝑔(𝑡) 𝕀[ ] (𝑡) 𝑑𝑡 = 
cosh (𝑡)0! 3! − cosh (𝑡)1! 2! + cosh(𝑡)2! 1! − 13! 0!  

𝑛 = 4 → 𝕀[ ] (𝑡) = 𝑔(𝑡) 𝕀[ ] (𝑡)𝑑𝑡 = 

cosh (𝑡)0! 4! − cosh (𝑡)1! 3! + cosh (𝑡)2! 2!− cosh(𝑡)3! 1! + 14! 0!  ⋮  ⋮  ⋮ 𝑛 → 
𝕀[ ] (𝑡)= 𝑔(𝑡) 𝕀[ ] ( )(𝑡)𝑑𝑡 

= 
1.(Diag[𝔸 ⊗ Ref𝔸]) ⋅ 𝕴 ⋅ 𝐂𝐎𝐒𝐇 

𝒈(𝒕) = 𝒆𝒕: 𝑛 = 1 → 𝕀[ ] (𝑡) = 𝑔(𝑡) 𝑑𝑡 = 
𝑒0! 1! − 11! 0!  𝑛 = 2 → 𝕀[ ] (𝑡) = 𝑔(𝑡) 𝕀[ ] (𝑡) 𝑑𝑡 = 

𝑒0! 2! − 𝑒1! 1! + 12! 0!  𝑛 = 3 → 𝕀[ ] (𝑡) = 𝑔(𝑡) 𝕀[ ] (𝑡) 𝑑𝑡 = 
𝑒0! 3! − 𝑒1! 2! + 𝑒2! 1! − 13! 0!  

3
t (t) =

∫ t
0 g(t)[2g]

0
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𝑛 = 3 → 𝕀[ ] (𝑡) = 𝑔(𝑡) 𝑔(𝑡) 𝑔(𝑡) 𝑑𝑡𝑑𝑡𝑑𝑡 = sin (𝑡)3!  𝑛 = 4 → 𝕀[ ] (𝑡) = 𝑔(𝑡) 𝑔(𝑡) 𝑔(𝑡) 𝑔(𝑡) 𝑑𝑡𝑑𝑡𝑑𝑡𝑑𝑡 = sin (𝑡)4!  ⋮  ⋮  ⋮ 𝑛 → 𝕀[ ] (𝑡) = 𝑔(𝑡) 𝑔(𝑡) 𝑔(𝑡) … 𝑑𝑡 𝑑𝑡 𝑑𝑡 = sin (𝑡)𝑛!  

𝒈(𝒕) = 𝐬𝐢𝐧(𝒕): 𝑛 = 1 → 𝕀[ ] (𝑡) = 𝑔(𝑡) 𝑑𝑡 = − cos(𝑡)0! 1! + 11! 0!  𝑛 = 2 → 𝕀[ ] (𝑡) = 𝑔(𝑡) 𝕀[ ] (𝑡) 𝑑𝑡 = 
cos (𝑡)0! 2! − cos(𝑡)1! 1! + 12! 0!  

𝑛 = 3 → 𝕀[ ] (𝑡) = 𝑔(𝑡) 𝕀[ ] (𝑡) 𝑑𝑡 = 
− cos (𝑡)0! 3! + cos (𝑡)1! 2! − cos(𝑡)2! 1!+ 13! 0!  

𝑛 = 4 → 𝕀[ ] (𝑡) = 𝑔(𝑡) 𝕀[ ] (𝑡)𝑑𝑡 = 

cos (𝑡)0! 4! − cos (𝑡)1! 3! + cos (𝑡)2! 2!− cos(𝑡)3! 1! + 14! 0!  ⋮  ⋮  ⋮ 𝑛 → 
𝕀[ ] (𝑡)= 𝑔(𝑡) 𝕀[ ] ( )(𝑡)𝑑𝑡 

= 
1.(Diag[𝔸 ⊗ Ref𝔸]) ⋅ 𝕴 ⋅ 𝐂𝐎𝐒 

𝒈(𝒕) = 𝐬𝐢𝐧𝐡(𝒕): 𝑛 = 1 → 𝕀[ ] (𝑡) = 𝑔(𝑡) 𝑑𝑡 = 
cosh(𝑡)0! 1! − 11! 0!  𝑛 = 2 → 𝕀[ ] (𝑡) = 𝑔(𝑡) 𝕀[ ] (𝑡) 𝑑𝑡 = 

cosh (𝑡)0! 2! − cosh(𝑡)1! 1! + 12! 0!  𝑛 = 3 → 𝕀[ ] (𝑡) = 𝑔(𝑡) 𝕀[ ] (𝑡) 𝑑𝑡 = 
cosh (𝑡)0! 3! − cosh (𝑡)1! 2! + cosh(𝑡)2! 1! − 13! 0!  

𝑛 = 4 → 𝕀[ ] (𝑡) = 𝑔(𝑡) 𝕀[ ] (𝑡)𝑑𝑡 = 

cosh (𝑡)0! 4! − cosh (𝑡)1! 3! + cosh (𝑡)2! 2!− cosh(𝑡)3! 1! + 14! 0!  ⋮  ⋮  ⋮ 𝑛 → 
𝕀[ ] (𝑡)= 𝑔(𝑡) 𝕀[ ] ( )(𝑡)𝑑𝑡 

= 
1.(Diag[𝔸 ⊗ Ref𝔸]) ⋅ 𝕴 ⋅ 𝐂𝐎𝐒𝐇 

𝒈(𝒕) = 𝒆𝒕: 𝑛 = 1 → 𝕀[ ] (𝑡) = 𝑔(𝑡) 𝑑𝑡 = 
𝑒0! 1! − 11! 0!  𝑛 = 2 → 𝕀[ ] (𝑡) = 𝑔(𝑡) 𝕀[ ] (𝑡) 𝑑𝑡 = 

𝑒0! 2! − 𝑒1! 1! + 12! 0!  𝑛 = 3 → 𝕀[ ] (𝑡) = 𝑔(𝑡) 𝕀[ ] (𝑡) 𝑑𝑡 = 
𝑒0! 3! − 𝑒1! 2! + 𝑒2! 1! − 13! 0!  

2
t (t)dt =

(
− cos3(t)

0!3! +
cos2(t)

1!2! −
cos(t)

2!1! + 1
3!0!

)
n = 4 → [4g]

0
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𝑛 = 3 → 𝕀[ ] (𝑡) = 𝑔(𝑡) 𝑔(𝑡) 𝑔(𝑡) 𝑑𝑡𝑑𝑡𝑑𝑡 = sin (𝑡)3!  𝑛 = 4 → 𝕀[ ] (𝑡) = 𝑔(𝑡) 𝑔(𝑡) 𝑔(𝑡) 𝑔(𝑡) 𝑑𝑡𝑑𝑡𝑑𝑡𝑑𝑡 = sin (𝑡)4!  ⋮  ⋮  ⋮ 𝑛 → 𝕀[ ] (𝑡) = 𝑔(𝑡) 𝑔(𝑡) 𝑔(𝑡) … 𝑑𝑡 𝑑𝑡 𝑑𝑡 = sin (𝑡)𝑛!  

𝒈(𝒕) = 𝐬𝐢𝐧(𝒕): 𝑛 = 1 → 𝕀[ ] (𝑡) = 𝑔(𝑡) 𝑑𝑡 = − cos(𝑡)0! 1! + 11! 0!  𝑛 = 2 → 𝕀[ ] (𝑡) = 𝑔(𝑡) 𝕀[ ] (𝑡) 𝑑𝑡 = 
cos (𝑡)0! 2! − cos(𝑡)1! 1! + 12! 0!  

𝑛 = 3 → 𝕀[ ] (𝑡) = 𝑔(𝑡) 𝕀[ ] (𝑡) 𝑑𝑡 = 
− cos (𝑡)0! 3! + cos (𝑡)1! 2! − cos(𝑡)2! 1!+ 13! 0!  

𝑛 = 4 → 𝕀[ ] (𝑡) = 𝑔(𝑡) 𝕀[ ] (𝑡)𝑑𝑡 = 

cos (𝑡)0! 4! − cos (𝑡)1! 3! + cos (𝑡)2! 2!− cos(𝑡)3! 1! + 14! 0!  ⋮  ⋮  ⋮ 𝑛 → 
𝕀[ ] (𝑡)= 𝑔(𝑡) 𝕀[ ] ( )(𝑡)𝑑𝑡 

= 
1.(Diag[𝔸 ⊗ Ref𝔸]) ⋅ 𝕴 ⋅ 𝐂𝐎𝐒 

𝒈(𝒕) = 𝐬𝐢𝐧𝐡(𝒕): 𝑛 = 1 → 𝕀[ ] (𝑡) = 𝑔(𝑡) 𝑑𝑡 = 
cosh(𝑡)0! 1! − 11! 0!  𝑛 = 2 → 𝕀[ ] (𝑡) = 𝑔(𝑡) 𝕀[ ] (𝑡) 𝑑𝑡 = 

cosh (𝑡)0! 2! − cosh(𝑡)1! 1! + 12! 0!  𝑛 = 3 → 𝕀[ ] (𝑡) = 𝑔(𝑡) 𝕀[ ] (𝑡) 𝑑𝑡 = 
cosh (𝑡)0! 3! − cosh (𝑡)1! 2! + cosh(𝑡)2! 1! − 13! 0!  

𝑛 = 4 → 𝕀[ ] (𝑡) = 𝑔(𝑡) 𝕀[ ] (𝑡)𝑑𝑡 = 

cosh (𝑡)0! 4! − cosh (𝑡)1! 3! + cosh (𝑡)2! 2!− cosh(𝑡)3! 1! + 14! 0!  ⋮  ⋮  ⋮ 𝑛 → 
𝕀[ ] (𝑡)= 𝑔(𝑡) 𝕀[ ] ( )(𝑡)𝑑𝑡 

= 
1.(Diag[𝔸 ⊗ Ref𝔸]) ⋅ 𝕴 ⋅ 𝐂𝐎𝐒𝐇 

𝒈(𝒕) = 𝒆𝒕: 𝑛 = 1 → 𝕀[ ] (𝑡) = 𝑔(𝑡) 𝑑𝑡 = 
𝑒0! 1! − 11! 0!  𝑛 = 2 → 𝕀[ ] (𝑡) = 𝑔(𝑡) 𝕀[ ] (𝑡) 𝑑𝑡 = 

𝑒0! 2! − 𝑒1! 1! + 12! 0!  𝑛 = 3 → 𝕀[ ] (𝑡) = 𝑔(𝑡) 𝕀[ ] (𝑡) 𝑑𝑡 = 
𝑒0! 3! − 𝑒1! 2! + 𝑒2! 1! − 13! 0!  

4
t (t) =

∫ t
0 g(t)[3g]

0
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𝑛 = 3 → 𝕀[ ] (𝑡) = 𝑔(𝑡) 𝑔(𝑡) 𝑔(𝑡) 𝑑𝑡𝑑𝑡𝑑𝑡 = sin (𝑡)3!  𝑛 = 4 → 𝕀[ ] (𝑡) = 𝑔(𝑡) 𝑔(𝑡) 𝑔(𝑡) 𝑔(𝑡) 𝑑𝑡𝑑𝑡𝑑𝑡𝑑𝑡 = sin (𝑡)4!  ⋮  ⋮  ⋮ 𝑛 → 𝕀[ ] (𝑡) = 𝑔(𝑡) 𝑔(𝑡) 𝑔(𝑡) … 𝑑𝑡 𝑑𝑡 𝑑𝑡 = sin (𝑡)𝑛!  

𝒈(𝒕) = 𝐬𝐢𝐧(𝒕): 𝑛 = 1 → 𝕀[ ] (𝑡) = 𝑔(𝑡) 𝑑𝑡 = − cos(𝑡)0! 1! + 11! 0!  𝑛 = 2 → 𝕀[ ] (𝑡) = 𝑔(𝑡) 𝕀[ ] (𝑡) 𝑑𝑡 = 
cos (𝑡)0! 2! − cos(𝑡)1! 1! + 12! 0!  

𝑛 = 3 → 𝕀[ ] (𝑡) = 𝑔(𝑡) 𝕀[ ] (𝑡) 𝑑𝑡 = 
− cos (𝑡)0! 3! + cos (𝑡)1! 2! − cos(𝑡)2! 1!+ 13! 0!  

𝑛 = 4 → 𝕀[ ] (𝑡) = 𝑔(𝑡) 𝕀[ ] (𝑡)𝑑𝑡 = 

cos (𝑡)0! 4! − cos (𝑡)1! 3! + cos (𝑡)2! 2!− cos(𝑡)3! 1! + 14! 0!  ⋮  ⋮  ⋮ 𝑛 → 
𝕀[ ] (𝑡)= 𝑔(𝑡) 𝕀[ ] ( )(𝑡)𝑑𝑡 

= 
1.(Diag[𝔸 ⊗ Ref𝔸]) ⋅ 𝕴 ⋅ 𝐂𝐎𝐒 

𝒈(𝒕) = 𝐬𝐢𝐧𝐡(𝒕): 𝑛 = 1 → 𝕀[ ] (𝑡) = 𝑔(𝑡) 𝑑𝑡 = 
cosh(𝑡)0! 1! − 11! 0!  𝑛 = 2 → 𝕀[ ] (𝑡) = 𝑔(𝑡) 𝕀[ ] (𝑡) 𝑑𝑡 = 

cosh (𝑡)0! 2! − cosh(𝑡)1! 1! + 12! 0!  𝑛 = 3 → 𝕀[ ] (𝑡) = 𝑔(𝑡) 𝕀[ ] (𝑡) 𝑑𝑡 = 
cosh (𝑡)0! 3! − cosh (𝑡)1! 2! + cosh(𝑡)2! 1! − 13! 0!  

𝑛 = 4 → 𝕀[ ] (𝑡) = 𝑔(𝑡) 𝕀[ ] (𝑡)𝑑𝑡 = 

cosh (𝑡)0! 4! − cosh (𝑡)1! 3! + cosh (𝑡)2! 2!− cosh(𝑡)3! 1! + 14! 0!  ⋮  ⋮  ⋮ 𝑛 → 
𝕀[ ] (𝑡)= 𝑔(𝑡) 𝕀[ ] ( )(𝑡)𝑑𝑡 

= 
1.(Diag[𝔸 ⊗ Ref𝔸]) ⋅ 𝕴 ⋅ 𝐂𝐎𝐒𝐇 

𝒈(𝒕) = 𝒆𝒕: 𝑛 = 1 → 𝕀[ ] (𝑡) = 𝑔(𝑡) 𝑑𝑡 = 
𝑒0! 1! − 11! 0!  𝑛 = 2 → 𝕀[ ] (𝑡) = 𝑔(𝑡) 𝕀[ ] (𝑡) 𝑑𝑡 = 

𝑒0! 2! − 𝑒1! 1! + 12! 0!  𝑛 = 3 → 𝕀[ ] (𝑡) = 𝑔(𝑡) 𝕀[ ] (𝑡) 𝑑𝑡 = 
𝑒0! 3! − 𝑒1! 2! + 𝑒2! 1! − 13! 0!  

3
t (t)dt =

(
cos4(t)

0!4! −
cos3(t)

1!3! +
cos2(t)

2!2! −
cos(t)

3!1! + 1
4!0!

)
...

...
...

n → [ng]
0
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𝑛 = 3 → 𝕀[ ] (𝑡) = 𝑔(𝑡) 𝑔(𝑡) 𝑔(𝑡) 𝑑𝑡𝑑𝑡𝑑𝑡 = sin (𝑡)3!  𝑛 = 4 → 𝕀[ ] (𝑡) = 𝑔(𝑡) 𝑔(𝑡) 𝑔(𝑡) 𝑔(𝑡) 𝑑𝑡𝑑𝑡𝑑𝑡𝑑𝑡 = sin (𝑡)4!  ⋮  ⋮  ⋮ 𝑛 → 𝕀[ ] (𝑡) = 𝑔(𝑡) 𝑔(𝑡) 𝑔(𝑡) … 𝑑𝑡 𝑑𝑡 𝑑𝑡 = sin (𝑡)𝑛!  

𝒈(𝒕) = 𝐬𝐢𝐧(𝒕): 𝑛 = 1 → 𝕀[ ] (𝑡) = 𝑔(𝑡) 𝑑𝑡 = − cos(𝑡)0! 1! + 11! 0!  𝑛 = 2 → 𝕀[ ] (𝑡) = 𝑔(𝑡) 𝕀[ ] (𝑡) 𝑑𝑡 = 
cos (𝑡)0! 2! − cos(𝑡)1! 1! + 12! 0!  

𝑛 = 3 → 𝕀[ ] (𝑡) = 𝑔(𝑡) 𝕀[ ] (𝑡) 𝑑𝑡 = 
− cos (𝑡)0! 3! + cos (𝑡)1! 2! − cos(𝑡)2! 1!+ 13! 0!  

𝑛 = 4 → 𝕀[ ] (𝑡) = 𝑔(𝑡) 𝕀[ ] (𝑡)𝑑𝑡 = 

cos (𝑡)0! 4! − cos (𝑡)1! 3! + cos (𝑡)2! 2!− cos(𝑡)3! 1! + 14! 0!  ⋮  ⋮  ⋮ 𝑛 → 
𝕀[ ] (𝑡)= 𝑔(𝑡) 𝕀[ ] ( )(𝑡)𝑑𝑡 

= 
1.(Diag[𝔸 ⊗ Ref𝔸]) ⋅ 𝕴 ⋅ 𝐂𝐎𝐒 

𝒈(𝒕) = 𝐬𝐢𝐧𝐡(𝒕): 𝑛 = 1 → 𝕀[ ] (𝑡) = 𝑔(𝑡) 𝑑𝑡 = 
cosh(𝑡)0! 1! − 11! 0!  𝑛 = 2 → 𝕀[ ] (𝑡) = 𝑔(𝑡) 𝕀[ ] (𝑡) 𝑑𝑡 = 

cosh (𝑡)0! 2! − cosh(𝑡)1! 1! + 12! 0!  𝑛 = 3 → 𝕀[ ] (𝑡) = 𝑔(𝑡) 𝕀[ ] (𝑡) 𝑑𝑡 = 
cosh (𝑡)0! 3! − cosh (𝑡)1! 2! + cosh(𝑡)2! 1! − 13! 0!  

𝑛 = 4 → 𝕀[ ] (𝑡) = 𝑔(𝑡) 𝕀[ ] (𝑡)𝑑𝑡 = 

cosh (𝑡)0! 4! − cosh (𝑡)1! 3! + cosh (𝑡)2! 2!− cosh(𝑡)3! 1! + 14! 0!  ⋮  ⋮  ⋮ 𝑛 → 
𝕀[ ] (𝑡)= 𝑔(𝑡) 𝕀[ ] ( )(𝑡)𝑑𝑡 

= 
1.(Diag[𝔸 ⊗ Ref𝔸]) ⋅ 𝕴 ⋅ 𝐂𝐎𝐒𝐇 

𝒈(𝒕) = 𝒆𝒕: 𝑛 = 1 → 𝕀[ ] (𝑡) = 𝑔(𝑡) 𝑑𝑡 = 
𝑒0! 1! − 11! 0!  𝑛 = 2 → 𝕀[ ] (𝑡) = 𝑔(𝑡) 𝕀[ ] (𝑡) 𝑑𝑡 = 

𝑒0! 2! − 𝑒1! 1! + 12! 0!  𝑛 = 3 → 𝕀[ ] (𝑡) = 𝑔(𝑡) 𝕀[ ] (𝑡) 𝑑𝑡 = 
𝑒0! 3! − 𝑒1! 2! + 𝑒2! 1! − 13! 0!  

n
t (t) =

∫ t
0 g(t)[ng−1]

0

Mathematics 2023, 11, x FOR PEER REVIEW 25 of 28 
 

 

𝑛 = 3 → 𝕀[ ] (𝑡) = 𝑔(𝑡) 𝑔(𝑡) 𝑔(𝑡) 𝑑𝑡𝑑𝑡𝑑𝑡 = sin (𝑡)3!  𝑛 = 4 → 𝕀[ ] (𝑡) = 𝑔(𝑡) 𝑔(𝑡) 𝑔(𝑡) 𝑔(𝑡) 𝑑𝑡𝑑𝑡𝑑𝑡𝑑𝑡 = sin (𝑡)4!  ⋮  ⋮  ⋮ 𝑛 → 𝕀[ ] (𝑡) = 𝑔(𝑡) 𝑔(𝑡) 𝑔(𝑡) … 𝑑𝑡 𝑑𝑡 𝑑𝑡 = sin (𝑡)𝑛!  

𝒈(𝒕) = 𝐬𝐢𝐧(𝒕): 𝑛 = 1 → 𝕀[ ] (𝑡) = 𝑔(𝑡) 𝑑𝑡 = − cos(𝑡)0! 1! + 11! 0!  𝑛 = 2 → 𝕀[ ] (𝑡) = 𝑔(𝑡) 𝕀[ ] (𝑡) 𝑑𝑡 = 
cos (𝑡)0! 2! − cos(𝑡)1! 1! + 12! 0!  

𝑛 = 3 → 𝕀[ ] (𝑡) = 𝑔(𝑡) 𝕀[ ] (𝑡) 𝑑𝑡 = 
− cos (𝑡)0! 3! + cos (𝑡)1! 2! − cos(𝑡)2! 1!+ 13! 0!  

𝑛 = 4 → 𝕀[ ] (𝑡) = 𝑔(𝑡) 𝕀[ ] (𝑡)𝑑𝑡 = 

cos (𝑡)0! 4! − cos (𝑡)1! 3! + cos (𝑡)2! 2!− cos(𝑡)3! 1! + 14! 0!  ⋮  ⋮  ⋮ 𝑛 → 
𝕀[ ] (𝑡)= 𝑔(𝑡) 𝕀[ ] ( )(𝑡)𝑑𝑡 

= 
1.(Diag[𝔸 ⊗ Ref𝔸]) ⋅ 𝕴 ⋅ 𝐂𝐎𝐒 

𝒈(𝒕) = 𝐬𝐢𝐧𝐡(𝒕): 𝑛 = 1 → 𝕀[ ] (𝑡) = 𝑔(𝑡) 𝑑𝑡 = 
cosh(𝑡)0! 1! − 11! 0!  𝑛 = 2 → 𝕀[ ] (𝑡) = 𝑔(𝑡) 𝕀[ ] (𝑡) 𝑑𝑡 = 

cosh (𝑡)0! 2! − cosh(𝑡)1! 1! + 12! 0!  𝑛 = 3 → 𝕀[ ] (𝑡) = 𝑔(𝑡) 𝕀[ ] (𝑡) 𝑑𝑡 = 
cosh (𝑡)0! 3! − cosh (𝑡)1! 2! + cosh(𝑡)2! 1! − 13! 0!  

𝑛 = 4 → 𝕀[ ] (𝑡) = 𝑔(𝑡) 𝕀[ ] (𝑡)𝑑𝑡 = 

cosh (𝑡)0! 4! − cosh (𝑡)1! 3! + cosh (𝑡)2! 2!− cosh(𝑡)3! 1! + 14! 0!  ⋮  ⋮  ⋮ 𝑛 → 
𝕀[ ] (𝑡)= 𝑔(𝑡) 𝕀[ ] ( )(𝑡)𝑑𝑡 

= 
1.(Diag[𝔸 ⊗ Ref𝔸]) ⋅ 𝕴 ⋅ 𝐂𝐎𝐒𝐇 

𝒈(𝒕) = 𝒆𝒕: 𝑛 = 1 → 𝕀[ ] (𝑡) = 𝑔(𝑡) 𝑑𝑡 = 
𝑒0! 1! − 11! 0!  𝑛 = 2 → 𝕀[ ] (𝑡) = 𝑔(𝑡) 𝕀[ ] (𝑡) 𝑑𝑡 = 

𝑒0! 2! − 𝑒1! 1! + 12! 0!  𝑛 = 3 → 𝕀[ ] (𝑡) = 𝑔(𝑡) 𝕀[ ] (𝑡) 𝑑𝑡 = 
𝑒0! 3! − 𝑒1! 2! + 𝑒2! 1! − 13! 0!  

(n−1)
t (t)dt =

(
1.

(Diag[
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cosh(𝑡) sinh (𝑡)𝑛!  cos(𝑡) sin (𝑡)𝑛!  sin(𝑡) 
1.(Diag[𝔸 ⊗ Ref𝔸]) ( , ) ∙ (𝕴)( , ) ∙ 𝐂𝐎𝐒( , ) sinh(𝑡) 

1.(Diag[𝔸 ⊗ Ref𝔸]) ( , ) ∙ (𝕴)( , ) ∙ 𝐂𝐎𝐒𝐇( , ) 𝑒  
1.(Diag[𝔸 ⊗ Ref𝔸]) ( , ) ∙ (𝕴)( , ) ∙ 𝐄𝐗𝐏( , ) 

With 

𝕴 =
⎝⎜
⎜⎛

+1 0 0 0 0 00 −1 0 0 0 00 0 ⋱ 0 0 00 0 0 𝑎 0 00 0 0 0 ⋱ 00 0 0 0 0 (−1) ⎠⎟
⎟⎞

( , )
,  (53)

𝐂𝐎𝐒 =
⎝⎜⎜
⎛ 1cos 𝑡cos 𝑡⋮cos( ) 𝑡cos 𝑡 ⎠⎟⎟

⎞ , 𝐂𝐎𝐒𝐇 =
⎝⎜
⎜⎛

cosh 𝑡cosh( ) 𝑡cosh( ) 𝑡⋮cosh 𝑡1 ⎠⎟
⎟⎞ , 𝐄𝐗𝐏 =

⎝⎜
⎜⎛

𝑒 ∙𝑒( )∙𝑒( )∙⋮𝑒1 ⎠⎟
⎟⎞ , (54)

𝔸 =
⎝⎜
⎜⎜⎛

𝑛!(𝑛 − 1)!(𝑛 − 2)!⋮2!1!0! ⎠⎟
⎟⎟⎞ , Ref𝔸 =

⎝⎜
⎜⎜⎛

0!1!2!⋮(𝑛 − 2)!(𝑛 − 1)!𝑛! ⎠⎟
⎟⎟⎞ , (55)

𝔸 ⊗ Ref𝔸 = 𝔸(Ref𝔸) =
= ⎝⎜

⎛ 𝑛! 0! 𝑛! 1! 𝑛! 2! ⋯ 𝑛! (𝑛 − 1)! 𝑛! 𝑛!(𝑛 − 1)! 0! (𝑛 − 1)! 1! (𝑛 − 1)! 2! ⋯ (𝑛 − 1)! (𝑛 − 1)! (𝑛 − 1)! 𝑛!⋮ ⋮ ⋮ ⋮ ⋮ ⋮1! 0! 1! 1! 1! 2! ⋯ 1! (𝑛 − 1)! 1! 𝑛!0! 0! 0! 1! 0! 2! ⋯ 0! (𝑛 − 1)! 0! 𝑛! ⎠⎟
⎞, (56)

1.(Diag[𝔸 ⊗ Ref𝔸])= 1𝑛! 0! 1(𝑛 − 1)! 1! 1(𝑛 − 2)! 2! ⋯ 12! (𝑛 − 2)! 11! (𝑛 − 1)! 10! 𝑛! , (57)

where; 1. denotes that the operation/is referred component per component, as shown 
above. See Appendix C for detailed calculations of 𝕀[ ] (𝑡). 

The assumption of taking such expressions for the diffusion coefficient is based on 
the fact that, even in the hypothesis that the scalar function 𝐾(𝑡) is linked to other func-
tional relations, it is, however, possible to derive an approximation of 𝐾(𝑡) as a linear 
combination of these basic functions. The possibility of superimposing the results is a fun-
damental characteristic of having innovatively applied the ADM to SFRADE-T equations, 
thus allowing for the consideration of any advective–diffusive parameter, as well as cor-
respondingly giving generality to the obtained results. 

⊗Ref
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cosh(𝑡) sinh (𝑡)𝑛!  cos(𝑡) sin (𝑡)𝑛!  sin(𝑡) 
1.(Diag[𝔸 ⊗ Ref𝔸]) ( , ) ∙ (𝕴)( , ) ∙ 𝐂𝐎𝐒( , ) sinh(𝑡) 

1.(Diag[𝔸 ⊗ Ref𝔸]) ( , ) ∙ (𝕴)( , ) ∙ 𝐂𝐎𝐒𝐇( , ) 𝑒  
1.(Diag[𝔸 ⊗ Ref𝔸]) ( , ) ∙ (𝕴)( , ) ∙ 𝐄𝐗𝐏( , ) 

With 

𝕴 =
⎝⎜
⎜⎛

+1 0 0 0 0 00 −1 0 0 0 00 0 ⋱ 0 0 00 0 0 𝑎 0 00 0 0 0 ⋱ 00 0 0 0 0 (−1) ⎠⎟
⎟⎞

( , )
,  (53)

𝐂𝐎𝐒 =
⎝⎜⎜
⎛ 1cos 𝑡cos 𝑡⋮cos( ) 𝑡cos 𝑡 ⎠⎟⎟

⎞ , 𝐂𝐎𝐒𝐇 =
⎝⎜
⎜⎛

cosh 𝑡cosh( ) 𝑡cosh( ) 𝑡⋮cosh 𝑡1 ⎠⎟
⎟⎞ , 𝐄𝐗𝐏 =

⎝⎜
⎜⎛

𝑒 ∙𝑒( )∙𝑒( )∙⋮𝑒1 ⎠⎟
⎟⎞ , (54)

𝔸 =
⎝⎜
⎜⎜⎛

𝑛!(𝑛 − 1)!(𝑛 − 2)!⋮2!1!0! ⎠⎟
⎟⎟⎞ , Ref𝔸 =

⎝⎜
⎜⎜⎛

0!1!2!⋮(𝑛 − 2)!(𝑛 − 1)!𝑛! ⎠⎟
⎟⎟⎞ , (55)

𝔸 ⊗ Ref𝔸 = 𝔸(Ref𝔸) =
= ⎝⎜

⎛ 𝑛! 0! 𝑛! 1! 𝑛! 2! ⋯ 𝑛! (𝑛 − 1)! 𝑛! 𝑛!(𝑛 − 1)! 0! (𝑛 − 1)! 1! (𝑛 − 1)! 2! ⋯ (𝑛 − 1)! (𝑛 − 1)! (𝑛 − 1)! 𝑛!⋮ ⋮ ⋮ ⋮ ⋮ ⋮1! 0! 1! 1! 1! 2! ⋯ 1! (𝑛 − 1)! 1! 𝑛!0! 0! 0! 1! 0! 2! ⋯ 0! (𝑛 − 1)! 0! 𝑛! ⎠⎟
⎞, (56)

1.(Diag[𝔸 ⊗ Ref𝔸])= 1𝑛! 0! 1(𝑛 − 1)! 1! 1(𝑛 − 2)! 2! ⋯ 12! (𝑛 − 2)! 11! (𝑛 − 1)! 10! 𝑛! , (57)

where; 1. denotes that the operation/is referred component per component, as shown 
above. See Appendix C for detailed calculations of 𝕀[ ] (𝑡). 

The assumption of taking such expressions for the diffusion coefficient is based on 
the fact that, even in the hypothesis that the scalar function 𝐾(𝑡) is linked to other func-
tional relations, it is, however, possible to derive an approximation of 𝐾(𝑡) as a linear 
combination of these basic functions. The possibility of superimposing the results is a fun-
damental characteristic of having innovatively applied the ADM to SFRADE-T equations, 
thus allowing for the consideration of any advective–diffusive parameter, as well as cor-
respondingly giving generality to the obtained results. 

])
T

)
·
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cosh(𝑡) sinh (𝑡)𝑛!  cos(𝑡) sin (𝑡)𝑛!  sin(𝑡) 
1.(Diag[𝔸 ⊗ Ref𝔸]) ( , ) ∙ (𝕴)( , ) ∙ 𝐂𝐎𝐒( , ) sinh(𝑡) 

1.(Diag[𝔸 ⊗ Ref𝔸]) ( , ) ∙ (𝕴)( , ) ∙ 𝐂𝐎𝐒𝐇( , ) 𝑒  
1.(Diag[𝔸 ⊗ Ref𝔸]) ( , ) ∙ (𝕴)( , ) ∙ 𝐄𝐗𝐏( , ) 

With 

𝕴 =
⎝⎜
⎜⎛

+1 0 0 0 0 00 −1 0 0 0 00 0 ⋱ 0 0 00 0 0 𝑎 0 00 0 0 0 ⋱ 00 0 0 0 0 (−1) ⎠⎟
⎟⎞

( , )
,  (53)

𝐂𝐎𝐒 =
⎝⎜⎜
⎛ 1cos 𝑡cos 𝑡⋮cos( ) 𝑡cos 𝑡 ⎠⎟⎟

⎞ , 𝐂𝐎𝐒𝐇 =
⎝⎜
⎜⎛

cosh 𝑡cosh( ) 𝑡cosh( ) 𝑡⋮cosh 𝑡1 ⎠⎟
⎟⎞ , 𝐄𝐗𝐏 =

⎝⎜
⎜⎛

𝑒 ∙𝑒( )∙𝑒( )∙⋮𝑒1 ⎠⎟
⎟⎞ , (54)

𝔸 =
⎝⎜
⎜⎜⎛

𝑛!(𝑛 − 1)!(𝑛 − 2)!⋮2!1!0! ⎠⎟
⎟⎟⎞ , Ref𝔸 =

⎝⎜
⎜⎜⎛

0!1!2!⋮(𝑛 − 2)!(𝑛 − 1)!𝑛! ⎠⎟
⎟⎟⎞ , (55)

𝔸 ⊗ Ref𝔸 = 𝔸(Ref𝔸) =
= ⎝⎜

⎛ 𝑛! 0! 𝑛! 1! 𝑛! 2! ⋯ 𝑛! (𝑛 − 1)! 𝑛! 𝑛!(𝑛 − 1)! 0! (𝑛 − 1)! 1! (𝑛 − 1)! 2! ⋯ (𝑛 − 1)! (𝑛 − 1)! (𝑛 − 1)! 𝑛!⋮ ⋮ ⋮ ⋮ ⋮ ⋮1! 0! 1! 1! 1! 2! ⋯ 1! (𝑛 − 1)! 1! 𝑛!0! 0! 0! 1! 0! 2! ⋯ 0! (𝑛 − 1)! 0! 𝑛! ⎠⎟
⎞, (56)

1.(Diag[𝔸 ⊗ Ref𝔸])= 1𝑛! 0! 1(𝑛 − 1)! 1! 1(𝑛 − 2)! 2! ⋯ 12! (𝑛 − 2)! 11! (𝑛 − 1)! 10! 𝑛! , (57)

where; 1. denotes that the operation/is referred component per component, as shown 
above. See Appendix C for detailed calculations of 𝕀[ ] (𝑡). 

The assumption of taking such expressions for the diffusion coefficient is based on 
the fact that, even in the hypothesis that the scalar function 𝐾(𝑡) is linked to other func-
tional relations, it is, however, possible to derive an approximation of 𝐾(𝑡) as a linear 
combination of these basic functions. The possibility of superimposing the results is a fun-
damental characteristic of having innovatively applied the ADM to SFRADE-T equations, 
thus allowing for the consideration of any advective–diffusive parameter, as well as cor-
respondingly giving generality to the obtained results. 

·COS

g(t) = sinh(t):

n = 1 → [g]
0
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𝑛 = 3 → 𝕀[ ] (𝑡) = 𝑔(𝑡) 𝑔(𝑡) 𝑔(𝑡) 𝑑𝑡𝑑𝑡𝑑𝑡 = sin (𝑡)3!  𝑛 = 4 → 𝕀[ ] (𝑡) = 𝑔(𝑡) 𝑔(𝑡) 𝑔(𝑡) 𝑔(𝑡) 𝑑𝑡𝑑𝑡𝑑𝑡𝑑𝑡 = sin (𝑡)4!  ⋮  ⋮  ⋮ 𝑛 → 𝕀[ ] (𝑡) = 𝑔(𝑡) 𝑔(𝑡) 𝑔(𝑡) … 𝑑𝑡 𝑑𝑡 𝑑𝑡 = sin (𝑡)𝑛!  

𝒈(𝒕) = 𝐬𝐢𝐧(𝒕): 𝑛 = 1 → 𝕀[ ] (𝑡) = 𝑔(𝑡) 𝑑𝑡 = − cos(𝑡)0! 1! + 11! 0!  𝑛 = 2 → 𝕀[ ] (𝑡) = 𝑔(𝑡) 𝕀[ ] (𝑡) 𝑑𝑡 = 
cos (𝑡)0! 2! − cos(𝑡)1! 1! + 12! 0!  

𝑛 = 3 → 𝕀[ ] (𝑡) = 𝑔(𝑡) 𝕀[ ] (𝑡) 𝑑𝑡 = 
− cos (𝑡)0! 3! + cos (𝑡)1! 2! − cos(𝑡)2! 1!+ 13! 0!  

𝑛 = 4 → 𝕀[ ] (𝑡) = 𝑔(𝑡) 𝕀[ ] (𝑡)𝑑𝑡 = 

cos (𝑡)0! 4! − cos (𝑡)1! 3! + cos (𝑡)2! 2!− cos(𝑡)3! 1! + 14! 0!  ⋮  ⋮  ⋮ 𝑛 → 
𝕀[ ] (𝑡)= 𝑔(𝑡) 𝕀[ ] ( )(𝑡)𝑑𝑡 

= 
1.(Diag[𝔸 ⊗ Ref𝔸]) ⋅ 𝕴 ⋅ 𝐂𝐎𝐒 

𝒈(𝒕) = 𝐬𝐢𝐧𝐡(𝒕): 𝑛 = 1 → 𝕀[ ] (𝑡) = 𝑔(𝑡) 𝑑𝑡 = 
cosh(𝑡)0! 1! − 11! 0!  𝑛 = 2 → 𝕀[ ] (𝑡) = 𝑔(𝑡) 𝕀[ ] (𝑡) 𝑑𝑡 = 

cosh (𝑡)0! 2! − cosh(𝑡)1! 1! + 12! 0!  𝑛 = 3 → 𝕀[ ] (𝑡) = 𝑔(𝑡) 𝕀[ ] (𝑡) 𝑑𝑡 = 
cosh (𝑡)0! 3! − cosh (𝑡)1! 2! + cosh(𝑡)2! 1! − 13! 0!  

𝑛 = 4 → 𝕀[ ] (𝑡) = 𝑔(𝑡) 𝕀[ ] (𝑡)𝑑𝑡 = 

cosh (𝑡)0! 4! − cosh (𝑡)1! 3! + cosh (𝑡)2! 2!− cosh(𝑡)3! 1! + 14! 0!  ⋮  ⋮  ⋮ 𝑛 → 
𝕀[ ] (𝑡)= 𝑔(𝑡) 𝕀[ ] ( )(𝑡)𝑑𝑡 

= 
1.(Diag[𝔸 ⊗ Ref𝔸]) ⋅ 𝕴 ⋅ 𝐂𝐎𝐒𝐇 

𝒈(𝒕) = 𝒆𝒕: 𝑛 = 1 → 𝕀[ ] (𝑡) = 𝑔(𝑡) 𝑑𝑡 = 
𝑒0! 1! − 11! 0!  𝑛 = 2 → 𝕀[ ] (𝑡) = 𝑔(𝑡) 𝕀[ ] (𝑡) 𝑑𝑡 = 

𝑒0! 2! − 𝑒1! 1! + 12! 0!  𝑛 = 3 → 𝕀[ ] (𝑡) = 𝑔(𝑡) 𝕀[ ] (𝑡) 𝑑𝑡 = 
𝑒0! 3! − 𝑒1! 2! + 𝑒2! 1! − 13! 0!  

1
t (t) =

∫ t
0 g(t)dt =

(
cosh(t)

0!1! −
1

1!0!

)
n = 2 → [2g]

0
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𝑛 = 3 → 𝕀[ ] (𝑡) = 𝑔(𝑡) 𝑔(𝑡) 𝑔(𝑡) 𝑑𝑡𝑑𝑡𝑑𝑡 = sin (𝑡)3!  𝑛 = 4 → 𝕀[ ] (𝑡) = 𝑔(𝑡) 𝑔(𝑡) 𝑔(𝑡) 𝑔(𝑡) 𝑑𝑡𝑑𝑡𝑑𝑡𝑑𝑡 = sin (𝑡)4!  ⋮  ⋮  ⋮ 𝑛 → 𝕀[ ] (𝑡) = 𝑔(𝑡) 𝑔(𝑡) 𝑔(𝑡) … 𝑑𝑡 𝑑𝑡 𝑑𝑡 = sin (𝑡)𝑛!  

𝒈(𝒕) = 𝐬𝐢𝐧(𝒕): 𝑛 = 1 → 𝕀[ ] (𝑡) = 𝑔(𝑡) 𝑑𝑡 = − cos(𝑡)0! 1! + 11! 0!  𝑛 = 2 → 𝕀[ ] (𝑡) = 𝑔(𝑡) 𝕀[ ] (𝑡) 𝑑𝑡 = 
cos (𝑡)0! 2! − cos(𝑡)1! 1! + 12! 0!  

𝑛 = 3 → 𝕀[ ] (𝑡) = 𝑔(𝑡) 𝕀[ ] (𝑡) 𝑑𝑡 = 
− cos (𝑡)0! 3! + cos (𝑡)1! 2! − cos(𝑡)2! 1!+ 13! 0!  

𝑛 = 4 → 𝕀[ ] (𝑡) = 𝑔(𝑡) 𝕀[ ] (𝑡)𝑑𝑡 = 

cos (𝑡)0! 4! − cos (𝑡)1! 3! + cos (𝑡)2! 2!− cos(𝑡)3! 1! + 14! 0!  ⋮  ⋮  ⋮ 𝑛 → 
𝕀[ ] (𝑡)= 𝑔(𝑡) 𝕀[ ] ( )(𝑡)𝑑𝑡 

= 
1.(Diag[𝔸 ⊗ Ref𝔸]) ⋅ 𝕴 ⋅ 𝐂𝐎𝐒 

𝒈(𝒕) = 𝐬𝐢𝐧𝐡(𝒕): 𝑛 = 1 → 𝕀[ ] (𝑡) = 𝑔(𝑡) 𝑑𝑡 = 
cosh(𝑡)0! 1! − 11! 0!  𝑛 = 2 → 𝕀[ ] (𝑡) = 𝑔(𝑡) 𝕀[ ] (𝑡) 𝑑𝑡 = 

cosh (𝑡)0! 2! − cosh(𝑡)1! 1! + 12! 0!  𝑛 = 3 → 𝕀[ ] (𝑡) = 𝑔(𝑡) 𝕀[ ] (𝑡) 𝑑𝑡 = 
cosh (𝑡)0! 3! − cosh (𝑡)1! 2! + cosh(𝑡)2! 1! − 13! 0!  

𝑛 = 4 → 𝕀[ ] (𝑡) = 𝑔(𝑡) 𝕀[ ] (𝑡)𝑑𝑡 = 

cosh (𝑡)0! 4! − cosh (𝑡)1! 3! + cosh (𝑡)2! 2!− cosh(𝑡)3! 1! + 14! 0!  ⋮  ⋮  ⋮ 𝑛 → 
𝕀[ ] (𝑡)= 𝑔(𝑡) 𝕀[ ] ( )(𝑡)𝑑𝑡 

= 
1.(Diag[𝔸 ⊗ Ref𝔸]) ⋅ 𝕴 ⋅ 𝐂𝐎𝐒𝐇 

𝒈(𝒕) = 𝒆𝒕: 𝑛 = 1 → 𝕀[ ] (𝑡) = 𝑔(𝑡) 𝑑𝑡 = 
𝑒0! 1! − 11! 0!  𝑛 = 2 → 𝕀[ ] (𝑡) = 𝑔(𝑡) 𝕀[ ] (𝑡) 𝑑𝑡 = 

𝑒0! 2! − 𝑒1! 1! + 12! 0!  𝑛 = 3 → 𝕀[ ] (𝑡) = 𝑔(𝑡) 𝕀[ ] (𝑡) 𝑑𝑡 = 
𝑒0! 3! − 𝑒1! 2! + 𝑒2! 1! − 13! 0!  

2
t (t) =

∫ t
0 g(t)[g]0
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𝑛 = 3 → 𝕀[ ] (𝑡) = 𝑔(𝑡) 𝑔(𝑡) 𝑔(𝑡) 𝑑𝑡𝑑𝑡𝑑𝑡 = sin (𝑡)3!  𝑛 = 4 → 𝕀[ ] (𝑡) = 𝑔(𝑡) 𝑔(𝑡) 𝑔(𝑡) 𝑔(𝑡) 𝑑𝑡𝑑𝑡𝑑𝑡𝑑𝑡 = sin (𝑡)4!  ⋮  ⋮  ⋮ 𝑛 → 𝕀[ ] (𝑡) = 𝑔(𝑡) 𝑔(𝑡) 𝑔(𝑡) … 𝑑𝑡 𝑑𝑡 𝑑𝑡 = sin (𝑡)𝑛!  

𝒈(𝒕) = 𝐬𝐢𝐧(𝒕): 𝑛 = 1 → 𝕀[ ] (𝑡) = 𝑔(𝑡) 𝑑𝑡 = − cos(𝑡)0! 1! + 11! 0!  𝑛 = 2 → 𝕀[ ] (𝑡) = 𝑔(𝑡) 𝕀[ ] (𝑡) 𝑑𝑡 = 
cos (𝑡)0! 2! − cos(𝑡)1! 1! + 12! 0!  

𝑛 = 3 → 𝕀[ ] (𝑡) = 𝑔(𝑡) 𝕀[ ] (𝑡) 𝑑𝑡 = 
− cos (𝑡)0! 3! + cos (𝑡)1! 2! − cos(𝑡)2! 1!+ 13! 0!  

𝑛 = 4 → 𝕀[ ] (𝑡) = 𝑔(𝑡) 𝕀[ ] (𝑡)𝑑𝑡 = 

cos (𝑡)0! 4! − cos (𝑡)1! 3! + cos (𝑡)2! 2!− cos(𝑡)3! 1! + 14! 0!  ⋮  ⋮  ⋮ 𝑛 → 
𝕀[ ] (𝑡)= 𝑔(𝑡) 𝕀[ ] ( )(𝑡)𝑑𝑡 

= 
1.(Diag[𝔸 ⊗ Ref𝔸]) ⋅ 𝕴 ⋅ 𝐂𝐎𝐒 

𝒈(𝒕) = 𝐬𝐢𝐧𝐡(𝒕): 𝑛 = 1 → 𝕀[ ] (𝑡) = 𝑔(𝑡) 𝑑𝑡 = 
cosh(𝑡)0! 1! − 11! 0!  𝑛 = 2 → 𝕀[ ] (𝑡) = 𝑔(𝑡) 𝕀[ ] (𝑡) 𝑑𝑡 = 

cosh (𝑡)0! 2! − cosh(𝑡)1! 1! + 12! 0!  𝑛 = 3 → 𝕀[ ] (𝑡) = 𝑔(𝑡) 𝕀[ ] (𝑡) 𝑑𝑡 = 
cosh (𝑡)0! 3! − cosh (𝑡)1! 2! + cosh(𝑡)2! 1! − 13! 0!  

𝑛 = 4 → 𝕀[ ] (𝑡) = 𝑔(𝑡) 𝕀[ ] (𝑡)𝑑𝑡 = 

cosh (𝑡)0! 4! − cosh (𝑡)1! 3! + cosh (𝑡)2! 2!− cosh(𝑡)3! 1! + 14! 0!  ⋮  ⋮  ⋮ 𝑛 → 
𝕀[ ] (𝑡)= 𝑔(𝑡) 𝕀[ ] ( )(𝑡)𝑑𝑡 

= 
1.(Diag[𝔸 ⊗ Ref𝔸]) ⋅ 𝕴 ⋅ 𝐂𝐎𝐒𝐇 

𝒈(𝒕) = 𝒆𝒕: 𝑛 = 1 → 𝕀[ ] (𝑡) = 𝑔(𝑡) 𝑑𝑡 = 
𝑒0! 1! − 11! 0!  𝑛 = 2 → 𝕀[ ] (𝑡) = 𝑔(𝑡) 𝕀[ ] (𝑡) 𝑑𝑡 = 

𝑒0! 2! − 𝑒1! 1! + 12! 0!  𝑛 = 3 → 𝕀[ ] (𝑡) = 𝑔(𝑡) 𝕀[ ] (𝑡) 𝑑𝑡 = 
𝑒0! 3! − 𝑒1! 2! + 𝑒2! 1! − 13! 0!  

1
t (t)dt =

(
cosh2(t)

0!2! − cosh(t)
1!1! + 1

2!0!

)
n = 3 → [3g]

0
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𝑛 = 3 → 𝕀[ ] (𝑡) = 𝑔(𝑡) 𝑔(𝑡) 𝑔(𝑡) 𝑑𝑡𝑑𝑡𝑑𝑡 = sin (𝑡)3!  𝑛 = 4 → 𝕀[ ] (𝑡) = 𝑔(𝑡) 𝑔(𝑡) 𝑔(𝑡) 𝑔(𝑡) 𝑑𝑡𝑑𝑡𝑑𝑡𝑑𝑡 = sin (𝑡)4!  ⋮  ⋮  ⋮ 𝑛 → 𝕀[ ] (𝑡) = 𝑔(𝑡) 𝑔(𝑡) 𝑔(𝑡) … 𝑑𝑡 𝑑𝑡 𝑑𝑡 = sin (𝑡)𝑛!  

𝒈(𝒕) = 𝐬𝐢𝐧(𝒕): 𝑛 = 1 → 𝕀[ ] (𝑡) = 𝑔(𝑡) 𝑑𝑡 = − cos(𝑡)0! 1! + 11! 0!  𝑛 = 2 → 𝕀[ ] (𝑡) = 𝑔(𝑡) 𝕀[ ] (𝑡) 𝑑𝑡 = 
cos (𝑡)0! 2! − cos(𝑡)1! 1! + 12! 0!  

𝑛 = 3 → 𝕀[ ] (𝑡) = 𝑔(𝑡) 𝕀[ ] (𝑡) 𝑑𝑡 = 
− cos (𝑡)0! 3! + cos (𝑡)1! 2! − cos(𝑡)2! 1!+ 13! 0!  

𝑛 = 4 → 𝕀[ ] (𝑡) = 𝑔(𝑡) 𝕀[ ] (𝑡)𝑑𝑡 = 

cos (𝑡)0! 4! − cos (𝑡)1! 3! + cos (𝑡)2! 2!− cos(𝑡)3! 1! + 14! 0!  ⋮  ⋮  ⋮ 𝑛 → 
𝕀[ ] (𝑡)= 𝑔(𝑡) 𝕀[ ] ( )(𝑡)𝑑𝑡 

= 
1.(Diag[𝔸 ⊗ Ref𝔸]) ⋅ 𝕴 ⋅ 𝐂𝐎𝐒 

𝒈(𝒕) = 𝐬𝐢𝐧𝐡(𝒕): 𝑛 = 1 → 𝕀[ ] (𝑡) = 𝑔(𝑡) 𝑑𝑡 = 
cosh(𝑡)0! 1! − 11! 0!  𝑛 = 2 → 𝕀[ ] (𝑡) = 𝑔(𝑡) 𝕀[ ] (𝑡) 𝑑𝑡 = 

cosh (𝑡)0! 2! − cosh(𝑡)1! 1! + 12! 0!  𝑛 = 3 → 𝕀[ ] (𝑡) = 𝑔(𝑡) 𝕀[ ] (𝑡) 𝑑𝑡 = 
cosh (𝑡)0! 3! − cosh (𝑡)1! 2! + cosh(𝑡)2! 1! − 13! 0!  

𝑛 = 4 → 𝕀[ ] (𝑡) = 𝑔(𝑡) 𝕀[ ] (𝑡)𝑑𝑡 = 

cosh (𝑡)0! 4! − cosh (𝑡)1! 3! + cosh (𝑡)2! 2!− cosh(𝑡)3! 1! + 14! 0!  ⋮  ⋮  ⋮ 𝑛 → 
𝕀[ ] (𝑡)= 𝑔(𝑡) 𝕀[ ] ( )(𝑡)𝑑𝑡 

= 
1.(Diag[𝔸 ⊗ Ref𝔸]) ⋅ 𝕴 ⋅ 𝐂𝐎𝐒𝐇 

𝒈(𝒕) = 𝒆𝒕: 𝑛 = 1 → 𝕀[ ] (𝑡) = 𝑔(𝑡) 𝑑𝑡 = 
𝑒0! 1! − 11! 0!  𝑛 = 2 → 𝕀[ ] (𝑡) = 𝑔(𝑡) 𝕀[ ] (𝑡) 𝑑𝑡 = 

𝑒0! 2! − 𝑒1! 1! + 12! 0!  𝑛 = 3 → 𝕀[ ] (𝑡) = 𝑔(𝑡) 𝕀[ ] (𝑡) 𝑑𝑡 = 
𝑒0! 3! − 𝑒1! 2! + 𝑒2! 1! − 13! 0!  

3
t (t) =

∫ t
0 g(t)[2g]

0
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𝑛 = 3 → 𝕀[ ] (𝑡) = 𝑔(𝑡) 𝑔(𝑡) 𝑔(𝑡) 𝑑𝑡𝑑𝑡𝑑𝑡 = sin (𝑡)3!  𝑛 = 4 → 𝕀[ ] (𝑡) = 𝑔(𝑡) 𝑔(𝑡) 𝑔(𝑡) 𝑔(𝑡) 𝑑𝑡𝑑𝑡𝑑𝑡𝑑𝑡 = sin (𝑡)4!  ⋮  ⋮  ⋮ 𝑛 → 𝕀[ ] (𝑡) = 𝑔(𝑡) 𝑔(𝑡) 𝑔(𝑡) … 𝑑𝑡 𝑑𝑡 𝑑𝑡 = sin (𝑡)𝑛!  

𝒈(𝒕) = 𝐬𝐢𝐧(𝒕): 𝑛 = 1 → 𝕀[ ] (𝑡) = 𝑔(𝑡) 𝑑𝑡 = − cos(𝑡)0! 1! + 11! 0!  𝑛 = 2 → 𝕀[ ] (𝑡) = 𝑔(𝑡) 𝕀[ ] (𝑡) 𝑑𝑡 = 
cos (𝑡)0! 2! − cos(𝑡)1! 1! + 12! 0!  

𝑛 = 3 → 𝕀[ ] (𝑡) = 𝑔(𝑡) 𝕀[ ] (𝑡) 𝑑𝑡 = 
− cos (𝑡)0! 3! + cos (𝑡)1! 2! − cos(𝑡)2! 1!+ 13! 0!  

𝑛 = 4 → 𝕀[ ] (𝑡) = 𝑔(𝑡) 𝕀[ ] (𝑡)𝑑𝑡 = 

cos (𝑡)0! 4! − cos (𝑡)1! 3! + cos (𝑡)2! 2!− cos(𝑡)3! 1! + 14! 0!  ⋮  ⋮  ⋮ 𝑛 → 
𝕀[ ] (𝑡)= 𝑔(𝑡) 𝕀[ ] ( )(𝑡)𝑑𝑡 

= 
1.(Diag[𝔸 ⊗ Ref𝔸]) ⋅ 𝕴 ⋅ 𝐂𝐎𝐒 

𝒈(𝒕) = 𝐬𝐢𝐧𝐡(𝒕): 𝑛 = 1 → 𝕀[ ] (𝑡) = 𝑔(𝑡) 𝑑𝑡 = 
cosh(𝑡)0! 1! − 11! 0!  𝑛 = 2 → 𝕀[ ] (𝑡) = 𝑔(𝑡) 𝕀[ ] (𝑡) 𝑑𝑡 = 

cosh (𝑡)0! 2! − cosh(𝑡)1! 1! + 12! 0!  𝑛 = 3 → 𝕀[ ] (𝑡) = 𝑔(𝑡) 𝕀[ ] (𝑡) 𝑑𝑡 = 
cosh (𝑡)0! 3! − cosh (𝑡)1! 2! + cosh(𝑡)2! 1! − 13! 0!  

𝑛 = 4 → 𝕀[ ] (𝑡) = 𝑔(𝑡) 𝕀[ ] (𝑡)𝑑𝑡 = 

cosh (𝑡)0! 4! − cosh (𝑡)1! 3! + cosh (𝑡)2! 2!− cosh(𝑡)3! 1! + 14! 0!  ⋮  ⋮  ⋮ 𝑛 → 
𝕀[ ] (𝑡)= 𝑔(𝑡) 𝕀[ ] ( )(𝑡)𝑑𝑡 

= 
1.(Diag[𝔸 ⊗ Ref𝔸]) ⋅ 𝕴 ⋅ 𝐂𝐎𝐒𝐇 

𝒈(𝒕) = 𝒆𝒕: 𝑛 = 1 → 𝕀[ ] (𝑡) = 𝑔(𝑡) 𝑑𝑡 = 
𝑒0! 1! − 11! 0!  𝑛 = 2 → 𝕀[ ] (𝑡) = 𝑔(𝑡) 𝕀[ ] (𝑡) 𝑑𝑡 = 

𝑒0! 2! − 𝑒1! 1! + 12! 0!  𝑛 = 3 → 𝕀[ ] (𝑡) = 𝑔(𝑡) 𝕀[ ] (𝑡) 𝑑𝑡 = 
𝑒0! 3! − 𝑒1! 2! + 𝑒2! 1! − 13! 0!  

2
t (t)dt =

(
cosh3(t)

0!3! − cosh2(t)
1!2! +

cosh(t)
2!1! −

1
3!0!

)
n = 4 → [4g]

0
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𝑛 = 3 → 𝕀[ ] (𝑡) = 𝑔(𝑡) 𝑔(𝑡) 𝑔(𝑡) 𝑑𝑡𝑑𝑡𝑑𝑡 = sin (𝑡)3!  𝑛 = 4 → 𝕀[ ] (𝑡) = 𝑔(𝑡) 𝑔(𝑡) 𝑔(𝑡) 𝑔(𝑡) 𝑑𝑡𝑑𝑡𝑑𝑡𝑑𝑡 = sin (𝑡)4!  ⋮  ⋮  ⋮ 𝑛 → 𝕀[ ] (𝑡) = 𝑔(𝑡) 𝑔(𝑡) 𝑔(𝑡) … 𝑑𝑡 𝑑𝑡 𝑑𝑡 = sin (𝑡)𝑛!  

𝒈(𝒕) = 𝐬𝐢𝐧(𝒕): 𝑛 = 1 → 𝕀[ ] (𝑡) = 𝑔(𝑡) 𝑑𝑡 = − cos(𝑡)0! 1! + 11! 0!  𝑛 = 2 → 𝕀[ ] (𝑡) = 𝑔(𝑡) 𝕀[ ] (𝑡) 𝑑𝑡 = 
cos (𝑡)0! 2! − cos(𝑡)1! 1! + 12! 0!  

𝑛 = 3 → 𝕀[ ] (𝑡) = 𝑔(𝑡) 𝕀[ ] (𝑡) 𝑑𝑡 = 
− cos (𝑡)0! 3! + cos (𝑡)1! 2! − cos(𝑡)2! 1!+ 13! 0!  

𝑛 = 4 → 𝕀[ ] (𝑡) = 𝑔(𝑡) 𝕀[ ] (𝑡)𝑑𝑡 = 

cos (𝑡)0! 4! − cos (𝑡)1! 3! + cos (𝑡)2! 2!− cos(𝑡)3! 1! + 14! 0!  ⋮  ⋮  ⋮ 𝑛 → 
𝕀[ ] (𝑡)= 𝑔(𝑡) 𝕀[ ] ( )(𝑡)𝑑𝑡 

= 
1.(Diag[𝔸 ⊗ Ref𝔸]) ⋅ 𝕴 ⋅ 𝐂𝐎𝐒 

𝒈(𝒕) = 𝐬𝐢𝐧𝐡(𝒕): 𝑛 = 1 → 𝕀[ ] (𝑡) = 𝑔(𝑡) 𝑑𝑡 = 
cosh(𝑡)0! 1! − 11! 0!  𝑛 = 2 → 𝕀[ ] (𝑡) = 𝑔(𝑡) 𝕀[ ] (𝑡) 𝑑𝑡 = 

cosh (𝑡)0! 2! − cosh(𝑡)1! 1! + 12! 0!  𝑛 = 3 → 𝕀[ ] (𝑡) = 𝑔(𝑡) 𝕀[ ] (𝑡) 𝑑𝑡 = 
cosh (𝑡)0! 3! − cosh (𝑡)1! 2! + cosh(𝑡)2! 1! − 13! 0!  

𝑛 = 4 → 𝕀[ ] (𝑡) = 𝑔(𝑡) 𝕀[ ] (𝑡)𝑑𝑡 = 

cosh (𝑡)0! 4! − cosh (𝑡)1! 3! + cosh (𝑡)2! 2!− cosh(𝑡)3! 1! + 14! 0!  ⋮  ⋮  ⋮ 𝑛 → 
𝕀[ ] (𝑡)= 𝑔(𝑡) 𝕀[ ] ( )(𝑡)𝑑𝑡 

= 
1.(Diag[𝔸 ⊗ Ref𝔸]) ⋅ 𝕴 ⋅ 𝐂𝐎𝐒𝐇 

𝒈(𝒕) = 𝒆𝒕: 𝑛 = 1 → 𝕀[ ] (𝑡) = 𝑔(𝑡) 𝑑𝑡 = 
𝑒0! 1! − 11! 0!  𝑛 = 2 → 𝕀[ ] (𝑡) = 𝑔(𝑡) 𝕀[ ] (𝑡) 𝑑𝑡 = 

𝑒0! 2! − 𝑒1! 1! + 12! 0!  𝑛 = 3 → 𝕀[ ] (𝑡) = 𝑔(𝑡) 𝕀[ ] (𝑡) 𝑑𝑡 = 
𝑒0! 3! − 𝑒1! 2! + 𝑒2! 1! − 13! 0!  

4
t (t) =

∫ t
0 g(t)[3g]

0
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𝑛 = 3 → 𝕀[ ] (𝑡) = 𝑔(𝑡) 𝑔(𝑡) 𝑔(𝑡) 𝑑𝑡𝑑𝑡𝑑𝑡 = sin (𝑡)3!  𝑛 = 4 → 𝕀[ ] (𝑡) = 𝑔(𝑡) 𝑔(𝑡) 𝑔(𝑡) 𝑔(𝑡) 𝑑𝑡𝑑𝑡𝑑𝑡𝑑𝑡 = sin (𝑡)4!  ⋮  ⋮  ⋮ 𝑛 → 𝕀[ ] (𝑡) = 𝑔(𝑡) 𝑔(𝑡) 𝑔(𝑡) … 𝑑𝑡 𝑑𝑡 𝑑𝑡 = sin (𝑡)𝑛!  

𝒈(𝒕) = 𝐬𝐢𝐧(𝒕): 𝑛 = 1 → 𝕀[ ] (𝑡) = 𝑔(𝑡) 𝑑𝑡 = − cos(𝑡)0! 1! + 11! 0!  𝑛 = 2 → 𝕀[ ] (𝑡) = 𝑔(𝑡) 𝕀[ ] (𝑡) 𝑑𝑡 = 
cos (𝑡)0! 2! − cos(𝑡)1! 1! + 12! 0!  

𝑛 = 3 → 𝕀[ ] (𝑡) = 𝑔(𝑡) 𝕀[ ] (𝑡) 𝑑𝑡 = 
− cos (𝑡)0! 3! + cos (𝑡)1! 2! − cos(𝑡)2! 1!+ 13! 0!  

𝑛 = 4 → 𝕀[ ] (𝑡) = 𝑔(𝑡) 𝕀[ ] (𝑡)𝑑𝑡 = 

cos (𝑡)0! 4! − cos (𝑡)1! 3! + cos (𝑡)2! 2!− cos(𝑡)3! 1! + 14! 0!  ⋮  ⋮  ⋮ 𝑛 → 
𝕀[ ] (𝑡)= 𝑔(𝑡) 𝕀[ ] ( )(𝑡)𝑑𝑡 

= 
1.(Diag[𝔸 ⊗ Ref𝔸]) ⋅ 𝕴 ⋅ 𝐂𝐎𝐒 

𝒈(𝒕) = 𝐬𝐢𝐧𝐡(𝒕): 𝑛 = 1 → 𝕀[ ] (𝑡) = 𝑔(𝑡) 𝑑𝑡 = 
cosh(𝑡)0! 1! − 11! 0!  𝑛 = 2 → 𝕀[ ] (𝑡) = 𝑔(𝑡) 𝕀[ ] (𝑡) 𝑑𝑡 = 

cosh (𝑡)0! 2! − cosh(𝑡)1! 1! + 12! 0!  𝑛 = 3 → 𝕀[ ] (𝑡) = 𝑔(𝑡) 𝕀[ ] (𝑡) 𝑑𝑡 = 
cosh (𝑡)0! 3! − cosh (𝑡)1! 2! + cosh(𝑡)2! 1! − 13! 0!  

𝑛 = 4 → 𝕀[ ] (𝑡) = 𝑔(𝑡) 𝕀[ ] (𝑡)𝑑𝑡 = 

cosh (𝑡)0! 4! − cosh (𝑡)1! 3! + cosh (𝑡)2! 2!− cosh(𝑡)3! 1! + 14! 0!  ⋮  ⋮  ⋮ 𝑛 → 
𝕀[ ] (𝑡)= 𝑔(𝑡) 𝕀[ ] ( )(𝑡)𝑑𝑡 

= 
1.(Diag[𝔸 ⊗ Ref𝔸]) ⋅ 𝕴 ⋅ 𝐂𝐎𝐒𝐇 

𝒈(𝒕) = 𝒆𝒕: 𝑛 = 1 → 𝕀[ ] (𝑡) = 𝑔(𝑡) 𝑑𝑡 = 
𝑒0! 1! − 11! 0!  𝑛 = 2 → 𝕀[ ] (𝑡) = 𝑔(𝑡) 𝕀[ ] (𝑡) 𝑑𝑡 = 

𝑒0! 2! − 𝑒1! 1! + 12! 0!  𝑛 = 3 → 𝕀[ ] (𝑡) = 𝑔(𝑡) 𝕀[ ] (𝑡) 𝑑𝑡 = 
𝑒0! 3! − 𝑒1! 2! + 𝑒2! 1! − 13! 0!  

3
t (t)dt =

(
cosh4(t)

0!4! − cosh3(t)
1!3! +

cosh2(t)
2!2! − cosh(t)

3!1! + 1
4!0!

)
...

...
...

n → [ng]
0
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𝑛 = 3 → 𝕀[ ] (𝑡) = 𝑔(𝑡) 𝑔(𝑡) 𝑔(𝑡) 𝑑𝑡𝑑𝑡𝑑𝑡 = sin (𝑡)3!  𝑛 = 4 → 𝕀[ ] (𝑡) = 𝑔(𝑡) 𝑔(𝑡) 𝑔(𝑡) 𝑔(𝑡) 𝑑𝑡𝑑𝑡𝑑𝑡𝑑𝑡 = sin (𝑡)4!  ⋮  ⋮  ⋮ 𝑛 → 𝕀[ ] (𝑡) = 𝑔(𝑡) 𝑔(𝑡) 𝑔(𝑡) … 𝑑𝑡 𝑑𝑡 𝑑𝑡 = sin (𝑡)𝑛!  

𝒈(𝒕) = 𝐬𝐢𝐧(𝒕): 𝑛 = 1 → 𝕀[ ] (𝑡) = 𝑔(𝑡) 𝑑𝑡 = − cos(𝑡)0! 1! + 11! 0!  𝑛 = 2 → 𝕀[ ] (𝑡) = 𝑔(𝑡) 𝕀[ ] (𝑡) 𝑑𝑡 = 
cos (𝑡)0! 2! − cos(𝑡)1! 1! + 12! 0!  

𝑛 = 3 → 𝕀[ ] (𝑡) = 𝑔(𝑡) 𝕀[ ] (𝑡) 𝑑𝑡 = 
− cos (𝑡)0! 3! + cos (𝑡)1! 2! − cos(𝑡)2! 1!+ 13! 0!  

𝑛 = 4 → 𝕀[ ] (𝑡) = 𝑔(𝑡) 𝕀[ ] (𝑡)𝑑𝑡 = 

cos (𝑡)0! 4! − cos (𝑡)1! 3! + cos (𝑡)2! 2!− cos(𝑡)3! 1! + 14! 0!  ⋮  ⋮  ⋮ 𝑛 → 
𝕀[ ] (𝑡)= 𝑔(𝑡) 𝕀[ ] ( )(𝑡)𝑑𝑡 

= 
1.(Diag[𝔸 ⊗ Ref𝔸]) ⋅ 𝕴 ⋅ 𝐂𝐎𝐒 

𝒈(𝒕) = 𝐬𝐢𝐧𝐡(𝒕): 𝑛 = 1 → 𝕀[ ] (𝑡) = 𝑔(𝑡) 𝑑𝑡 = 
cosh(𝑡)0! 1! − 11! 0!  𝑛 = 2 → 𝕀[ ] (𝑡) = 𝑔(𝑡) 𝕀[ ] (𝑡) 𝑑𝑡 = 

cosh (𝑡)0! 2! − cosh(𝑡)1! 1! + 12! 0!  𝑛 = 3 → 𝕀[ ] (𝑡) = 𝑔(𝑡) 𝕀[ ] (𝑡) 𝑑𝑡 = 
cosh (𝑡)0! 3! − cosh (𝑡)1! 2! + cosh(𝑡)2! 1! − 13! 0!  

𝑛 = 4 → 𝕀[ ] (𝑡) = 𝑔(𝑡) 𝕀[ ] (𝑡)𝑑𝑡 = 

cosh (𝑡)0! 4! − cosh (𝑡)1! 3! + cosh (𝑡)2! 2!− cosh(𝑡)3! 1! + 14! 0!  ⋮  ⋮  ⋮ 𝑛 → 
𝕀[ ] (𝑡)= 𝑔(𝑡) 𝕀[ ] ( )(𝑡)𝑑𝑡 

= 
1.(Diag[𝔸 ⊗ Ref𝔸]) ⋅ 𝕴 ⋅ 𝐂𝐎𝐒𝐇 

𝒈(𝒕) = 𝒆𝒕: 𝑛 = 1 → 𝕀[ ] (𝑡) = 𝑔(𝑡) 𝑑𝑡 = 
𝑒0! 1! − 11! 0!  𝑛 = 2 → 𝕀[ ] (𝑡) = 𝑔(𝑡) 𝕀[ ] (𝑡) 𝑑𝑡 = 

𝑒0! 2! − 𝑒1! 1! + 12! 0!  𝑛 = 3 → 𝕀[ ] (𝑡) = 𝑔(𝑡) 𝕀[ ] (𝑡) 𝑑𝑡 = 
𝑒0! 3! − 𝑒1! 2! + 𝑒2! 1! − 13! 0!  

n
t (t) =

∫ t
0 g(t)[ng−1]

0
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𝑛 = 3 → 𝕀[ ] (𝑡) = 𝑔(𝑡) 𝑔(𝑡) 𝑔(𝑡) 𝑑𝑡𝑑𝑡𝑑𝑡 = sin (𝑡)3!  𝑛 = 4 → 𝕀[ ] (𝑡) = 𝑔(𝑡) 𝑔(𝑡) 𝑔(𝑡) 𝑔(𝑡) 𝑑𝑡𝑑𝑡𝑑𝑡𝑑𝑡 = sin (𝑡)4!  ⋮  ⋮  ⋮ 𝑛 → 𝕀[ ] (𝑡) = 𝑔(𝑡) 𝑔(𝑡) 𝑔(𝑡) … 𝑑𝑡 𝑑𝑡 𝑑𝑡 = sin (𝑡)𝑛!  

𝒈(𝒕) = 𝐬𝐢𝐧(𝒕): 𝑛 = 1 → 𝕀[ ] (𝑡) = 𝑔(𝑡) 𝑑𝑡 = − cos(𝑡)0! 1! + 11! 0!  𝑛 = 2 → 𝕀[ ] (𝑡) = 𝑔(𝑡) 𝕀[ ] (𝑡) 𝑑𝑡 = 
cos (𝑡)0! 2! − cos(𝑡)1! 1! + 12! 0!  

𝑛 = 3 → 𝕀[ ] (𝑡) = 𝑔(𝑡) 𝕀[ ] (𝑡) 𝑑𝑡 = 
− cos (𝑡)0! 3! + cos (𝑡)1! 2! − cos(𝑡)2! 1!+ 13! 0!  

𝑛 = 4 → 𝕀[ ] (𝑡) = 𝑔(𝑡) 𝕀[ ] (𝑡)𝑑𝑡 = 

cos (𝑡)0! 4! − cos (𝑡)1! 3! + cos (𝑡)2! 2!− cos(𝑡)3! 1! + 14! 0!  ⋮  ⋮  ⋮ 𝑛 → 
𝕀[ ] (𝑡)= 𝑔(𝑡) 𝕀[ ] ( )(𝑡)𝑑𝑡 

= 
1.(Diag[𝔸 ⊗ Ref𝔸]) ⋅ 𝕴 ⋅ 𝐂𝐎𝐒 

𝒈(𝒕) = 𝐬𝐢𝐧𝐡(𝒕): 𝑛 = 1 → 𝕀[ ] (𝑡) = 𝑔(𝑡) 𝑑𝑡 = 
cosh(𝑡)0! 1! − 11! 0!  𝑛 = 2 → 𝕀[ ] (𝑡) = 𝑔(𝑡) 𝕀[ ] (𝑡) 𝑑𝑡 = 

cosh (𝑡)0! 2! − cosh(𝑡)1! 1! + 12! 0!  𝑛 = 3 → 𝕀[ ] (𝑡) = 𝑔(𝑡) 𝕀[ ] (𝑡) 𝑑𝑡 = 
cosh (𝑡)0! 3! − cosh (𝑡)1! 2! + cosh(𝑡)2! 1! − 13! 0!  

𝑛 = 4 → 𝕀[ ] (𝑡) = 𝑔(𝑡) 𝕀[ ] (𝑡)𝑑𝑡 = 

cosh (𝑡)0! 4! − cosh (𝑡)1! 3! + cosh (𝑡)2! 2!− cosh(𝑡)3! 1! + 14! 0!  ⋮  ⋮  ⋮ 𝑛 → 
𝕀[ ] (𝑡)= 𝑔(𝑡) 𝕀[ ] ( )(𝑡)𝑑𝑡 

= 
1.(Diag[𝔸 ⊗ Ref𝔸]) ⋅ 𝕴 ⋅ 𝐂𝐎𝐒𝐇 

𝒈(𝒕) = 𝒆𝒕: 𝑛 = 1 → 𝕀[ ] (𝑡) = 𝑔(𝑡) 𝑑𝑡 = 
𝑒0! 1! − 11! 0!  𝑛 = 2 → 𝕀[ ] (𝑡) = 𝑔(𝑡) 𝕀[ ] (𝑡) 𝑑𝑡 = 

𝑒0! 2! − 𝑒1! 1! + 12! 0!  𝑛 = 3 → 𝕀[ ] (𝑡) = 𝑔(𝑡) 𝕀[ ] (𝑡) 𝑑𝑡 = 
𝑒0! 3! − 𝑒1! 2! + 𝑒2! 1! − 13! 0!  

(n−1)
t (t)dt =

(
1.

(Diag[
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cosh(𝑡) sinh (𝑡)𝑛!  cos(𝑡) sin (𝑡)𝑛!  sin(𝑡) 
1.(Diag[𝔸 ⊗ Ref𝔸]) ( , ) ∙ (𝕴)( , ) ∙ 𝐂𝐎𝐒( , ) sinh(𝑡) 

1.(Diag[𝔸 ⊗ Ref𝔸]) ( , ) ∙ (𝕴)( , ) ∙ 𝐂𝐎𝐒𝐇( , ) 𝑒  
1.(Diag[𝔸 ⊗ Ref𝔸]) ( , ) ∙ (𝕴)( , ) ∙ 𝐄𝐗𝐏( , ) 

With 

𝕴 =
⎝⎜
⎜⎛

+1 0 0 0 0 00 −1 0 0 0 00 0 ⋱ 0 0 00 0 0 𝑎 0 00 0 0 0 ⋱ 00 0 0 0 0 (−1) ⎠⎟
⎟⎞

( , )
,  (53)

𝐂𝐎𝐒 =
⎝⎜⎜
⎛ 1cos 𝑡cos 𝑡⋮cos( ) 𝑡cos 𝑡 ⎠⎟⎟

⎞ , 𝐂𝐎𝐒𝐇 =
⎝⎜
⎜⎛

cosh 𝑡cosh( ) 𝑡cosh( ) 𝑡⋮cosh 𝑡1 ⎠⎟
⎟⎞ , 𝐄𝐗𝐏 =

⎝⎜
⎜⎛

𝑒 ∙𝑒( )∙𝑒( )∙⋮𝑒1 ⎠⎟
⎟⎞ , (54)

𝔸 =
⎝⎜
⎜⎜⎛

𝑛!(𝑛 − 1)!(𝑛 − 2)!⋮2!1!0! ⎠⎟
⎟⎟⎞ , Ref𝔸 =

⎝⎜
⎜⎜⎛

0!1!2!⋮(𝑛 − 2)!(𝑛 − 1)!𝑛! ⎠⎟
⎟⎟⎞ , (55)

𝔸 ⊗ Ref𝔸 = 𝔸(Ref𝔸) =
= ⎝⎜

⎛ 𝑛! 0! 𝑛! 1! 𝑛! 2! ⋯ 𝑛! (𝑛 − 1)! 𝑛! 𝑛!(𝑛 − 1)! 0! (𝑛 − 1)! 1! (𝑛 − 1)! 2! ⋯ (𝑛 − 1)! (𝑛 − 1)! (𝑛 − 1)! 𝑛!⋮ ⋮ ⋮ ⋮ ⋮ ⋮1! 0! 1! 1! 1! 2! ⋯ 1! (𝑛 − 1)! 1! 𝑛!0! 0! 0! 1! 0! 2! ⋯ 0! (𝑛 − 1)! 0! 𝑛! ⎠⎟
⎞, (56)

1.(Diag[𝔸 ⊗ Ref𝔸])= 1𝑛! 0! 1(𝑛 − 1)! 1! 1(𝑛 − 2)! 2! ⋯ 12! (𝑛 − 2)! 11! (𝑛 − 1)! 10! 𝑛! , (57)

where; 1. denotes that the operation/is referred component per component, as shown 
above. See Appendix C for detailed calculations of 𝕀[ ] (𝑡). 

The assumption of taking such expressions for the diffusion coefficient is based on 
the fact that, even in the hypothesis that the scalar function 𝐾(𝑡) is linked to other func-
tional relations, it is, however, possible to derive an approximation of 𝐾(𝑡) as a linear 
combination of these basic functions. The possibility of superimposing the results is a fun-
damental characteristic of having innovatively applied the ADM to SFRADE-T equations, 
thus allowing for the consideration of any advective–diffusive parameter, as well as cor-
respondingly giving generality to the obtained results. 

⊗Ref
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above. See Appendix C for detailed calculations of 𝕀[ ] (𝑡). 

The assumption of taking such expressions for the diffusion coefficient is based on 
the fact that, even in the hypothesis that the scalar function 𝐾(𝑡) is linked to other func-
tional relations, it is, however, possible to derive an approximation of 𝐾(𝑡) as a linear 
combination of these basic functions. The possibility of superimposing the results is a fun-
damental characteristic of having innovatively applied the ADM to SFRADE-T equations, 
thus allowing for the consideration of any advective–diffusive parameter, as well as cor-
respondingly giving generality to the obtained results. 

])
T

)
·
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g(t) = et :

n = 1 → [g]
0
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𝑛 = 3 → 𝕀[ ] (𝑡) = 𝑔(𝑡) 𝑔(𝑡) 𝑔(𝑡) 𝑑𝑡𝑑𝑡𝑑𝑡 = sin (𝑡)3!  𝑛 = 4 → 𝕀[ ] (𝑡) = 𝑔(𝑡) 𝑔(𝑡) 𝑔(𝑡) 𝑔(𝑡) 𝑑𝑡𝑑𝑡𝑑𝑡𝑑𝑡 = sin (𝑡)4!  ⋮  ⋮  ⋮ 𝑛 → 𝕀[ ] (𝑡) = 𝑔(𝑡) 𝑔(𝑡) 𝑔(𝑡) … 𝑑𝑡 𝑑𝑡 𝑑𝑡 = sin (𝑡)𝑛!  

𝒈(𝒕) = 𝐬𝐢𝐧(𝒕): 𝑛 = 1 → 𝕀[ ] (𝑡) = 𝑔(𝑡) 𝑑𝑡 = − cos(𝑡)0! 1! + 11! 0!  𝑛 = 2 → 𝕀[ ] (𝑡) = 𝑔(𝑡) 𝕀[ ] (𝑡) 𝑑𝑡 = 
cos (𝑡)0! 2! − cos(𝑡)1! 1! + 12! 0!  

𝑛 = 3 → 𝕀[ ] (𝑡) = 𝑔(𝑡) 𝕀[ ] (𝑡) 𝑑𝑡 = 
− cos (𝑡)0! 3! + cos (𝑡)1! 2! − cos(𝑡)2! 1!+ 13! 0!  

𝑛 = 4 → 𝕀[ ] (𝑡) = 𝑔(𝑡) 𝕀[ ] (𝑡)𝑑𝑡 = 

cos (𝑡)0! 4! − cos (𝑡)1! 3! + cos (𝑡)2! 2!− cos(𝑡)3! 1! + 14! 0!  ⋮  ⋮  ⋮ 𝑛 → 
𝕀[ ] (𝑡)= 𝑔(𝑡) 𝕀[ ] ( )(𝑡)𝑑𝑡 

= 
1.(Diag[𝔸 ⊗ Ref𝔸]) ⋅ 𝕴 ⋅ 𝐂𝐎𝐒 

𝒈(𝒕) = 𝐬𝐢𝐧𝐡(𝒕): 𝑛 = 1 → 𝕀[ ] (𝑡) = 𝑔(𝑡) 𝑑𝑡 = 
cosh(𝑡)0! 1! − 11! 0!  𝑛 = 2 → 𝕀[ ] (𝑡) = 𝑔(𝑡) 𝕀[ ] (𝑡) 𝑑𝑡 = 

cosh (𝑡)0! 2! − cosh(𝑡)1! 1! + 12! 0!  𝑛 = 3 → 𝕀[ ] (𝑡) = 𝑔(𝑡) 𝕀[ ] (𝑡) 𝑑𝑡 = 
cosh (𝑡)0! 3! − cosh (𝑡)1! 2! + cosh(𝑡)2! 1! − 13! 0!  

𝑛 = 4 → 𝕀[ ] (𝑡) = 𝑔(𝑡) 𝕀[ ] (𝑡)𝑑𝑡 = 

cosh (𝑡)0! 4! − cosh (𝑡)1! 3! + cosh (𝑡)2! 2!− cosh(𝑡)3! 1! + 14! 0!  ⋮  ⋮  ⋮ 𝑛 → 
𝕀[ ] (𝑡)= 𝑔(𝑡) 𝕀[ ] ( )(𝑡)𝑑𝑡 

= 
1.(Diag[𝔸 ⊗ Ref𝔸]) ⋅ 𝕴 ⋅ 𝐂𝐎𝐒𝐇 

𝒈(𝒕) = 𝒆𝒕: 𝑛 = 1 → 𝕀[ ] (𝑡) = 𝑔(𝑡) 𝑑𝑡 = 
𝑒0! 1! − 11! 0!  𝑛 = 2 → 𝕀[ ] (𝑡) = 𝑔(𝑡) 𝕀[ ] (𝑡) 𝑑𝑡 = 

𝑒0! 2! − 𝑒1! 1! + 12! 0!  𝑛 = 3 → 𝕀[ ] (𝑡) = 𝑔(𝑡) 𝕀[ ] (𝑡) 𝑑𝑡 = 
𝑒0! 3! − 𝑒1! 2! + 𝑒2! 1! − 13! 0!  

1
t (t) =

∫ t
0 g(t)dt =

(
et

0!1! −
1

1!0!

)
n = 2 → [2g]

0
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𝒈(𝒕) = 𝐬𝐢𝐧(𝒕): 𝑛 = 1 → 𝕀[ ] (𝑡) = 𝑔(𝑡) 𝑑𝑡 = − cos(𝑡)0! 1! + 11! 0!  𝑛 = 2 → 𝕀[ ] (𝑡) = 𝑔(𝑡) 𝕀[ ] (𝑡) 𝑑𝑡 = 
cos (𝑡)0! 2! − cos(𝑡)1! 1! + 12! 0!  

𝑛 = 3 → 𝕀[ ] (𝑡) = 𝑔(𝑡) 𝕀[ ] (𝑡) 𝑑𝑡 = 
− cos (𝑡)0! 3! + cos (𝑡)1! 2! − cos(𝑡)2! 1!+ 13! 0!  

𝑛 = 4 → 𝕀[ ] (𝑡) = 𝑔(𝑡) 𝕀[ ] (𝑡)𝑑𝑡 = 

cos (𝑡)0! 4! − cos (𝑡)1! 3! + cos (𝑡)2! 2!− cos(𝑡)3! 1! + 14! 0!  ⋮  ⋮  ⋮ 𝑛 → 
𝕀[ ] (𝑡)= 𝑔(𝑡) 𝕀[ ] ( )(𝑡)𝑑𝑡 

= 
1.(Diag[𝔸 ⊗ Ref𝔸]) ⋅ 𝕴 ⋅ 𝐂𝐎𝐒 

𝒈(𝒕) = 𝐬𝐢𝐧𝐡(𝒕): 𝑛 = 1 → 𝕀[ ] (𝑡) = 𝑔(𝑡) 𝑑𝑡 = 
cosh(𝑡)0! 1! − 11! 0!  𝑛 = 2 → 𝕀[ ] (𝑡) = 𝑔(𝑡) 𝕀[ ] (𝑡) 𝑑𝑡 = 

cosh (𝑡)0! 2! − cosh(𝑡)1! 1! + 12! 0!  𝑛 = 3 → 𝕀[ ] (𝑡) = 𝑔(𝑡) 𝕀[ ] (𝑡) 𝑑𝑡 = 
cosh (𝑡)0! 3! − cosh (𝑡)1! 2! + cosh(𝑡)2! 1! − 13! 0!  

𝑛 = 4 → 𝕀[ ] (𝑡) = 𝑔(𝑡) 𝕀[ ] (𝑡)𝑑𝑡 = 

cosh (𝑡)0! 4! − cosh (𝑡)1! 3! + cosh (𝑡)2! 2!− cosh(𝑡)3! 1! + 14! 0!  ⋮  ⋮  ⋮ 𝑛 → 
𝕀[ ] (𝑡)= 𝑔(𝑡) 𝕀[ ] ( )(𝑡)𝑑𝑡 

= 
1.(Diag[𝔸 ⊗ Ref𝔸]) ⋅ 𝕴 ⋅ 𝐂𝐎𝐒𝐇 

𝒈(𝒕) = 𝒆𝒕: 𝑛 = 1 → 𝕀[ ] (𝑡) = 𝑔(𝑡) 𝑑𝑡 = 
𝑒0! 1! − 11! 0!  𝑛 = 2 → 𝕀[ ] (𝑡) = 𝑔(𝑡) 𝕀[ ] (𝑡) 𝑑𝑡 = 

𝑒0! 2! − 𝑒1! 1! + 12! 0!  𝑛 = 3 → 𝕀[ ] (𝑡) = 𝑔(𝑡) 𝕀[ ] (𝑡) 𝑑𝑡 = 
𝑒0! 3! − 𝑒1! 2! + 𝑒2! 1! − 13! 0!  

2
t (t) =

∫ t
0 g(t)[g]0
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𝑛 = 3 → 𝕀[ ] (𝑡) = 𝑔(𝑡) 𝑔(𝑡) 𝑔(𝑡) 𝑑𝑡𝑑𝑡𝑑𝑡 = sin (𝑡)3!  𝑛 = 4 → 𝕀[ ] (𝑡) = 𝑔(𝑡) 𝑔(𝑡) 𝑔(𝑡) 𝑔(𝑡) 𝑑𝑡𝑑𝑡𝑑𝑡𝑑𝑡 = sin (𝑡)4!  ⋮  ⋮  ⋮ 𝑛 → 𝕀[ ] (𝑡) = 𝑔(𝑡) 𝑔(𝑡) 𝑔(𝑡) … 𝑑𝑡 𝑑𝑡 𝑑𝑡 = sin (𝑡)𝑛!  

𝒈(𝒕) = 𝐬𝐢𝐧(𝒕): 𝑛 = 1 → 𝕀[ ] (𝑡) = 𝑔(𝑡) 𝑑𝑡 = − cos(𝑡)0! 1! + 11! 0!  𝑛 = 2 → 𝕀[ ] (𝑡) = 𝑔(𝑡) 𝕀[ ] (𝑡) 𝑑𝑡 = 
cos (𝑡)0! 2! − cos(𝑡)1! 1! + 12! 0!  

𝑛 = 3 → 𝕀[ ] (𝑡) = 𝑔(𝑡) 𝕀[ ] (𝑡) 𝑑𝑡 = 
− cos (𝑡)0! 3! + cos (𝑡)1! 2! − cos(𝑡)2! 1!+ 13! 0!  

𝑛 = 4 → 𝕀[ ] (𝑡) = 𝑔(𝑡) 𝕀[ ] (𝑡)𝑑𝑡 = 

cos (𝑡)0! 4! − cos (𝑡)1! 3! + cos (𝑡)2! 2!− cos(𝑡)3! 1! + 14! 0!  ⋮  ⋮  ⋮ 𝑛 → 
𝕀[ ] (𝑡)= 𝑔(𝑡) 𝕀[ ] ( )(𝑡)𝑑𝑡 

= 
1.(Diag[𝔸 ⊗ Ref𝔸]) ⋅ 𝕴 ⋅ 𝐂𝐎𝐒 

𝒈(𝒕) = 𝐬𝐢𝐧𝐡(𝒕): 𝑛 = 1 → 𝕀[ ] (𝑡) = 𝑔(𝑡) 𝑑𝑡 = 
cosh(𝑡)0! 1! − 11! 0!  𝑛 = 2 → 𝕀[ ] (𝑡) = 𝑔(𝑡) 𝕀[ ] (𝑡) 𝑑𝑡 = 

cosh (𝑡)0! 2! − cosh(𝑡)1! 1! + 12! 0!  𝑛 = 3 → 𝕀[ ] (𝑡) = 𝑔(𝑡) 𝕀[ ] (𝑡) 𝑑𝑡 = 
cosh (𝑡)0! 3! − cosh (𝑡)1! 2! + cosh(𝑡)2! 1! − 13! 0!  

𝑛 = 4 → 𝕀[ ] (𝑡) = 𝑔(𝑡) 𝕀[ ] (𝑡)𝑑𝑡 = 

cosh (𝑡)0! 4! − cosh (𝑡)1! 3! + cosh (𝑡)2! 2!− cosh(𝑡)3! 1! + 14! 0!  ⋮  ⋮  ⋮ 𝑛 → 
𝕀[ ] (𝑡)= 𝑔(𝑡) 𝕀[ ] ( )(𝑡)𝑑𝑡 

= 
1.(Diag[𝔸 ⊗ Ref𝔸]) ⋅ 𝕴 ⋅ 𝐂𝐎𝐒𝐇 

𝒈(𝒕) = 𝒆𝒕: 𝑛 = 1 → 𝕀[ ] (𝑡) = 𝑔(𝑡) 𝑑𝑡 = 
𝑒0! 1! − 11! 0!  𝑛 = 2 → 𝕀[ ] (𝑡) = 𝑔(𝑡) 𝕀[ ] (𝑡) 𝑑𝑡 = 

𝑒0! 2! − 𝑒1! 1! + 12! 0!  𝑛 = 3 → 𝕀[ ] (𝑡) = 𝑔(𝑡) 𝕀[ ] (𝑡) 𝑑𝑡 = 
𝑒0! 3! − 𝑒1! 2! + 𝑒2! 1! − 13! 0!  

1
t (t)dt =

(
e2t

0!2! −
et

1!1! +
1

2!0!

)
n = 3 → [3g]

0
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𝑛 = 3 → 𝕀[ ] (𝑡) = 𝑔(𝑡) 𝑔(𝑡) 𝑔(𝑡) 𝑑𝑡𝑑𝑡𝑑𝑡 = sin (𝑡)3!  𝑛 = 4 → 𝕀[ ] (𝑡) = 𝑔(𝑡) 𝑔(𝑡) 𝑔(𝑡) 𝑔(𝑡) 𝑑𝑡𝑑𝑡𝑑𝑡𝑑𝑡 = sin (𝑡)4!  ⋮  ⋮  ⋮ 𝑛 → 𝕀[ ] (𝑡) = 𝑔(𝑡) 𝑔(𝑡) 𝑔(𝑡) … 𝑑𝑡 𝑑𝑡 𝑑𝑡 = sin (𝑡)𝑛!  

𝒈(𝒕) = 𝐬𝐢𝐧(𝒕): 𝑛 = 1 → 𝕀[ ] (𝑡) = 𝑔(𝑡) 𝑑𝑡 = − cos(𝑡)0! 1! + 11! 0!  𝑛 = 2 → 𝕀[ ] (𝑡) = 𝑔(𝑡) 𝕀[ ] (𝑡) 𝑑𝑡 = 
cos (𝑡)0! 2! − cos(𝑡)1! 1! + 12! 0!  

𝑛 = 3 → 𝕀[ ] (𝑡) = 𝑔(𝑡) 𝕀[ ] (𝑡) 𝑑𝑡 = 
− cos (𝑡)0! 3! + cos (𝑡)1! 2! − cos(𝑡)2! 1!+ 13! 0!  

𝑛 = 4 → 𝕀[ ] (𝑡) = 𝑔(𝑡) 𝕀[ ] (𝑡)𝑑𝑡 = 

cos (𝑡)0! 4! − cos (𝑡)1! 3! + cos (𝑡)2! 2!− cos(𝑡)3! 1! + 14! 0!  ⋮  ⋮  ⋮ 𝑛 → 
𝕀[ ] (𝑡)= 𝑔(𝑡) 𝕀[ ] ( )(𝑡)𝑑𝑡 

= 
1.(Diag[𝔸 ⊗ Ref𝔸]) ⋅ 𝕴 ⋅ 𝐂𝐎𝐒 

𝒈(𝒕) = 𝐬𝐢𝐧𝐡(𝒕): 𝑛 = 1 → 𝕀[ ] (𝑡) = 𝑔(𝑡) 𝑑𝑡 = 
cosh(𝑡)0! 1! − 11! 0!  𝑛 = 2 → 𝕀[ ] (𝑡) = 𝑔(𝑡) 𝕀[ ] (𝑡) 𝑑𝑡 = 

cosh (𝑡)0! 2! − cosh(𝑡)1! 1! + 12! 0!  𝑛 = 3 → 𝕀[ ] (𝑡) = 𝑔(𝑡) 𝕀[ ] (𝑡) 𝑑𝑡 = 
cosh (𝑡)0! 3! − cosh (𝑡)1! 2! + cosh(𝑡)2! 1! − 13! 0!  

𝑛 = 4 → 𝕀[ ] (𝑡) = 𝑔(𝑡) 𝕀[ ] (𝑡)𝑑𝑡 = 

cosh (𝑡)0! 4! − cosh (𝑡)1! 3! + cosh (𝑡)2! 2!− cosh(𝑡)3! 1! + 14! 0!  ⋮  ⋮  ⋮ 𝑛 → 
𝕀[ ] (𝑡)= 𝑔(𝑡) 𝕀[ ] ( )(𝑡)𝑑𝑡 

= 
1.(Diag[𝔸 ⊗ Ref𝔸]) ⋅ 𝕴 ⋅ 𝐂𝐎𝐒𝐇 

𝒈(𝒕) = 𝒆𝒕: 𝑛 = 1 → 𝕀[ ] (𝑡) = 𝑔(𝑡) 𝑑𝑡 = 
𝑒0! 1! − 11! 0!  𝑛 = 2 → 𝕀[ ] (𝑡) = 𝑔(𝑡) 𝕀[ ] (𝑡) 𝑑𝑡 = 

𝑒0! 2! − 𝑒1! 1! + 12! 0!  𝑛 = 3 → 𝕀[ ] (𝑡) = 𝑔(𝑡) 𝕀[ ] (𝑡) 𝑑𝑡 = 
𝑒0! 3! − 𝑒1! 2! + 𝑒2! 1! − 13! 0!  

3
t (t) =

∫ t
0 g(t)[2g]

0

Mathematics 2023, 11, x FOR PEER REVIEW 25 of 28 
 

 

𝑛 = 3 → 𝕀[ ] (𝑡) = 𝑔(𝑡) 𝑔(𝑡) 𝑔(𝑡) 𝑑𝑡𝑑𝑡𝑑𝑡 = sin (𝑡)3!  𝑛 = 4 → 𝕀[ ] (𝑡) = 𝑔(𝑡) 𝑔(𝑡) 𝑔(𝑡) 𝑔(𝑡) 𝑑𝑡𝑑𝑡𝑑𝑡𝑑𝑡 = sin (𝑡)4!  ⋮  ⋮  ⋮ 𝑛 → 𝕀[ ] (𝑡) = 𝑔(𝑡) 𝑔(𝑡) 𝑔(𝑡) … 𝑑𝑡 𝑑𝑡 𝑑𝑡 = sin (𝑡)𝑛!  

𝒈(𝒕) = 𝐬𝐢𝐧(𝒕): 𝑛 = 1 → 𝕀[ ] (𝑡) = 𝑔(𝑡) 𝑑𝑡 = − cos(𝑡)0! 1! + 11! 0!  𝑛 = 2 → 𝕀[ ] (𝑡) = 𝑔(𝑡) 𝕀[ ] (𝑡) 𝑑𝑡 = 
cos (𝑡)0! 2! − cos(𝑡)1! 1! + 12! 0!  

𝑛 = 3 → 𝕀[ ] (𝑡) = 𝑔(𝑡) 𝕀[ ] (𝑡) 𝑑𝑡 = 
− cos (𝑡)0! 3! + cos (𝑡)1! 2! − cos(𝑡)2! 1!+ 13! 0!  

𝑛 = 4 → 𝕀[ ] (𝑡) = 𝑔(𝑡) 𝕀[ ] (𝑡)𝑑𝑡 = 

cos (𝑡)0! 4! − cos (𝑡)1! 3! + cos (𝑡)2! 2!− cos(𝑡)3! 1! + 14! 0!  ⋮  ⋮  ⋮ 𝑛 → 
𝕀[ ] (𝑡)= 𝑔(𝑡) 𝕀[ ] ( )(𝑡)𝑑𝑡 

= 
1.(Diag[𝔸 ⊗ Ref𝔸]) ⋅ 𝕴 ⋅ 𝐂𝐎𝐒 

𝒈(𝒕) = 𝐬𝐢𝐧𝐡(𝒕): 𝑛 = 1 → 𝕀[ ] (𝑡) = 𝑔(𝑡) 𝑑𝑡 = 
cosh(𝑡)0! 1! − 11! 0!  𝑛 = 2 → 𝕀[ ] (𝑡) = 𝑔(𝑡) 𝕀[ ] (𝑡) 𝑑𝑡 = 

cosh (𝑡)0! 2! − cosh(𝑡)1! 1! + 12! 0!  𝑛 = 3 → 𝕀[ ] (𝑡) = 𝑔(𝑡) 𝕀[ ] (𝑡) 𝑑𝑡 = 
cosh (𝑡)0! 3! − cosh (𝑡)1! 2! + cosh(𝑡)2! 1! − 13! 0!  

𝑛 = 4 → 𝕀[ ] (𝑡) = 𝑔(𝑡) 𝕀[ ] (𝑡)𝑑𝑡 = 

cosh (𝑡)0! 4! − cosh (𝑡)1! 3! + cosh (𝑡)2! 2!− cosh(𝑡)3! 1! + 14! 0!  ⋮  ⋮  ⋮ 𝑛 → 
𝕀[ ] (𝑡)= 𝑔(𝑡) 𝕀[ ] ( )(𝑡)𝑑𝑡 

= 
1.(Diag[𝔸 ⊗ Ref𝔸]) ⋅ 𝕴 ⋅ 𝐂𝐎𝐒𝐇 

𝒈(𝒕) = 𝒆𝒕: 𝑛 = 1 → 𝕀[ ] (𝑡) = 𝑔(𝑡) 𝑑𝑡 = 
𝑒0! 1! − 11! 0!  𝑛 = 2 → 𝕀[ ] (𝑡) = 𝑔(𝑡) 𝕀[ ] (𝑡) 𝑑𝑡 = 

𝑒0! 2! − 𝑒1! 1! + 12! 0!  𝑛 = 3 → 𝕀[ ] (𝑡) = 𝑔(𝑡) 𝕀[ ] (𝑡) 𝑑𝑡 = 
𝑒0! 3! − 𝑒1! 2! + 𝑒2! 1! − 13! 0!  

2
t (t)dt =

(
e3t

0!3! −
e2t

1!2! +
et

2!1! −
1

3!0!

)
n = 4 → [4g]

0
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𝑛 = 3 → 𝕀[ ] (𝑡) = 𝑔(𝑡) 𝑔(𝑡) 𝑔(𝑡) 𝑑𝑡𝑑𝑡𝑑𝑡 = sin (𝑡)3!  𝑛 = 4 → 𝕀[ ] (𝑡) = 𝑔(𝑡) 𝑔(𝑡) 𝑔(𝑡) 𝑔(𝑡) 𝑑𝑡𝑑𝑡𝑑𝑡𝑑𝑡 = sin (𝑡)4!  ⋮  ⋮  ⋮ 𝑛 → 𝕀[ ] (𝑡) = 𝑔(𝑡) 𝑔(𝑡) 𝑔(𝑡) … 𝑑𝑡 𝑑𝑡 𝑑𝑡 = sin (𝑡)𝑛!  

𝒈(𝒕) = 𝐬𝐢𝐧(𝒕): 𝑛 = 1 → 𝕀[ ] (𝑡) = 𝑔(𝑡) 𝑑𝑡 = − cos(𝑡)0! 1! + 11! 0!  𝑛 = 2 → 𝕀[ ] (𝑡) = 𝑔(𝑡) 𝕀[ ] (𝑡) 𝑑𝑡 = 
cos (𝑡)0! 2! − cos(𝑡)1! 1! + 12! 0!  

𝑛 = 3 → 𝕀[ ] (𝑡) = 𝑔(𝑡) 𝕀[ ] (𝑡) 𝑑𝑡 = 
− cos (𝑡)0! 3! + cos (𝑡)1! 2! − cos(𝑡)2! 1!+ 13! 0!  

𝑛 = 4 → 𝕀[ ] (𝑡) = 𝑔(𝑡) 𝕀[ ] (𝑡)𝑑𝑡 = 

cos (𝑡)0! 4! − cos (𝑡)1! 3! + cos (𝑡)2! 2!− cos(𝑡)3! 1! + 14! 0!  ⋮  ⋮  ⋮ 𝑛 → 
𝕀[ ] (𝑡)= 𝑔(𝑡) 𝕀[ ] ( )(𝑡)𝑑𝑡 

= 
1.(Diag[𝔸 ⊗ Ref𝔸]) ⋅ 𝕴 ⋅ 𝐂𝐎𝐒 

𝒈(𝒕) = 𝐬𝐢𝐧𝐡(𝒕): 𝑛 = 1 → 𝕀[ ] (𝑡) = 𝑔(𝑡) 𝑑𝑡 = 
cosh(𝑡)0! 1! − 11! 0!  𝑛 = 2 → 𝕀[ ] (𝑡) = 𝑔(𝑡) 𝕀[ ] (𝑡) 𝑑𝑡 = 

cosh (𝑡)0! 2! − cosh(𝑡)1! 1! + 12! 0!  𝑛 = 3 → 𝕀[ ] (𝑡) = 𝑔(𝑡) 𝕀[ ] (𝑡) 𝑑𝑡 = 
cosh (𝑡)0! 3! − cosh (𝑡)1! 2! + cosh(𝑡)2! 1! − 13! 0!  

𝑛 = 4 → 𝕀[ ] (𝑡) = 𝑔(𝑡) 𝕀[ ] (𝑡)𝑑𝑡 = 

cosh (𝑡)0! 4! − cosh (𝑡)1! 3! + cosh (𝑡)2! 2!− cosh(𝑡)3! 1! + 14! 0!  ⋮  ⋮  ⋮ 𝑛 → 
𝕀[ ] (𝑡)= 𝑔(𝑡) 𝕀[ ] ( )(𝑡)𝑑𝑡 

= 
1.(Diag[𝔸 ⊗ Ref𝔸]) ⋅ 𝕴 ⋅ 𝐂𝐎𝐒𝐇 

𝒈(𝒕) = 𝒆𝒕: 𝑛 = 1 → 𝕀[ ] (𝑡) = 𝑔(𝑡) 𝑑𝑡 = 
𝑒0! 1! − 11! 0!  𝑛 = 2 → 𝕀[ ] (𝑡) = 𝑔(𝑡) 𝕀[ ] (𝑡) 𝑑𝑡 = 

𝑒0! 2! − 𝑒1! 1! + 12! 0!  𝑛 = 3 → 𝕀[ ] (𝑡) = 𝑔(𝑡) 𝕀[ ] (𝑡) 𝑑𝑡 = 
𝑒0! 3! − 𝑒1! 2! + 𝑒2! 1! − 13! 0!  

4
t (t) =

∫ t
0 g(t)[3g]

0
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𝑛 = 3 → 𝕀[ ] (𝑡) = 𝑔(𝑡) 𝑔(𝑡) 𝑔(𝑡) 𝑑𝑡𝑑𝑡𝑑𝑡 = sin (𝑡)3!  𝑛 = 4 → 𝕀[ ] (𝑡) = 𝑔(𝑡) 𝑔(𝑡) 𝑔(𝑡) 𝑔(𝑡) 𝑑𝑡𝑑𝑡𝑑𝑡𝑑𝑡 = sin (𝑡)4!  ⋮  ⋮  ⋮ 𝑛 → 𝕀[ ] (𝑡) = 𝑔(𝑡) 𝑔(𝑡) 𝑔(𝑡) … 𝑑𝑡 𝑑𝑡 𝑑𝑡 = sin (𝑡)𝑛!  

𝒈(𝒕) = 𝐬𝐢𝐧(𝒕): 𝑛 = 1 → 𝕀[ ] (𝑡) = 𝑔(𝑡) 𝑑𝑡 = − cos(𝑡)0! 1! + 11! 0!  𝑛 = 2 → 𝕀[ ] (𝑡) = 𝑔(𝑡) 𝕀[ ] (𝑡) 𝑑𝑡 = 
cos (𝑡)0! 2! − cos(𝑡)1! 1! + 12! 0!  

𝑛 = 3 → 𝕀[ ] (𝑡) = 𝑔(𝑡) 𝕀[ ] (𝑡) 𝑑𝑡 = 
− cos (𝑡)0! 3! + cos (𝑡)1! 2! − cos(𝑡)2! 1!+ 13! 0!  

𝑛 = 4 → 𝕀[ ] (𝑡) = 𝑔(𝑡) 𝕀[ ] (𝑡)𝑑𝑡 = 

cos (𝑡)0! 4! − cos (𝑡)1! 3! + cos (𝑡)2! 2!− cos(𝑡)3! 1! + 14! 0!  ⋮  ⋮  ⋮ 𝑛 → 
𝕀[ ] (𝑡)= 𝑔(𝑡) 𝕀[ ] ( )(𝑡)𝑑𝑡 

= 
1.(Diag[𝔸 ⊗ Ref𝔸]) ⋅ 𝕴 ⋅ 𝐂𝐎𝐒 

𝒈(𝒕) = 𝐬𝐢𝐧𝐡(𝒕): 𝑛 = 1 → 𝕀[ ] (𝑡) = 𝑔(𝑡) 𝑑𝑡 = 
cosh(𝑡)0! 1! − 11! 0!  𝑛 = 2 → 𝕀[ ] (𝑡) = 𝑔(𝑡) 𝕀[ ] (𝑡) 𝑑𝑡 = 

cosh (𝑡)0! 2! − cosh(𝑡)1! 1! + 12! 0!  𝑛 = 3 → 𝕀[ ] (𝑡) = 𝑔(𝑡) 𝕀[ ] (𝑡) 𝑑𝑡 = 
cosh (𝑡)0! 3! − cosh (𝑡)1! 2! + cosh(𝑡)2! 1! − 13! 0!  

𝑛 = 4 → 𝕀[ ] (𝑡) = 𝑔(𝑡) 𝕀[ ] (𝑡)𝑑𝑡 = 

cosh (𝑡)0! 4! − cosh (𝑡)1! 3! + cosh (𝑡)2! 2!− cosh(𝑡)3! 1! + 14! 0!  ⋮  ⋮  ⋮ 𝑛 → 
𝕀[ ] (𝑡)= 𝑔(𝑡) 𝕀[ ] ( )(𝑡)𝑑𝑡 

= 
1.(Diag[𝔸 ⊗ Ref𝔸]) ⋅ 𝕴 ⋅ 𝐂𝐎𝐒𝐇 

𝒈(𝒕) = 𝒆𝒕: 𝑛 = 1 → 𝕀[ ] (𝑡) = 𝑔(𝑡) 𝑑𝑡 = 
𝑒0! 1! − 11! 0!  𝑛 = 2 → 𝕀[ ] (𝑡) = 𝑔(𝑡) 𝕀[ ] (𝑡) 𝑑𝑡 = 
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3
t (t)dt =

(
e4t

0!4! −
e3t

1!3! +
e2t

2!2! −
et

3!1! +
1

4!0!

)
...

...
...

n → [ng]
0
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t (t) =

∫ t
0 g(t)[ng−1]

0
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(n−1)
t (t)dt =

(
1.

(Diag[
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1.(Diag[𝔸 ⊗ Ref𝔸]) ( , ) ∙ (𝕴)( , ) ∙ 𝐄𝐗𝐏( , ) 

With 

𝕴 =
⎝⎜
⎜⎛

+1 0 0 0 0 00 −1 0 0 0 00 0 ⋱ 0 0 00 0 0 𝑎 0 00 0 0 0 ⋱ 00 0 0 0 0 (−1) ⎠⎟
⎟⎞

( , )
,  (53)

𝐂𝐎𝐒 =
⎝⎜⎜
⎛ 1cos 𝑡cos 𝑡⋮cos( ) 𝑡cos 𝑡 ⎠⎟⎟

⎞ , 𝐂𝐎𝐒𝐇 =
⎝⎜
⎜⎛

cosh 𝑡cosh( ) 𝑡cosh( ) 𝑡⋮cosh 𝑡1 ⎠⎟
⎟⎞ , 𝐄𝐗𝐏 =

⎝⎜
⎜⎛

𝑒 ∙𝑒( )∙𝑒( )∙⋮𝑒1 ⎠⎟
⎟⎞ , (54)

𝔸 =
⎝⎜
⎜⎜⎛

𝑛!(𝑛 − 1)!(𝑛 − 2)!⋮2!1!0! ⎠⎟
⎟⎟⎞ , Ref𝔸 =

⎝⎜
⎜⎜⎛

0!1!2!⋮(𝑛 − 2)!(𝑛 − 1)!𝑛! ⎠⎟
⎟⎟⎞ , (55)

𝔸 ⊗ Ref𝔸 = 𝔸(Ref𝔸) =
= ⎝⎜

⎛ 𝑛! 0! 𝑛! 1! 𝑛! 2! ⋯ 𝑛! (𝑛 − 1)! 𝑛! 𝑛!(𝑛 − 1)! 0! (𝑛 − 1)! 1! (𝑛 − 1)! 2! ⋯ (𝑛 − 1)! (𝑛 − 1)! (𝑛 − 1)! 𝑛!⋮ ⋮ ⋮ ⋮ ⋮ ⋮1! 0! 1! 1! 1! 2! ⋯ 1! (𝑛 − 1)! 1! 𝑛!0! 0! 0! 1! 0! 2! ⋯ 0! (𝑛 − 1)! 0! 𝑛! ⎠⎟
⎞, (56)

1.(Diag[𝔸 ⊗ Ref𝔸])= 1𝑛! 0! 1(𝑛 − 1)! 1! 1(𝑛 − 2)! 2! ⋯ 12! (𝑛 − 2)! 11! (𝑛 − 1)! 10! 𝑛! , (57)

where; 1. denotes that the operation/is referred component per component, as shown 
above. See Appendix C for detailed calculations of 𝕀[ ] (𝑡). 

The assumption of taking such expressions for the diffusion coefficient is based on 
the fact that, even in the hypothesis that the scalar function 𝐾(𝑡) is linked to other func-
tional relations, it is, however, possible to derive an approximation of 𝐾(𝑡) as a linear 
combination of these basic functions. The possibility of superimposing the results is a fun-
damental characteristic of having innovatively applied the ADM to SFRADE-T equations, 
thus allowing for the consideration of any advective–diffusive parameter, as well as cor-
respondingly giving generality to the obtained results. 

⊗Ref
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T

)
·

Mathematics 2023, 11, x FOR PEER REVIEW 12 of 28 
 

 

cosh(𝑡) sinh (𝑡)𝑛!  cos(𝑡) sin (𝑡)𝑛!  sin(𝑡) 
1.(Diag[𝔸 ⊗ Ref𝔸]) ( , ) ∙ (𝕴)( , ) ∙ 𝐂𝐎𝐒( , ) sinh(𝑡) 

1.(Diag[𝔸 ⊗ Ref𝔸]) ( , ) ∙ (𝕴)( , ) ∙ 𝐂𝐎𝐒𝐇( , ) 𝑒  
1.(Diag[𝔸 ⊗ Ref𝔸]) ( , ) ∙ (𝕴)( , ) ∙ 𝐄𝐗𝐏( , ) 

With 

𝕴 =
⎝⎜
⎜⎛

+1 0 0 0 0 00 −1 0 0 0 00 0 ⋱ 0 0 00 0 0 𝑎 0 00 0 0 0 ⋱ 00 0 0 0 0 (−1) ⎠⎟
⎟⎞

( , )
,  (53)

𝐂𝐎𝐒 =
⎝⎜⎜
⎛ 1cos 𝑡cos 𝑡⋮cos( ) 𝑡cos 𝑡 ⎠⎟⎟

⎞ , 𝐂𝐎𝐒𝐇 =
⎝⎜
⎜⎛

cosh 𝑡cosh( ) 𝑡cosh( ) 𝑡⋮cosh 𝑡1 ⎠⎟
⎟⎞ , 𝐄𝐗𝐏 =

⎝⎜
⎜⎛

𝑒 ∙𝑒( )∙𝑒( )∙⋮𝑒1 ⎠⎟
⎟⎞ , (54)

𝔸 =
⎝⎜
⎜⎜⎛

𝑛!(𝑛 − 1)!(𝑛 − 2)!⋮2!1!0! ⎠⎟
⎟⎟⎞ , Ref𝔸 =

⎝⎜
⎜⎜⎛

0!1!2!⋮(𝑛 − 2)!(𝑛 − 1)!𝑛! ⎠⎟
⎟⎟⎞ , (55)

𝔸 ⊗ Ref𝔸 = 𝔸(Ref𝔸) =
= ⎝⎜

⎛ 𝑛! 0! 𝑛! 1! 𝑛! 2! ⋯ 𝑛! (𝑛 − 1)! 𝑛! 𝑛!(𝑛 − 1)! 0! (𝑛 − 1)! 1! (𝑛 − 1)! 2! ⋯ (𝑛 − 1)! (𝑛 − 1)! (𝑛 − 1)! 𝑛!⋮ ⋮ ⋮ ⋮ ⋮ ⋮1! 0! 1! 1! 1! 2! ⋯ 1! (𝑛 − 1)! 1! 𝑛!0! 0! 0! 1! 0! 2! ⋯ 0! (𝑛 − 1)! 0! 𝑛! ⎠⎟
⎞, (56)

1.(Diag[𝔸 ⊗ Ref𝔸])= 1𝑛! 0! 1(𝑛 − 1)! 1! 1(𝑛 − 2)! 2! ⋯ 12! (𝑛 − 2)! 11! (𝑛 − 1)! 10! 𝑛! , (57)

where; 1. denotes that the operation/is referred component per component, as shown 
above. See Appendix C for detailed calculations of 𝕀[ ] (𝑡). 

The assumption of taking such expressions for the diffusion coefficient is based on 
the fact that, even in the hypothesis that the scalar function 𝐾(𝑡) is linked to other func-
tional relations, it is, however, possible to derive an approximation of 𝐾(𝑡) as a linear 
combination of these basic functions. The possibility of superimposing the results is a fun-
damental characteristic of having innovatively applied the ADM to SFRADE-T equations, 
thus allowing for the consideration of any advective–diffusive parameter, as well as cor-
respondingly giving generality to the obtained results. 

· EXP

References
1. Salomoni, V.A.; De Marchi, N. A fractional approach to fluid flow and solute transport within deformable saturated porous

media. Int. J. Comput. Mater. Sci. Eng. 2022, 11, 2250003. [CrossRef]
2. Goldsztein, G.H. Solute transport in porous media. Media with capillaries as voids. SIAM J. Appl. Math. 2008, 68, 1203–1222.

[CrossRef]
3. Zhang, H.; Jeng, D.S.; Barry, D.A.; Seymour, B.R.; Li, L. Solute transport in nearly saturated porous media under landfill clay

liners: A finite deformation approach. J. Hydrol. 2013, 479, 189–199. [CrossRef]
4. Zou, L.; Jing, L.; Cvetkovic, V. Modeling of solute transport in a 3D rough-walled fracture–matrix system. Transp. Porous Media

2017, 116, 1005–1029. [CrossRef]
5. Tate, M.K.; Knothe, U. An ex vivo model to study transport processes and fluid flow in loaded bone. J. Biomech. 2000, 33, 247–254.

[CrossRef] [PubMed]
6. Wang, L. Solute transport in the bone lacunar-canalicular system (LCS). Curr. Osteoporos. Rep. 2018, 16, 32–41. [CrossRef]
7. Majorana, C.; Salomoni, V. Parametric analyses of diffusion of activated sources in disposal forms. J. Hazard. Mater. 2004, 113,

45–56. [CrossRef]
8. Biot, M.A. General theory of three-dimensional consolidation. J. Appl. Phys. 1941, 12, 155–164. [CrossRef]
9. Biot, M.A. General solutions of the equations of elasticity and consolidation for a porous material. J. Appl. Mech. 1956, 23, 91–96.

[CrossRef]
10. Lewis, R.; Schretler, B. The Finite Element Method in the Static and Dynamic Deformation and Consolidation of Porous Media; Wiley:

Chichester, UK, 1998.
11. Borja, R.I. Cam-Clay plasticity. Part V: A mathematical framework for three-phase deformation and strain localization analyses of

partially saturated porous media. Comput. Methods Appl. Mech. Eng. 2004, 193, 5301–5338. [CrossRef]
12. Coussy, O. Poromechanics; John Wiley & Sons: Hoboken, NJ, USA, 2004.
13. De Boer, R. Trends in Continuum Mechanics of Porous Media; Springer Science & Business Media: Berlin/Heidelberg, Germany,

2005; Volume 18.
14. Fomin, S.A.; Chugunov, V.A.; Hashida, T. Non-Fickian mass transport in fractured porous media. Adv. Water Resour. 2011, 34,

205–214. [CrossRef]
15. Zhou, H.; Yang, S.; Zhang, S. Modeling non-Darcian flow and solute transport in porous media with the Caputo–Fabrizio

derivative. Appl. Math. Model. 2019, 68, 603–615. [CrossRef]
16. Sultana, F.; Singh, D.; Pandey, R.K.; Zeidan, D. Numerical schemes for a class of tempered fractional integro-differential equations.

Appl. Numer. Math. 2020, 157, 110–134. [CrossRef]
17. Miller, K.S.; Ross, B. An Introduction to the Fractional Calculus and Fractional Differential Equations; John Wiley & Sons: Hoboken, NJ,

USA, 1993.
18. Prakash, P.; Sahadevan, R. Lie symmetry analysis and exact solution of certain fractional ordinary differential equations. Nonlinear

Dyn. 2017, 89, 305–319. [CrossRef]
19. Jannelli, A.; Ruggieri, M.; Speciale, M.P. Numerical solutions of space-fractional advection-diffusion equations with nonlinear

source term. Appl. Numer. Math. 2020, 155, 93–102. [CrossRef]
20. Bira, B.; Mandal, H.; Zeidan, D. Exact solution of the time fractional variant Boussinesq-Burgers equations. Appl. Math. 2021, 66,

437–449. [CrossRef]
21. Mandal, H.; Bira, B.; Zeidan, D. Power series solution of time-fractional Majda-Biello system using lie group analysis. In

Proceedings of the International Conference on Fractional Differentiation and its Applications (ICFDA), Amman, Jordan, 16–18
July 2018.

22. Deng, Z.Q.; Singh, V.P.; Bengtsson, L. Numerical solution of fractional advection-dispersion equation. J. Hydraul. Eng. 2004, 130,
422–431. [CrossRef]

23. Kumar, S.; Zeidan, D. An efficient Mittag-Leffler kernel approach for time-fractional advection-reaction-diffusion equation. Appl.
Numer. Math. 2021, 170, 190–207. [CrossRef]

https://doi.org/10.1142/S2047684122500038
https://doi.org/10.1137/070695228
https://doi.org/10.1016/j.jhydrol.2012.11.063
https://doi.org/10.1007/s11242-016-0810-z
https://doi.org/10.1016/S0021-9290(99)00143-8
https://www.ncbi.nlm.nih.gov/pubmed/10653041
https://doi.org/10.1007/s11914-018-0414-3
https://doi.org/10.1016/j.jhazmat.2004.06.008
https://doi.org/10.1063/1.1712886
https://doi.org/10.1115/1.4011213
https://doi.org/10.1016/j.cma.2003.12.067
https://doi.org/10.1016/j.advwatres.2010.11.002
https://doi.org/10.1016/j.apm.2018.09.042
https://doi.org/10.1016/j.apnum.2020.05.026
https://doi.org/10.1007/s11071-017-3455-8
https://doi.org/10.1016/j.apnum.2020.01.016
https://doi.org/10.21136/AM.2021.0269-19
https://doi.org/10.1061/(ASCE)0733-9429(2004)130:5(422)
https://doi.org/10.1016/j.apnum.2021.07.025


Mathematics 2023, 11, 2657 29 of 30

24. Yavuz, M.; Ozdemir, N. An integral transform solution for fractional Advection-Diffusion problem. In Proceedings of the
International Conference on Mathematical Studies and Applications, Karaman, Turkey, 4–6 October 2018.

25. Sousa, E. Finite difference approximations for a fractional advection diffusion problem. J. Comput. Phys. 2009, 228, 4038–4054.
[CrossRef]

26. Chen, C.M.; Liu, F.; Turner, I.; Anh, V. A Fourier method for the fractional diffusion equation describing sub-diffusion. J. Comput.
Phys. 2007, 227, 886–897. [CrossRef]

27. Shen, S.; Liu, F. Error analysis of an explicit finite difference approximation for the space fractional diffusion equation with
insulated ends. Anziam J. 2004, 46, C871–C887. [CrossRef]

28. Tadjeran, C.; Meerschaert, M.M.; Scheffler, H.P. A second-order accurate numerical approximation for the fractional diffusion
equation. J. Comput. Phys. 2006, 213, 205–213. [CrossRef]

29. Tadjeran, C.; Meerschaert, M.M. A second-order accurate numerical method for the two-dimensional fractional diffusion equation.
J. Comput. Phys. 2007, 220, 813–823. [CrossRef]

30. Yuste, S.B.; Acedo, L. An explicit finite difference method and a new von Neumann-type stability analysis for fractional diffusion
equations. SIAM J. Numer. Anal. 2005, 42, 1862–1874. [CrossRef]

31. Yuste, S.B. Weighted average finite difference methods for fractional diffusion equations. J. Comput. Phys. 2006, 216, 264–274.
[CrossRef]

32. Liu, F.; Zhuang, P.; Anh, V.; Turner, I.; Burrage, K. Stability and convergence of the difference methods for the space–time
fractional advection–diffusion equation. Appl. Math. Comput. 2007, 191, 12–20. [CrossRef]

33. Meerschaert, M.M.; Tadjeran, C. Finite difference approximations for fractional advection–dispersion flow equations. J. Comput.
Appl. Math. 2004, 172, 65–77. [CrossRef]

34. Li, C.; Cai, M. Theory and Numerical Approximations of Fractional Integrals and Derivatives; SIAM: Philadelphia, PA, USA, 2019.
35. Pinnola, F.P.; Vaccaro, M.S.; Barretta, R.; Marotti de Sciarra, F. Random vibrations of stress-driven nonlocal beams with external

damping. Meccanica 2021, 56, 1329–1344. [CrossRef]
36. Barretta, R.; Marotti de Sciarra, F.; Pinnola, F.P.; Vaccaro, M.S. On the nonlocal bending problem with fractional hereditariness.

Meccanica 2022, 57, 807–820. [CrossRef]
37. Wang, Q. Numerical solutions for fractional KdV–Burgers equation by Adomian decomposition method. Appl. Math. Comput.

2006, 182, 1048–1055. [CrossRef]
38. Momani, S.; Odibat, Z. Numerical solutions of the space-time fractional advection-dispersion equation. Numer. Methods Partial

Differ. Equ. Int. J. 2008, 24, 1416–1429. [CrossRef]
39. Momani, S.; Odibat, Z. Analytical approach to linear fractional partial differential equations arising in fluid mechanics. Phys. Lett.

A 2006, 355, 271–279. [CrossRef]
40. Momani, S.; Odibat, Z. Analytical solution of a time-fractional Navier–Stokes equation by Adomian decomposition method. Appl.

Math. Comput. 2006, 177, 488–494. [CrossRef]
41. Ray, S.S.; Bera, R. Solution of an extraordinary differential equation by Adomian decomposition method. J. Appl. Math. 2004,

2004, 331–338. [CrossRef]
42. Sweilam, N.; Khader, M.; Al-Bar, R. Numerical studies for a multi-order fractional differential equation. Phys. Lett. A 2007, 371,

26–33. [CrossRef]
43. Abbasbandy, S. A new application of He’s variational iteration method for quadratic Riccati differential equation by using

Adomian’s polynomials. J. Comput. Appl. Math. 2007, 207, 59–63. [CrossRef]
44. Hashim, I.; Abdulaziz, O.; Momani, S. Homotopy analysis method for fractional IVPs. Commun. Nonlinear Sci. Numer. Simul.

2009, 14, 674–684. [CrossRef]
45. Deng, W.; Hesthaven, J.S. Local discontinuous Galerkin methods for fractional diffusion equations. ESAIM Math. Model. Numer.

Anal. Modél. Mathémat. Anal. Numér. 2013, 47, 1845–1864. [CrossRef]
46. Rawashdeh, E. Numerical solution of fractional integro-differential equations by collocation method. Appl. Math. Comput. 2006,

176, 1–6. [CrossRef]
47. Ray, S.S.; Bera, R. An approximate solution of a nonlinear fractional differential equation by Adomian decomposition method.

Appl. Math. Comput. 2005, 167, 561–571.
48. González, J.R.; Guerrero, L.H.; Alzate, P.P.C. Solution of nonlinear equation representing a generalization of the Black–Scholes

model using ADM. Contemp. Eng. Sci. 2017, 10, 621–629. [CrossRef]
49. Akgül, A.; Aliyu, A.I.; Inc, M.; Yusuf, A.; Baleanu, D. Approximate solutions to the conformable Rosenau-Hyman equation

using the two-step Adomian decomposition method with Pad é approximation. Math. Methods Appl. Sci. 2020, 43, 7632–7639.
[CrossRef]

50. Ziane, D.; Baleanu, D.; Belghaba, K.; Cherif, M.H. Local fractional Sumudu decomposition method for linear partial differential
equations with local fractional derivative. J. King Saud Univ. Sci. 2019, 31, 83–88. [CrossRef]

51. Khan, H.; Shah, R.; Kumam, P.; Baleanu, D.; Arif, M. An efficient analytical technique, for the solution of fractional-order telegraph
equations. Mathematics 2019, 7, 426. [CrossRef]

52. Yunus, A.O.; Olayiwola, M.O.; Omoloye, M.A.; Oladapo, A.O. A fractional order model of lassa disease using the Laplace-adomian
decomposition method. Healthc. Anal. 2023, 3, 100167. [CrossRef]

https://doi.org/10.1016/j.jcp.2009.02.011
https://doi.org/10.1016/j.jcp.2007.05.012
https://doi.org/10.21914/anziamj.v46i0.995
https://doi.org/10.1016/j.jcp.2005.08.008
https://doi.org/10.1016/j.jcp.2006.05.030
https://doi.org/10.1137/030602666
https://doi.org/10.1016/j.jcp.2005.12.006
https://doi.org/10.1016/j.amc.2006.08.162
https://doi.org/10.1016/j.cam.2004.01.033
https://doi.org/10.1007/s11012-020-01181-7
https://doi.org/10.1007/s11012-021-01366-8
https://doi.org/10.1016/j.amc.2006.05.004
https://doi.org/10.1002/num.20324
https://doi.org/10.1016/j.physleta.2006.02.048
https://doi.org/10.1016/j.amc.2005.11.025
https://doi.org/10.1155/S1110757X04311010
https://doi.org/10.1016/j.physleta.2007.06.016
https://doi.org/10.1016/j.cam.2006.07.012
https://doi.org/10.1016/j.cnsns.2007.09.014
https://doi.org/10.1051/m2an/2013091
https://doi.org/10.1016/j.amc.2005.09.059
https://doi.org/10.12988/ces.2017.7760
https://doi.org/10.1002/mma.5985
https://doi.org/10.1016/j.jksus.2017.05.002
https://doi.org/10.3390/math7050426
https://doi.org/10.1016/j.health.2023.100167


Mathematics 2023, 11, 2657 30 of 30

53. Ali, R.; Ghosh, U.N.; Mandi, L.; Chatterjee, P. Application of Adomian decomposition method to study collision effect in dusty
plasma in the presence of polarization force. Indian J. Phys. 2023, 97, 2209–2216. [CrossRef]

54. Abdel-Salam, E.; Nouh, M.; Alali, E. On the Solution of the Variable Order Time Fractional Schrödinger Equation. Trends Sci. 2022,
19, 6183. [CrossRef]

55. Jiao, Y.; Yamamoto, Y.; Dang, C.; Hao, Y. An aftertreatment technique for improving the accuracy of Adomian’s decomposition
method. Comput. Math. Appl. 2002, 43, 783–798. [CrossRef]

56. Jiao, Y.C.; Dang, C.; Yamamoto, Y. An extension of the decomposition method for solving nonlinear equations and its convergence.
Comput. Math. Appl. 2008, 55, 760–775. [CrossRef]

57. Abuasad, S.; Hashim, I.; Abdul Karim, S.A. Modified fractional reduced differential transform method for the solution of
multiterm time-fractional diffusion equations. Adv. Math. Phys. 2019, 2019, 5703916. [CrossRef]

58. Podlubny, I. Fractional Differential Equations: An Introduction to Fractional Derivatives, Fractional Differential Equations, to Methods of
Their Solution and Some of Their Applications; John Wiley & Sons: Hoboken, NJ, USA, 2004.

59. El-Sayed, A.; Gaber, M. The Adomian decomposition method for solving partial differential equations of fractal order in finite
domains. Phys. Lett. A 2006, 359, 175–182. [CrossRef]

60. Salomoni, V. A mathematical framework for modelling 3D coupled THM phenomena within saturated porous media undergoing
finite strains. Compos. Part B Eng. 2018, 146, 42–48. [CrossRef]

61. Salomoni, V.A.L.; De Marchi, N. Numerical Solutions of Space-Fractional Advection–Diffusion–Reaction Equations. Fractal Fract.
2022, 6, 21. [CrossRef]

62. Hikal, M.; Ibrahim, M.A. On Adomian’s decomposition method for solving a fractional advection-dispersion equation. Int. J.
Pure Appl. Math. 2015, 104, 43–56. [CrossRef]

63. Cherruault, Y. Convergence of Adomian’s method. Kybernetes 1989, 18, 31–38. [CrossRef]
64. Cherruault, Y.; Adomian, G. Decomposition methods: A new proof of convergence. Math. Comput. Model. 1993, 18, 103–106.

[CrossRef]
65. Abbaoui, K.; Cherruault, Y. New ideas for proving convergence of decomposition methods. Comput. Math. Appl. 1995, 29,

103–108. [CrossRef]
66. Himoun, N.; Abbaoui, K.; Cherruault, Y. New results of convergence of Adomian’s method. Kybernetes 1999, 28, 423–429.

[CrossRef]
67. Cherruault, Y.; Saccomandi, G.; Some, B. New results for convergence of Adomian’s method applied to integral equations. Math.

Comput. Model. 1992, 16, 85–93. [CrossRef]
68. Cherruault, Y.; Adomian, G.; Abbaoui, K.; Rach, R. Further remarks on convergence of decomposition method. Int. J. Bio-Med.

Comput. 1995, 38, 89–93. [CrossRef] [PubMed]
69. Ouedraogo, R.; Cherruault, Y.; Abbaoui, K. Convergence of Adomian’s method applied to algebraic equations. Kybernetes 2000,

29, 1298–1305. [CrossRef]
70. Babolian, E.; Biazar, J.; Vahidi, A. The decomposition method applied to systems of Fredholm integral equations of the second

kind. Appl. Math. Comput. 2004, 148, 443–452. [CrossRef]
71. Bakodah, H. A comparison study between a Chebyshev collocation method and the Adomian decomposition method for solving

linear system of Fredholm integral equations of the second kind. J. King AbdulAziz Univ. 2012, 24, 49–59. [CrossRef]
72. Yee, E. Application of the decomposition method to the solution of the reaction-convection-diffusion equation. Appl. Math.

Comput. 1993, 56, 1–27. [CrossRef]
73. Abdelrazec, A.; Pelinovsky, D. Convergence of the Adomian decomposition method for initial-value problems. Numer. Methods

Partial Differ. Equ. 2011, 27, 749–766. [CrossRef]
74. Raza, A.; Farid, S.; Amir, M.; Yasir, M.; Danyal, R. A Study on Convergence Analysis of Adomian Decomposition Method Applied

to Different linear and non-linear Equations. Int. J. Sci. Eng. Res. 2020, 11, 22.

Disclaimer/Publisher’s Note: The statements, opinions and data contained in all publications are solely those of the individual
author(s) and contributor(s) and not of MDPI and/or the editor(s). MDPI and/or the editor(s) disclaim responsibility for any injury to
people or property resulting from any ideas, methods, instructions or products referred to in the content.

https://doi.org/10.1007/s12648-023-02588-0
https://doi.org/10.48048/tis.2022.6183
https://doi.org/10.1016/S0898-1221(01)00321-2
https://doi.org/10.1016/j.camwa.2007.04.029
https://doi.org/10.1155/2019/5703916
https://doi.org/10.1016/j.physleta.2006.06.024
https://doi.org/10.1016/j.compositesb.2018.03.038
https://doi.org/10.3390/fractalfract6010021
https://doi.org/10.12732/ijpam.v104i1.4
https://doi.org/10.1108/eb005812
https://doi.org/10.1016/0895-7177(93)90233-O
https://doi.org/10.1016/0898-1221(95)00022-Q
https://doi.org/10.1108/03684929910267752
https://doi.org/10.1016/0895-7177(92)90009-A
https://doi.org/10.1016/0020-7101(94)01042-Y
https://www.ncbi.nlm.nih.gov/pubmed/7705918
https://doi.org/10.1108/03684920010346374
https://doi.org/10.1016/S0096-3003(02)00859-7
https://doi.org/10.4197/Sci.24-1.4
https://doi.org/10.1016/0096-3003(93)90075-P
https://doi.org/10.1002/num.20549

	Introduction 
	Preliminaries and Notations 
	Basic Idea of the Adomian Decomposition Method 
	Physical Interpretation: Anomalous Advection Diffusion–Reaction Processes within Saturated Multiphase Porous Media 
	The Fractional Advection–Diffusion Equation Model and Its Solution by ADM 
	Calibration 
	Numerical Implementation 
	Conclusions 
	Appendix A
	Appendix B
	Appendix C
	References

