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Abstract

During the last years, biological light-harvesting systems have been extensively
studied for their capability of capturing sunlight and converting it into energy. These
systems have developed new strategies and optimized their structures to reach re-
markable efficiency. Thus, a full knowledge of all the finer details regulating the pro-
cesses driving light-matter interaction and energy transfer among molecules would
allow us to design and synthesize new artificial molecules or improve the exist-
ing ones. As widely known, relaxation dynamics is strongly influenced by the sur-
roundings and by the coupling with the vibrations of the molecules, so the char-
acterization of relaxation processes is of crucial importance. In the study of light-
harvesting, particular attention has been dedicated to the role that the environment
plays in tuning the properties of photoactive chromophores. For example, a scaf-
fold can act as a structural framework that holds the chromophores in a specific
orientation, but can also affect their photophysical properties. Moreover, when the
molecules are positioned close to each other, interchromophore electronic interac-
tions can be strong enough to form delocalized states that unfold new energy trans-
fer pathways.
In order to fully characterize these processes, a useful tool is represented by Two-
Dimensional Electronic Spectroscopy (2DES). Since its development in the late 1990s,
it has gained particular interest for its capability of following the ultrafast dynamics
of complex systems both with a temporal and a spatial resolution, allowing us to
reveal fine details, often not available with other techniques.
In this work, we exploited 2DES to characterize the relaxation dynamics of dif-
ferent systems in the femtosecond regime. In the first part, we provided a de-
tailed investigation of the peculiar signatures of isolated Chlorophyll b, one of the
most widespread light-harvesting chromophore. Subsequently, we exploited the
knowledge acquired in the study of an isolated pigment to investigate the ultrafast
behaviour of a natural pigment-protein complex, the Water-Soluble Chlorophyll-
binding Protein. Then, we make us of the knowledge acquired on biological sam-
ples to engineer and study a new artificial bioinspired system, more specifically
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a functionalized boron dipyrromethene (BODIPY) properly engineered to form a
dimer motif. Lastly, in an attempt to push even further our approach toward pos-
sible biomimetic applications, we implemented a new experimental scheme of the
2DES technique, the Action-2DES (A-2DES). With A-2DES, the detected signal is a
real property of the system, enabling us to operate at the real working conditions of
the devices.
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Abstract in lingua italiana

Negli ultimi anni, i complessi antenna biologici sono stati ampiamente studiati per
la loro capacità di catturare la luce solare e convertirla in energia. Questi sistemi
hanno sviluppato nuove strategie e ottimizzato le loro strutture per raggiungere una
notevole efficienza. Quindi, la conoscenza di tutti i dettagli che regolano i processi
di interazione luce-materia e il trasferimento di energia tra le molecole ci permette
di progettare e sintetizzare nuove molecole artificiali o di migliorare quelle esistenti.
Come ampiamente noto, la dinamica di rilassamento è fortemente influenzata dall’
ambiente circostante e dall’accoppiamento con le vibrazioni delle molecole, per cui
è di importanza cruciale raggiungere una completa caratterizzazione dei processi di
rilassamento. Nello studio del processo di light-harvesting, particolare attenzione è
stata posta sul ruolo dell’ambiente nella regolazione delle proprietà dei cromofori
fotoattivi. Ad esempio, la struttura proteica è utilizzata per organizzare i cromofori
in un orientamento specifico, ma può anche influenzare le loro proprietà fotofisiche.
Inoltre, quando le molecole sono posizionate vicine l’una all’altra, le interazioni elet-
troniche tra diversi comofori possono essere abbastanza forti da formare stati delo-
calizzati che aprono nuove vie di trasferimento dell’energia.
Per caratterizzare completamente questi processi, uno strumento utile è rappresen-
tato dalla Spettroscopia Elettronica Bidimensionale. Fin dal suo sviluppo alla fine
degli anni anni ’90, ha acquisito particolare interesse per la sua capacità di seguire
le dinamiche ultraveloci di sistemi complessi con una risoluzione sia temporale che
spaziale, permettendo di rivelare dettagli spesso non disponibili con altre tecniche.
In questo lavoro, abbiamo sfruttato la Spettroscopia Elettronica Bidimensionale per
caratterizzare le dinamiche di rilassamento di diversi sistemi nel regime dei fem-
tosecondi. Nella prima parte, abbiamo condotto un’analisi dettagliata dei contributi
peculiari della clorofilla b isolata. Essa rappresenta infatti uno dei cromofori più dif-
fusi nei complessi antenna. Successivamente, abbiamo sfruttato le conoscenze ac-
quisite dallo studio di un pigmento isolato per indagare la dinamica ultraveloce di
un complesso pigmento-proteina naturale, la Water-Soluble Chlorophyll-binding Pro-
tein. Abbiamo, quindi, sfruttato le conoscenze acquisite sui campioni biologici per



progettare e studiare un nuovo sistema artificiale, più precisamente delle molecole
di boro-dipirrometene opportunamente ingegnerizzate per formare un dimero. In-
fine, per spingere ulteriormente il nostro approccio verso un’effettiva applicazione,
abbiamo trattato una nuova implementazione della Spettroscopia Elettronica Bidi-
mensionale, l’Action-2DES. Nell’A-2DES, il segnale misurato è una proprietà reale
del sistema, che ci permette di operare nelle condizioni reali di lavoro dei disposi-
tivi.
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1| Introduction

Biomimetics is the study of nature to understand the underlying mechanisms and
functions of natural processes and apply them in different scientific fields [1]. The
complex architectures of natural structures are mimicked for the development of
new artificial technologies [2]. Among the vast variety of biological systems, nat-
ural photosynthetic complexes provide an unlimited source of inspiration. The
light-harvesting complexes (LHCs) are responsible for capturing the energy from
the sunlight and funnelling it to the reaction centres during the very first step of
photosynthesis. In the long course of evolution, these systems have developed sev-
eral strategies and optimized their structures to reach a remarkable efficiency [3].
The structural complexity behind these systems is astonishing: a large number of
absorptive molecules are bound into a protein scaffold and carefully positioned to
drive the flow of energy in the right direction. Several examples have been proposed
for mimicking the efficiency of these LHCs with artificial systems [4], including
supramolecular polymers [5–8], self-assembled structures like dendrimers [9, 10],
functionalized nanostructures [11, 12] and bioinspired systems [13, 14].
Even if the field of bioinspired molecules appears to be promising, mimicking the
features of biological processes is not a trivial task. An interplay between theoret-
ical and experimental research has been devoted to developing novel methods to
achieve a full comprehension of all the subtle details. Along this research line, spe-
cial emphasis has been put on the role of the environment. Numerous efforts have
addressed the contributions that the protein scaffold plays in regulating the photo-
physical properties of the embedded chromophores. In principle, the protein acts
as a structural framework that holds the chromophores in specific orientations [15].
However, it is universally recognised that the protein environment also deeply af-
fects the static and dynamical properties of the embedded pigments [16]. Regarding
the static effects, it has been observed that changes in the protein conformation or
the substitution of specific amino acids can lead to a broadening of the absorption
spectra or to a blue/red shift of the absorption maxima [16–19]. Concerning the
dynamical aspects, it has been demonstrated that the electrostatic and polarization
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effects of the protein acting on the pigments can modulate their interactions, thus in-
fluencing the energy transfer rates between chromophores by modifying their elec-
tronic couplings [20].
Excitation energy transport (EET) in LHCs depends on the relative strength of the
pigment–pigment interaction and the pigment–environment interaction. Depend-
ing on which term contributes most, the EET falls in two limit regimes. In one case,
when the electronic coupling between pigments is much smaller than the coupling
with the environment, the transport falls in an incoherent regime, meaning that lo-
calized excitations would hop from pigment to pigment as a classical process. In the
opposite case, EET falls in a coherent regime and the excitation results delocalized
between molecules, while the effect of the environment can be merely considered
as a small perturbation [21–24]. Actually, EET in LHCs has been found to almost
always fall in an intermediate regime, meaning that the electronic interactions be-
tween pigments are close to the strength of the coupling to the environment vibra-
tional modes [21]. Therefore, the investigation of the energy transport processes is
also crucial for studying the complex interplay between coherent and incoherent dy-
namics. From a theoretical point of view, the combination of quantum and classical
methods has allowed the simulation of multichromophoric aggregates in the pres-
ence of the protein environment [25, 26], making it possible to obtain increasingly
finer details. More recently, also the dynamical role of the protein has been revealed.
Indeed, thermal fluctuations and conformational changes of the protein scaffold can
affect the efficiency and the robustness of biological machinery [27].
Among all the possible protein-chromophore interactions discussed above, the tun-
ing of the electronic and transport properties of the system can be achieved through
the formation of hydrogen(H)-bonds. It has been found that H-bonds stabilize the
protein folding [28] and help the binding of the pigments to the protein scaffold
[29]. For example, the formation of an H-bond between the Chlorophyll b (Chl b)
formyl group and its protein surroundings seems to play an important role in the
stabilization of different LHCs [30]. Moreover, it is reported that the formation of
H-bonds between chromophores and the surrounding environment through amino
acid residues or water molecules can tune their site energies, modulating the cas-
cade of energy transfer [31].

In a more general framework, H-bonds are fundamental interactions for many bio-
logical and artificial systems. This is not surprising considering that they are site-
specific interactions, with easily predictable orientations, distances, and geometries.
Since its discovery, the nature of the H-bond has been widely investigated by dif-
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ferent experimental and theoretical methods. For many years, the research focused
on the investigation of H-bond solely considering its structural function. In fact, H-
bonds provide most of the directional interactions that promote and assist protein
folding, protein structure formation and molecular recognition [32].
Actually, the role of H-bonds is not limited to a mere structural element but plays an
important part also in determining the dynamics of photophysical processes. While
the ground-state dynamics have been the subject of intense study [33, 34], only in re-
cent years the excited-state hydrogen bonding dynamics has gained more and more
attention. Indeed, the photoexcitation of the H-bonded system is rapidly followed
by a reorganization of the H-donor and acceptor molecules due to the significant
difference in the charge distribution of different electronic states [35]. This reor-
ganization process leads to a weakening or a strengthening of the H-bond in the
excited state with respect to the ground state. Thus, it has important implications
for the modulation of molecular non-equilibrium processes, significantly affecting
the ultrafast excited-state dynamics [36]. Both intra- and inter-molecular hydrogen-
bonding interactions are involved in this reorganization. For example, it has been
found that intra-molecular H-bonds in donor-bridge-acceptor complexes provide
new electronic-coupling pathways for ultrafast charge transfer reactions [37]. More-
over, numerous computational calculations have been dedicated to the investigation
of the role of intra-molecular H-bonds on the photophysics of many aromatic sys-
tems [38, 39]. On the other side, it has been proved that inter-molecular H-bonds
in electronically excited states can significantly facilitate internal conversion, inter-
system crossing and intra-molecular charge transfer [40, 41]. The electronic excited
state H-bonding dynamics are predominantly determined by the vibrational mo-
tions of the hydrogen donor and acceptor groups [40, 42]. The hydrogen-bonding
interaction also plays important roles in triplet-triplet energy transfer, as reported
for porphyrins systems [43].
Generally, all these processes typically occur on ultrafast time scales of hundreds of
femtoseconds. Therefore, to directly monitor the ultrafast dynamical behavior of hy-
drogen bonds in the excited state, various femtosecond time-resolved spectroscopic
techniques have been used [44, 45]. In this context, Two-dimensional Electronic
Spectroscopy (2DES) appears to be a particularly suited technique.

Since its development in the late 1990s, 2DES has turned out to be a really power-
ful technique to follow the ultrafast dynamics in molecules or more complex sys-
tems. It consists in collecting the third-order nonlinear polarization signal through
multiple interactions between light and matter. 2DES provides information on the
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evolution of the system with both high temporal and spectral resolution [46]. The
former is strictly linked to the possibility of exciting the system with femtosecond
laser pulses, while the latter is achieved by separating and resolving the different
components of the final signal as a function of frequency in a 2D-spectrum. As a
direct consequence, this technique allows capturing the temporal behavior of both
populations and coherences, unrevealing electronic and vibrational couplings and
separating inhomogeneous and homogeneous broadening [47]. Moreover, 2DES
technique characterizes systems in a non-equilibrium condition, allowing the inves-
tigation of excited-state dynamics.
While in the first 2DES applications a non-collinear geometry was preferred, more
recently the collinear Action-2DES (A-2DES) technique is quickly gaining ground
because of the possibility of switching to the so-called “action detected” techniques.
In the collinear configurations, a fourth pulse is added to the pulse sequence to drive
the system into an excited state population. The ultrafast dynamics of the system
is then retrieved by detecting an incoherent signal proportional to this population,
such as fluorescence or photocurrent. These techniques are particularly inspiring
in view of characterizing operating devices or realizing ad hoc schemes to answer
specific questions. Moreover they can be performed with a much simplified opti-
cal setup. For these reasons, action-detected techniques represent one of the most
promising developments of multidimensional techniques [48].

This thesis developed in this burgeoning context, with the precise aim of characteriz-
ing the excited state dynamics of biological and bioinspired systems. As mentioned
above, 2DES represents one of the most suitable spectroscopic techniques to follow
the ultrafast dynamics in molecules or more complex systems. Taking advantage
of 2DES, particular attention was dedicated to achieving a better understanding of
the excitation processes and to ascertain the role of the environment in the relax-
ation dynamics. Chapter 2 briefly describes the standard spectroscopic methods
used to preliminary characterize the systems investigated here. Chapter 3 is en-
tirely devoted to the description of the theoretical background behind a third-order
non-linear optical spectroscopy, together with the experimental optical setup used
in the 2DES technique and the analysis toolbox developed for data processing and
interpretation.
Given the complexity of unravelling the spectroscopic features of each chromophore
inside pigment-protein complexes, we first focused on a preliminary investigation
of isolated Chlorophyll b molecules in solution. Chapter 4 reports a comparative
study of the distinctive signatures of Chlorophyll b immediately after photexcita-
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tion, at room and at cryogenic temperature.
In Chapter 5, we exploited the know-how acquired on isolated chromophores to
study the complex interplay between chromophores and the protein environment.
In this context, the Water-Soluble Chlorophyll-binding Protein (WSCP) has been
chosen as a model system to investigate the importance of specific interactions with
the protein scaffold, H-bonds in particular, in tuning the ultrafast relaxation dynam-
ics. These findings suggested the possibility of controlling the photophysics and the
transport properties of multichromophores by engineering specific H-bonds. There-
fore, by mimicking the key structural elements in WSCP (dimers of chlorophylls and
possible formation of H-bonds with protein residues), we engineered and studied
new artificial bioinspired systems. This approach is described in Chapter 6, where
the dynamics of two functionalized boron dipyrromethene (BODIPY) properly en-
gineered to form a H-bonded dimer is described. In an attempt to push even further
the bio-mimetic approach toward the characterization of real energy harvesting de-
vices, the final steps of the research activity consisted in the realization of an A-2DES
setup based on photocurrent detection. Chapter 7 thus reports a brief theoretical
discussion of the technique, along with the experimental optical setup and the first
measurements on a prototypical graphene-based device.
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2.1. Spectroscopic methods

Spectroscopic techniques are based on light-matter interaction. All spectroscopic
methods aim to probe the properties of a given material after perturbation with elec-
tromagnetic radiation [49]. Different optical setups are employed depending on the
optical properties of the material under investigation. However, a clear distinction
can be made between standard techniques and advanced spectroscopic methods.
The former, like absorption, emission and circular dichroism spectroscopies, rely
on conventional and commercial instruments. The latter, like pump-probe spec-
troscopy or 2DES, require specific and sophisticated homemade setups. In the fol-
lowing sections, more details about the above mentioned techniques are reported.
Since the importance of 2DES technique in this work, a separated chapter (Chapter
3) will be dedicated to explain in more detail the theory and all the steps necessary
to perform a 2DES experiment.

2.1.1. Standard spectroscopic methods

2.1.1.1. Linear absorption and fluorescence

Steady-state absorption spectroscopy is a widely used linear technique. It measures
the intensity of light absorbed by a sample as a function of wavelength. For each
wavelength scanned by a monochromator, the absorbance is defined as the minus
logarithm of the ratio of the intensity of the light before and after the sample:

A(ω) = −log
Iω)

I0(ω)
= ε(ω)lC (2.1)

where I(ω) and I0(ω) are the intensity of light detected after and before the sample,
respectively. The absorbance is also linearly related to the optical path l and to the
concentration of the sample C through the molar extinction coefficient ε(ω) [49]. All
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the absorption measurements reported in this work were performed with a Varian
Cary 5 spectrometer.
A second standard linear technique is fluorescence spectroscopy, which measures
the intensity of light emitted by a sample after excitation. Emission (excitation) spec-
tra are obtained by fixing the excitation (emission) wavelength, while the emission
(excitation) wavelength is scanned [50]. The instrument used in this thesis is a Flu-
oroMax 3 spectrometer (Horiba, Jobin Yvon).

2.1.1.2. Circular dichroism

An optically active sample absorbs differently the left- and right-components of an
incident circularly polarised light. The difference in the absorption coefficients is
called circular dichroism (CD). In a CD measure, the light of a lamp is alternately
prepared to be left- and right- circularly polarized by means of a Pockels cell. This
modulation is made at a specific frequency so that a lock-in amplifier coupled to the
photomultiplier tube can detect only the differential CD effect [49]. CD spectra are
measured with a Jasco J-710 spectrometer.

2.1.2. Advanced spectroscopic methods

2.1.2.1. Pump-probe spectroscopy

Pump-probe spectroscopy has been one of the most common non-linear optical tech-
niques since the outbreak of ultrafast lasers. In this technique, the laser pulse is split
into a "pump" pulse and a "probe" pulse. The pump beam has a high optical fluence
and is used to excite the sample. The probe beam, with a weaker optical fluence,
overlaps the pump beam on the sample. The experiment is based on the measure-
ment of the variation of the intensity of the probe beam as a function of the time de-
lay, in the absence and presence of the pump pulse. This variation is then converted
into a differential absorption, which is function of the frequency of the probe, to ob-
tain the so-called transient absorption (TA) spectra. The TA spectra are recorded at
increasing time delay between the pump and the probe pulse in order to investigate
the dynamics of the process [51]. In our experiment, we used a home-built setup
represented in Figure 2.1. Briefly, a Ti:Sapphire laser system (Spitfire) generates a
train of pulses centred at 800 nm with a repetition rate of 1 kHz and a pulse du-
ration of 150 fs. The output beam is split into two beams using a beam splitter to
generate a probe and a pump beam. The pump beam repetition rate is set at 500 Hz
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through an optical chopper and its frequency is doubled to 400 nm by means of sec-
ond harmonic generation (SHG). Simultaneously, probe beam pulses are converted
to white-light pulses through super-continuum white light generation in a sapphire
crystal. White-light pulses are then split in two beams, one sent to the sample and
the other used as reference. Pump and probe beams are overlapped on the sam-
ple and the delay between the two is controlled by a retroreflector mounted on a
translation stage. The white-light transmission spectrum is recorded by a CCD de-
tector coupled with a diffractive grating. The difference between the transmittance
recorded in the presence or absence of pump pulse gives the TA spectra.

Figure 2.1: Schematic representation of the pump-probe optical setup. Abbreviations: (M) mirror,
(SM) spherical mirror, (I) iris, (BS) beam splitter, (HWP) half-wave plate, (L) lens, (PD) photodiode.
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3.1. Theory

In this section, we introduce the theoretical formalism behind Two-Dimensional
Electronic Spectroscopy (2DES). In spectroscopy, matter and light are considered
as a single system described by a Hamiltonian, given by the sums of three terms:

Ĥ = ĤM + ĤL + Ĥint (3.1)

where ĤM is the Hamiltonian of matter, ĤL the Hamiltonian of light and Ĥint rep-
resents the light-matter interaction. A simplified approach, generally adopted to
avoid solving complex mathematical equations, is the semi-classical description. In
this approximation, the matter is treated quantum-mechanically, while the light is
described classically by Maxwell’s equations. The physical observable of a spectro-
scopic experiment is the macroscopic polarization of the material P (t). The polar-
ization is then used as a source term to obtain the electric field of the signal emitted
from the sample. When the system is an isolated molecule, the polarization can be
conveniently derived from the wavefunction formalism [51]. However, a real sys-
tem is composed of an ensemble of interacting molecules and a statistical descrip-
tion is required. In this scenario, a suitable approach is the density matrix formalism,
which describes the system as a statistical average. In the following sections, we in-
troduce the density matrix formalism and the principles behind the 2DES technique.

3.1.1. Density matrix formalism

The density matrix formalism is usually adopted when dealing with an ensemble
of molecules interacting with the environment, as in condensed phase systems. The
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density operator for a statistical mixture of states can be defined as:

ρ̂(t) = |Ψ(t)⟩⟨Ψ(t)| =
∑
k

pk|Ψk(t)⟩⟨Ψk(t)| (3.2)

with pk the probabilities of finding the system in the state Ψk(t). When all pk = 0

except for one with pk = 1, the system is in a pure state and the wavefunction
formalism can be used [51].
Using an arbitrary basis set |n⟩, the wavefunction and the Hermitian conjugate can
be expanded as:

|Ψ(t)⟩ =
∑
n

|n⟩cn(t)

⟨Ψ(t)| =
∑
m

c∗m(t)⟨m|
(3.3)

and the matrix elements are defined as:

ρnm =
∑
k

pk⟨n|Ψk⟩⟨Ψk|m⟩ (3.4)

The diagonal matrix elements, for which m = n, are called populations and rep-
resent the probability of finding the system in the state |n⟩. Off-diagonal elements
(n ̸= m) are named coherences and describe an oscillating probability between two
states, with a frequency depending on their energy difference.
One of the main advantage of this formalism is that the expectation value of a
generic operator can be expressed as:

⟨Â⟩ = Tr [Aρ] (3.5)

Therefore, it can be simply evaluated by summing diagonal elements (trace), with
no reference to the wavefunction.
In this framework, the temporal evolution of a quantum ensemble of states can be
described by the density operator only, using the Liouville Von-Neumann equation:

∂ρ̂(t)

∂t
= − i

ℏ

[
Ĥ(t), ρ̂(t)

]
(3.6)
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Equation 3.6 can be reformulated in the interaction picture that splits the time de-
pendence both on the Hamiltonian operator and on the density operator:

∂ρ̂I(t)

∂t
= − i

ℏ

[
Ĥint,I(t), ρ̂I(t)

]
(3.7)

A perturbative expansion of the density operator can be performed to solve the
time-dependent problem over an ensemble of states. Integrating Equation 3.7 and
iteratively substituting, we obtain, in the interaction picture [51]:

ρ̂I(t) = ρ̂I(0) +
∞∑
n=1

(
− i

ℏ

)n
t∫

t0

dτn

τn∫
t0

dτn−1...

...

τ2∫
t0

dτ1

[
Ĥint,I(τn),

[
Ĥint,I(τn−1), ...

[
Ĥint,I(τ1), ρ̂I(t0))

]
...
]] (3.8)

Every iterative step can be interpreted as an interaction between light and matter,
where the nth term represents the system after n interactions with the electric field.

3.1.2. Response function

The key quantity for the interpretation of a spectroscopic measurement is the macro-
scopic polarization P (r, t). Its oscillation leads the system to emit a signal in the form
of an electromagnetic wave. For a weak electric field, the polarization depends lin-
early on the electric field E:

P = ϵ0χ
(1)E (3.9)

where ϵ0 is the dielectric constant of the vacuum and χ(1) the linear optical suscepti-
bility of the medium.
However, if the electric field is sufficiently intense, non-linear effects become rele-
vant and the polarization can be expanded:

P (1) + P (2) + P (3) + ... = ϵ0
(
χ(1)E + χ(2)EE + χ(3)EEE + ...

)
(3.10)

where the term χ(n) represents the nth-order susceptibility.
The macroscopic polarization can be calculated as the expectation value of the dipole
moment operator, µ̂, as:

P (t) = Tr [µρ(t)] = ⟨µ̂ρ̂(t)⟩ (3.11)
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where µ and ρ are the matrix representations of the respective operator.
For a two-level system in the linear case:

ρ =

(
ρ11 ρ12

ρ21 ρ22

)
µ =

(
0 µ12

µ21 0

)
(3.12)

and the polarization is defined as:

P (t) = Tr

[(
0 µ12

µ21 0

)(
ρ11 ρ12

ρ21 ρ22

)]
= µ12ρ21 + µ21ρ12 (3.13)

As can be seen from Equation 3.13, the polarization depends only on the off-diagonal
elements of the density matrix, which can act as source of electric field. In the inter-
action picture, the nth-order polarization can be expressed as:

P (n)(t) = Tr
[
µI(t)ρ

(n)
I (t)

]
(3.14)

with µ̂I the dipole moment operator in the interaction picture.
Under the dipole approximation, the light-matter interaction Hamiltonian can be
described as the product between the dipole moment operator and the total per-
turbing electric field:

Ĥint,I(t) = −µ̂I(t)E(t) (3.15)

In order to obtain a general equation that connects the density matrix operator with
the non-linear polarization, we can combine Equations 3.8 and 3.15 into Equation
3.14 to get [51]:

P (n)(t) =

(
− i

ℏ

)n ∫ t

t0

dτn

∫ τn

t0

dτn−1 . . .

∫ τ2

t0

dτ1E(τn)E(τn−1) . . . E(τ1)

×Tr [µI(t) [µI(τn), [µI(τn−1), . . . [µI(τ1), ρI(t0)]]]]

(3.16)

This equation allows to connect the macroscopic and the microscopic description of
the system. The lowest non-linear term able to provide information on the proper-
ties of excited states is the third order. Hence, the first important term in non-liner
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Figure 3.1: Schematic illustration of time ordering of pulses in a third-order spectroscopy. t1, t2 and t3
represent the time interval between interactions, while τ1, τ2 and τ3 denote the absolute time values.

spectroscopy is the third-order polarization:

P (3)(t) =

(
− i

ℏ

)3 ∫ t

t0

dτ3

∫ τ3

t0

dτ2 . . .

∫ τ2

t0

dτ1E(τ3)E(τ2)E(τ1)

×Tr [µI(t) [µI(τ3), [µI(τ2), [µI(τ1), ρI(t0)]]]]

(3.17)

In order to simplify this equation, we assume that ρI(t0) is the equilibrium density
matrix, not evolving in time under the influence of the Hamiltonian, so that t0 can
be set to (−∞). Moreover, a change of variables can be done by setting:

τ1 = 0

t1 = τ2 − τ1

t2 = τ3 − τ2

t3 = t− τ3

(3.18)

where τn denotes the absolute time points of light-molecules interactions, while tn

represents the time intervals between these interactions (see Figure 3.1).
The resulting third-order polarization becomes:

P (3)(t) =

∫ ∞

0

dt3

∫ ∞

0

dt2

∫ ∞

0

dt1

E(t− t3)E(t− t3 − t2)E(t− t3 − t2 − t1)S
(3)(t3, t2, t1)

(3.19)

where we introduce the third-order optical response function S(3)(t1,, t2, t3) defined
as:

S(3)(t3, t2, t1) =

(
− i

ℏ

)3

Tr [µI(t3 + t2 + t1) [µI(t2 + t1), [µI(t1), [µI(0), ρ(−∞)]]]]

(3.20)

The interactions at time 0, t1 and (t2 + t1) generate the non-equilibrium density ma-
trix ρ(3), whose off-diagonal elements emit an electric field at time (t3 + t2 + t1), that
is the spectroscopic signal.
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By explicitly calculating the commutator, we obtain all the possible evolution path-
ways, called Liouville pathways, that the system can follow:

S(3)(t3, t2, t1) =

(
− i

ℏ

)3 4∑
j=1

(
Rj −R∗

j

)
(3.21)

that for the third-order response function are 8, in pairs of conjugate complex:

R1 = Tr [µI(t3 + t2 + t1)µI(0)ρ(−∞)µI(t1)µI(t2 + t1)]

R∗
1 = Tr [µI(t3 + t2 + t1)µI(t2 + t1)µI(t1)ρ(−∞)µI(0)]

R2 = Tr [µI(t3 + t2 + t1)µI(t1)ρ(−∞)µI(0)µI(t2 + t1)]

R∗
2 = Tr [µI(t3 + t2 + t1)µI(t2 + t1)µI(0)ρ(−∞)µI(t1)]

R3 = Tr [µI(t3 + t2 + t1)µI(t2 + t1)ρ(−∞)µI(0)µI(t1)]

R∗
3 = Tr [µI(t3 + t2 + t1)µI(t1)µI(0)ρ(−∞)µI(t2 + t1)]

R4 = Tr [µI(t3 + t2 + t1)µI(t2 + t1)µI(t1)µI(0)ρ(−∞)]

R∗
4 = Tr [µI(t3 + t2 + t1)ρ(−∞)µI(0)µI(t1)µI(t2 + t1)]

(3.22)

where R∗
j is the conjugate complex of Rj and, by convention, the last interaction of

all the terms is written as emitted from the ket. The amount of terms in the response
function exponentially grows as the number of interactions between light and mat-
ter increases. Indeed, the 8 terms of the non-linear response function are further
split by the electric field, as described in Equation 3.19. Since the total external field
is given by three laser pulses, the total third-order signal includes 864 terms. Thus,
some approximations are introduced to have just four independent terms. The ap-
proximations are the following:

(i) Time ordering: laser pulses are shorter in time than the time interval between
them, so they do not overlap in time and each interaction can be assigned to a
specific ordered laser pulse.

(ii) Phase matching: the wavevector of the emitted signal is given by a combina-
tion of the wavevectors of the incident beams:

k⃗sign =
3∑

n=1

±k⃗n (3.23)

Therefore, it is possible to distinguish between different Liouville pathways
just by selecting the exciting geometry of the experimental setup.



3| 2D-Electronic Spectroscopy 17

(iii) Rotating Wave Approximation: applying this approximation, only terms with
either positive or negative frequencies will contribute to the response function,
but not both, because components with the same sign are highly oscillatory
and can be neglected. So, the central frequency of the emitted signal can be
determined as:

ωsign =
3∑

n=1

±ωn (3.24)

A physical interpretation of these contributions can be evaluated using a more vi-
sual instrument, namely Feynman diagrams, described in the next section.

3.1.3. Double-sided Feynman diagrams

Double-sided Feynman diagrams are a powerful visual tool to identify the Liouville
pathways that correspond to the nth-order signals. Each diagram is built following
precise rules, here illustrated:

(i) vertical axes depict the time evolution of ket and bra states, with ket drawn on
the left and bra on the right. Time is running from the bottom to the top.

(ii) each interaction with the electric field is represented by an arrow. The last
interaction, which accounts for the emission of the signal from the sample,
is indicated with a wavy arrow and by convention drawn on the left of the
diagram (on the right in the case of the conjugate complex).

(iii) an arrow pointing to the left represents an interaction with a positive fre-
quency field while an arrow pointing to the right represents an interaction
with a negative electric field.

(iv) an arrow pointing toward the system accounts for absorption interaction while
an arrow pointing away represents an emission interaction. The last interac-
tion corresponds to an emission of light, so it always points away from the
system.

(v) before the first interaction, the system is in equilibrium in the ground state.
After the last interaction, the system is in a pure state (ground or excited).

As outlined in the above section, only four terms (and their complex conjugates) are
necessary to describe the third-order response function, corresponding to the Feyn-
man diagrams in Figure 3.2.
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Figure 3.2: Feynman paths summarizing all the possible contributions to the third order response
function in a two level system. R1 and R2 represent the process of stimulated emission, while R3 and
R4 are ground state bleaching pathways.

R1 and R2 Feynamn pathways correspond to the stimulated emission (SE) process.
The first two pulses generate an excited state population |e⟩⟨e| and, after the third in-
teraction, the system emits the third-order signal. They represent the ideal terms to
study the evolution of the excited state along t2. R3 and R4 Feynman pathways cor-
respond to ground state bleaching (GSB) process, where the evolution of the ground
state along t2 is monitored.
Experimentally, different contributions from the total signal can be separated since
signals originating from different Liouville pathways are emitted in different direc-
tions. Indeed, R2and R3 terms can be collected separately from R1and R4 by tuning
the phase-matching direction. Signal wavevectors are given by two different com-
binations:

k⃗R
sign = −k⃗1 + k⃗2 + k⃗3

k⃗NR
sign = +k⃗1 − k⃗2 + k⃗3

(3.25)

The signal generated along k⃗R
sign direction is addressed as rephasing (R) signal, while

the signal generated in k⃗NR
sign direction is labelled as non-rephasing (NR) signal. This

terminology arises from the different behaviour of the two terms along t1 and t3.
Indeed, in rephasing paths, the phase of the signal evolves at conjugate frequency
during the two time intervals, while in non-rephasing paths it evolves with the same
frequency. In addition, summing up the real parts of the rephasing and the non-
rephasing signal, we obtain the purely absorptive (or total) signal.
The time intervals between subsequent interactions are known with specific names.
t1 is called coherence time, because ground and excited state are in a coherence af-
ter the first interaction, t2 is known as population time because the system evolves
in a pure state (a population) during this time delay, while t3 is the rephasing time
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because it is the time interval needed to collect signals.
Another contribution to consider is the excited state absorption (ESA) process, where
the last interaction generates an excited state population. As for the SE signal, the
first two interactions populate the excited state but the third interaction stimulates
an absorption to a higher excited state. For this reason, signals originating from
ESA paths are always negative, while SE and GSB pathways give rise to positive
signals. ESA terms contribute to both rephasing and non-rephasing phase matching
conditions.

3.1.4. Relaxation process and spectral lineshapes

In spectroscopic experiments we usually deal with a statistical ensemble of molecules.
Each molecule of this system is surrounded by a different local environment that af-
fects its properties, resulting in a dynamic distribution of frequencies and phases
of the oscillations and in a static distribution of the resonance frequencies. For this
reason, the macroscopic polarization is eventually damped.
The effects of the environment in the 2DES spectra can be explained with the line-
shape function formalism [51, 52], where all the information connected to system-
bath coupling is included in a function g(t).
For simplicity, this formalism is illustrated here for the linear optical response. The
absorption spectrum A(ω) is proportional to the electric field emitted by the off-
diagonal elements of the density matrix, which, in turn, is proportional to the first
order polarization induced in the system. It is possible to demonstrate that the ab-
sorption spectrum is proportional to the Fourier transform (FT) of the time evolution
of the correlation function of dipole moments [51]:

A(ω) ∝ R

{∫ ∞

0

dt e−iωt Tr [µI(t)µI(0)ρ(−∞)]

}
=

= R

{∫ ∞

0

dt e−iωt Tr [µab(t)µab(0)ρab]

} (3.26)

Equation 3.26 describes the situation in which the radiation is in resonance with the
transition between two states a and b of the system. In the case of an isolated system,
the coherences generated by the external electric field will oscillate indefinitely at
the resonance frequency ωab and the corresponding spectrum can be described by a
δ−function:

A(ω) ∝ R

{∫ ∞

0

dt e−iωteiωabt

}
= 2πδ(ωab − ω) (3.27)
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However, in real systems, the situation is complicated by the fact that each molecule
can interact with the surrounding environment, i.e., with other molecules or with
the solvent; in such cases, the system is characterized by a static distribution of
slightly different transition frequencies ωab, described by a Gaussian function. There-
fore, ωab becomes time-dependent and the absorption spectrum takes the form:

A(ω) ∝ R

∫ ∞

0

dt e−iωtei
∫ t
0 dτ ωab(τ) (3.28)

The frequency ωab(τ) can be separated into two parts: its time-independent average
frequency ωab and a time-dependent deviation δωab(t), so ωab(τ) = ωab + δωab(τ);
therefore, Equation 3.28 can be rewritten as:

A(ω) ∝ R

∫ ∞

0

dt e−iωteiω̄abtei
∫ t
0 dτ ωab(τ) (3.29)

Moreover, δωab(τ ) can be expanded in power-series, also called cummulant expan-
sion, to obtain, after proper approximations [51]:

A(ω) ∝ R

∫ ∞

0

dt e−iωteiω̄abte−g(t) (3.30)

where g(t) is the lineshape function, defined as the correlation function of δω:

g(t) =

∫ t

0

∫ τ ′

0

dτ ′ dτ ′′ ⟨δω(τ ′′)δω(0)⟩ (3.31)

The correlation function g(t) can be modeled with an exponential function [51]:

⟨δω(t)δω(0)⟩ = ∆2e−
t
τc (3.32)

which depends on two parameters, the correlation time τc and the fluctuation am-
plitude ∆ = δω.
Integrating the correlation function g(t) twice, we obtain the so-called Kubo-lineshape
function [53, 54]:

g(t) = ∆2τ 2c

[
e−

t
τc +

t

τc
− 1

]
(3.33)

This model takes into account all the possible broadening mechanisms and can be
discussed for two possible limiting situations. If τc is longer than the molecular re-
laxation timescales, g(t) can be associated with static or inhomogeneous broadening:
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the molecules of the ensemble have a static distribution of resonance frequencies,
due to different local surroundings, but they do not fluctuate. In this case, g(t) can
be approximated as:

g(t) =
∆2t2

2
(3.34)

with the absorption spectrum:

A(ω) ∝ R

∫ ∞

0

dt e−iωteiω̄abte−
∆2t2

2

=

√
2π

∆2
exp

(
−(ω − ωab)

2

2∆2

) (3.35)

This situation yields to a Gaussian function centered to ωab,with spectral width equal
to ∆; the absorption spectrum shows the energy distribution of the molecules in the
ensemble.
If τc is shorter than the molecular relaxation timescales, the dynamic homogeneous
broadening situation is obtained: molecules are subjected to rapid fluctuations in
phase and changes in frequency in the entire range of ∆. In this case, the lineshape
function can be defined as:

g(t) = ∆2τct =
t

T2

= Γt (3.36)

where ∆2τc =
1
T2

= Γ is the decay constant that describes the damping of the oscilla-
tion between states a and b. It includes contributions from the decay constant of the
excited state (T1) and the pure dephasing time (T ∗

2 ):

Γ =
1

T2

=
1

2T1

+
1

T ∗
2

(3.37)

where the first term accounts for the loss of population of the excited state and the
second one describes the phase randomization of the oscillation between the two
states. The absorption spectrum becomes:

A(ω) ∝ R

∫ ∞

0

dt e−iωteiω̄abte−Γt

=
2Γ

(ω − ωab) + Γ2

(3.38)
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which is a Lorentzian function centered at frequency ωab.
In general, real systems lie between these two limits. Every molecule has its own
instantaneous frequency, which evolves over time as the system interacts with the
surroundings. This process is also known as spectral diffusion. In this case, the
spectral shape is the convolution of Lorentzian and Gaussian distributions, resulting
in a Voigt profile.
The treatment outlined above can be generalized for higher-order signals and can
be used for the calculation of the response function of any order of polarization.
It should also be noted that, besides the Kubo’s lineshape model, other models for
the description of g(t) can be used, depending on what is considered.

3.1.5. 2D Electronic Spectroscopy

In a 2DES experiment, the final signal is measured as a function of the time delays
between the three exciting pulses, Sig(3)(t1, t2, t3). In order to obtain the signal in a
more intuitive form, the time domains t1 and t3 are usually Fourier-transformed:

Sig(3)(ω1, t2, ω3) =

∫ ∫ +∞

−∞
dt1dt2Sig

(3)(t1, t2, t3) e
−iω1t1 e−iω3t3 (3.39)

The information encoded by the signal can now be more easily visualized in the
form of a two-dimensional frequency-frequency map evolving along the popula-
tion time, where the x and y-axis correspond to the excitation frequency ω1 and to
the emission frequency ω3, respectively. The axis ω1 contains information about the
first excited coherence, hence about the energies of the states involved in the transi-
tion, whereas the axis ω3 contains information about the second optical coherence.
Finally, information on the dynamics can be retrieved by looking at how the 2D-map
evolves during the population time.
Fluctuations introduce broadening in the features of 2D spectra, but a great advan-
tage of 2DES technique is the possibility of distinguishing homogeneous from in-
homogeneous broadening: in a rephasing spectrum, at early population times, the
inhomogeneous broadening can be recovered along the diagonal, while the homo-
geneous broadening appears along the anti-diagonal.
To better understand the nature of different signals appearing in the spectra, it is
useful to identify the different Feynman paths contributing to the signal. Diago-
nal peaks in the 2DES maps can be associated with GSB and SE signals, accounting
for the evolution of population dynamics of ground and excited states, respectively.
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Figure 3.3: Structure of a 2D frequency-frequency map for a given t2 value, where ω1 and ω3 are the
Fourier-transforms of t1 and t3, respectively. The intensity of the signals appears in the maps with
a color scale: red peaks are positive (GSB+SE) and blue ones are negative (ESA). The shape of the
peaks can reveal the presence of inhomogeneous broadening (elongation along the diagonal) and
homogeneous broadening (anti-diagonal direction).

Off-diagonal peaks are instead due to SE and ESA pathways. ESA signal often ap-
pears at emission frequency higher than excitation frequency, while SE signal is lo-
cated symmetrically in the anti-diagonal direction. SE and GSB signals are positive,
while ESA signals give a negative contribution, as summarized in Figure 3.3.
The relaxation between energy levels or energy transfer between different molecules

result in the formation of rising cross-peaks below the diagonal with simultaneous
decay of the diagonal signals associated with the initial states. Excitation and emis-
sion coordinates of the cross-peaks provide direct information on the energy of the
involved states.
Until now, no assumption has been made about the nature of the excited states,
namely they could both represent electronic or vibrational states. The following
section explains how to distinguish coherences between states of different nature.

3.1.5.1. Signal beatings: electronic and vibrational contributions

In rephasing and non-rephasing signals, several beatings are expected along the
population time. Depending on the character of the involved states, vibrational or
electronic coherences can be distinguished. Thus, the interpretation of 2D spectra
requires an accurate analysis of the complex pattern of oscillations emerging from
the spectroscopic signal. In molecules and their aggregates, vibronic contributions
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Figure 3.4: Diagrammatic scheme showing the amplitude pattern for (a,b) electronic coherences and
(c,d) vibrational coherences. The energy levels are labeled with g and e for ground and electronic
states respectively, whereas the vibrational quantum is ω0. GSB signal is indicated with square and SE
signal with circle; the numbers serve as references for Figure 3.5 and Figure 3.6. Positive and negative
frequency contributions are marked with red and blue color, respectively. Panels (a,c) represent the
expected pattern for rephasing signals, whereas panels (b,d) refer to non-rephasing signals.

emerge from the coupling of electronic transitions with vibrational modes. These
vibrational modes have energies in the order of 100 - 3000 cm-1, which are in the
same order of magnitude of excitonic couplings and of electronic energy gaps in
aggregates. From that, it follows that vibronic and excitonic systems show spectro-
scopic similarities, which can complicate the interpretation of coherent beatings in
2D spectra. Moreover, since femtosecond laser pulses used in 2DES have a spec-
tral bandwidth in the order of thousand of cm-1, also different electronic transitions
could be excited simultaneously.
For this purpose, two models with different internal coherent dynamics can be
used to distinguish between electronic and vibrational contributions [55]. Figure
3.4 shows the different pattern for rephasing and non-rephasing signals.
Electronic coherences have 4 oscillatory contributions, two in the rephasing spec-

tra and two in the non-rephasing. These beatings appear at cross-peaks (εα, εβ) and
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(εβ, εα) in the rephasing experiment and on the diagonal coordinates (εα, εα) and
(εβ, εβ) in the non-rephasing experiment.
Assuming the most common displaced harmonic oscillator picture, the distribution
of the vibrational coherences in rephasing spectra is usually referred as ’chair pat-
tern’, since it recalls features of a chair. In non rephasing spectra, instead, the dis-
tribution is flipped upside-down. In rephasing spectra the signal occurring at coor-
dinates (ε+ ω0, ε− ω0) has oscillating character, while at (ε+ ω0, ε+ ω0) it has not.
The opposite happens in non rephasing spectra. However, it must be taken into
account that in a realistic system more than one vibrational mode can be coupled
to an electronic transition and so, also other components oscillating at frequency ωx

appear in the maps at coordinates (ε± ωx). Electronic and vibrational coherences
can also be discerned by the timescale of their dynamics. Electronic coherences gen-
erally last for tens of femtoseconds and are strongly influenced by temperature and
environmental fluctuations; on the other hand, vibrational coherences can survive
for longer times, also several picoseconds, because are less affected by inhomogene-
ity and fluctuations.

3.2. Setup

The experimental acquisition of 2DES measurements requires a specific pulse ge-
ometry. A wide range of experimental configurations have been proposed but three
main groups can be identified: (i) fully collinear geometry, where all the pulses have
the same direction, (ii) partially non-collinear geometry, in which two of the pulses
have the same direction and one is tilted of a small angle [56], and (iii) fully non-
collinear geometry, where all the pulses have different directions. All implementa-
tions have their advantages and disadvantages [57]. Our 2DES experiments are per-
formed with a fully non-collinear BOXCARS geometry, based on the setup proposed
by Hauer et al. [58] and subsequently improved [59], where the three laser pulses
propagate parallel along the vertices of an imaginary square before being focalized
on the sample. This setup has many advantages like: the use of one diffractive op-
tic element to generate all the beam replicas; the high signal-to-noise ratio due to
the background free direction of detection; the possibility of acquiring the different
contributions to the signal (rephasing and non-rephasing) thanks to the indepen-
dent scan of each beam delay. However, it often lacks of phase stability and requires
a phasing procedure, as the phase relation among pulses changes when they pass
through the wedges. In the following sections, the main elements of the setup are
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Figure 3.5: Feynman diagrams for vibrational coherences. The numbers indicate specific coordinates
of the maps in Figure 3.4 panels (c,d).

illustrated, along with the crucial steps necessary to perform the experiment.
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Figure 3.6: Feynman diagrams for electronic coherences.The numbers indicate specific coordinates
of the maps in Figure 3.4 panels (a,b).

3.2.1. Optical setup

A schematic representation of the 2DES setup is shown in Figure 3.7.
A Coherent® Libra laser system generates pulses at a repetition rate of 3 kHz and
centred at 800 nm. The outcoming pulses have a time duration of about 100 fs and
a bandwidth of about 12 nm.
A GuideStar® beam stabilizer system compensates for possible beam position drifts.
The central wavelength of the outcoming pulses is converted from 800 nm in the
visible range by a commercial non-collinear optical parametric amplifier (NOPA)
(Light Conversion® Topas White). The maximum achievable bandwidth depends
on the selected central wavelength but it is typically on the order of 80-100 nm.
Before entering the optical setup, the pulses from the NOPA pass through a pulse
shaping and a prism compressor stage, to maximize the time resolution and to
achieve complete control of the phase of the different spectral components of the
broadband pulses. A comprehensive explanation of the compression and shaping
stage is reported in section 3.2.2.
The pulse is split into four identical beams in the BOXCARS geometry, by focusing
the incoming beam in a 2D diffractive optic element (DOE) with the spherical mir-
ror (SM3). The outgoing divergent beams are then collimated and parallelized by a
doughnut-shaped spherical mirror (DSM1).
The variable time delays between the three exciting pulses are introduced by the use
of couples of antiparallel 4° CaF2 25 mm long wedges (WP). One wedge of each pair
is mounted on a translational stage (Aerotech® Ant95), whose position is computer-
controlled. The choice of CaF2 ensures to induce less phase distortion in broadband
pulses. With this configuration, the precision of the time delays between the pulses
is about 0.07 fs, even with long scanning times. The fourth pulse is used as a lo-
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Figure 3.7: Schematic representation of the 2DES optical setup. Abbreviations: (M) mirror, (SM)
spherical mirror,(P) prism, (DOE) diffractive optical element, (DSM) doughnut spherical mirror, (C)
optical chopper, (WP) wedge pair, (G) grating.

cal oscillator (LO), for heterodyne detection, and attenuated by a graduated neutral
density filter to maximize the heterodyne signal. The four beams are focused onto
the sample by DSM2.
The third-order signal is emitted in the LO direction and the signal-LO interfer-
ence is delivered to the spectrograph (Andor® Shamrock 303i) equipped with a sC-
MOS (scientific Complementary Metal-Oxide Semiconductor) camera (Andor Solis-
Newton®).

3.2.2. Compression and shaping stage

The pulse duration is directly linked to the time resolution of a 2DES experiment. A
shorter pulse ensures a better time resolution. The pulse duration depends on the
bandwidth of the laser spectrum and on the phases of its spectral components. For
a given bandwidth, the shortest achievable pulse is called transform-limited (TL)
pulse. A TL pulse is obtained when the phase of the pulse shows only a linear
dependence with the frequency. The laser field of a pulse can be written as:

E(t, ω) = S(ω) · ei(ω0t)+ϕ(ω)) (3.40)
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where Sω is the spectral shape, ω0 is the central frequency of the laser spectrum and
ϕ(ω) is the phase function. The frequency dependence on the phase can be expressed
with a Taylor series expansion around ω0 and truncated at the fourth order:

ϕ(ω) = ϕ(ω0) +
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(3.41)

Different orders describe different properties of the temporal profile of the pulse.
The first order term is related to the arrival time of the pulse. The second order
describes the linear chirp, while higher terms describe phase distortions with point
(even orders) or axial (odd orders) symmetry with respect to ω0 [60]. When a broad-
band pulse passes through an optical material with a non-constant refractive index
that changes as a function of the wavelengths, the different frequency components
in the pulse propagate in the medium with different speed, i.e., the red component
travels faster than the blue one. For this reason, each component acquires a different
phase and the pulse duration increases. Non-linear deviations, correlated to phase
distortions, must be compensated before any experiment because it is reported that
they affect the final shapes of the 2DES maps [61, 62].
In our setup, these corrections are performed by two systems: a prism compressor
and an acousto-optic programmable dispersive filter (AOPDF, Fastlite® Dazzler),
briefly described below. The AOPDF is a small device containing an acoustic-optic
crystal and a piezoelectric device that generates acoustic waves. The TL pulse can
be obtained by estimating the coefficients of the terms of the Taylor expansion and
cancelling them via the AOPDF. The performances of the AOPDF are complemented
by a standard prism compressor formed by a couple of transparent prisms made of
SF11, a material whose refractive index is wavelength dependent. The linear chirp
can be corrected by adjusting the distance and the relative angle between the prisms.
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Figure 3.8: Example of an experimental FROG signal recorded as a function of scanned time delays
and of the frequencies recorded by the camera.

3.2.3. FROG

Frequency-Resolved Optical Gating (FROG) technique is used to measure the pulse
profile. FROG consists in spectrally resolving the signal beam of an autocorrelation
measurement [63]. In our setup, we exploit the BOXCARS geometry to perform
FROG by replacing the sample with a non-zero third order material, usually DMSO.
The use of the same cuvette for the sample and the DMSO guarantees identical
operating conditions in 2DES and FROG measurements, thus retaining the same
pulse properties in the two experiments. In FROG, two of the pulses are overlapped
in space and kept fixed at time zero, while the third pulse is scanned from negative
to positive delays. The interference between the first and the second pulse acts as a
grating for the third pulse, which is diffracted and recorded with the camera in the
signal direction. A time-frequency map is registered as a function of the scanned
delay times and of the frequencies recorded by the camera (Figure 3.8). The width
of the signal along the x-direction provides the time duration of the pulse for each
frequency, while the width of the signal along the y-axis represents the frequency
spectrum of the pulse. For a TL pulse, the maximum signal is generated when the
three pulses are superimposed in time. Different distortions can affect the shape
of a FROG signal caused by changes of the coefficients of the second, third and
fourth-order terms of the Taylor expansion in Equation (3.41). In order to have a
pulse duration as short as possible, FROG measures are iteratively performed while
changing the coefficients of the different terms of Equation (3.41) via the AOPDF
and checking the FROG result until the best temporal resolution is found.
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3.2.4. Time delays calibration

In non-collinear 2DES experiments, the phase of the final signal is a linear combi-
nation of the phases of all the pulses. In our setup, the time delay between exciting
pulses is controlled by translation stages that adjust the wedges position and the
amount of CaF2 that the pulses pass through. To obtain meaningful 2DES spectra,
the accuracy of the translation stage should be good enough to conserve the phase
difference between the pulses in the entire scanned time range.
In our procedure, a linear relation associates the position xi (in mm) of the ith stage,
and thus the position of the wedge, with the time delay τi (in fs) of the ith pulse:

τi(xi) = ci(xi − zi) (3.42)

where ci is the linear calibration coefficient (fs/mm) to be determined. τi(xi) is calcu-
lated with respect to the time zero of the experiment, i.e. when all the linear stages
are in the position zi which ensures an equal time delay of all the exciting pulses
from LO.
The calibration procedure allows us to retrieve (i) the time zero of the experiment,
namely the positions zi of the three linear stages that satisfy the condition: τi(zi) = 0
fs; (ii) find the linear coefficients ci to convert a displacement of the stage in a time
delay from the zero of the experiment. The overall calibration method in detail is re-
ported in [59] and resolves some of the most important issues of non-collinear 2DES
setups [64], crucial to obtaining high quality 2DES data.

3.2.5. Phase matching

In a BOXCARS 2DES experiment, the propagation of the exciting beams at the three
vertices of a square is crucial to generating the third-order signal along the fourth
vertex, corresponding to the LO propagation direction. For this reason, the four
beams should be carefully aligned in order to avoid deviations of even small an-
gles, which could produce artefacts in the measured signal. The optical WP used to
time delay the pulses represents a critical factor and could induce deviations if not
properly aligned. The procedure employed to correct this deviation consists of two
steps. First, the four beams position is recorded on a portable camera and the setup
is perfectly aligned without wedges. Then, the wedges are placed on the transla-
tional stages and deviations from the previous beams’ path are corrected by slightly
rotating the wedges along both the horizontal and vertical axes. Finally, the transla-
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tional stages are moved along their entire length and the conservation of the beams
position is checked to ensure that the phase-matching condition will be preserved
during a 2DES measurement.

3.2.6. Time scan definition

In our 2DES setup, we have an independent control on the scan of each pulse, mean-
ing that we can scan all the different time delays of the three exciting pulses. Since
the phase of the heterodyne detected signals can be expressed as a combination of
the phases of each pulse:

ϕR
signal = −ϕ1 + ϕ2 + ϕ3 − ϕLO

ϕNR
signal = +ϕ1 − ϕ2 + ϕ3 − ϕLO

(3.43)

the most convenient configuration to perform a 2DES experiment consists in fix-
ing the time delay between the third beam and LO. The remaining two pulses are
scanned simultaneously to obtain 2DES spectra. This choice makes it possible to
gain phase stability; indeed, the phase of the measured signal is a function only of
the phase difference between beams 1 and 2 since ϕ3 − ϕLO is kept constant during
the scan.

3.2.7. Signal acquisition

In a 2DES experiment, a direct measurement of the third-order signal (homodyne
detection) is not a convenient approach. Indeed, the signal intensity is typically
very low since it is proportional to the squared modulus of its electric field ( IS ∝
|ES(t)|2).
A more useful detection scheme is the heterodyne detection, which consists in the
acquisition of the interference between the emitted signal and the LO, which prop-
agates in the same direction as the signal. This approach provides a linear rela-
tionship between the signal field and the light intensity. In this scheme, the total
intensity is written as [57]:

ITOT ∝ |ES(t) + ELO(t)|2 ∝ Is(t) + ILO(t) + 2R {E∗
LO(t) · ES(t)} (3.44)

After neglecting the intensity of the signal, much smaller than the mixed contribu-
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tion, and subtracting the intensity of LO, obtained from a separate measurement,
the signal intensity can be expressed as:

IHET ∝ R {E∗
LO(t) · ES(t)} (3.45)

One of the advantages of this detection method is that the signal-to-noise ratio is
increased because of the linear dependence.
A problem of heterodyne detection is the presence in the signal of several spurious
contributions detected by the sCMOS. In addition to the homodyne signal (|ES|2)
and to the LO signal (|ELO|2), also scattering from the exciting pulses in the sig-
nal/LO direction has to be removed. For these reasons, a double lock-in detection
scheme modulation is employed [65]. In this scheme, two of the incoming pulses,
k⃗2 and k⃗3, are modulated with two optical choppers, whose frequencies are chosen
considering the laser repetition rate and the operating frequency of the recording
camera: in our setup, the frequencies were set to 250 Hz and 50 Hz, respectively. It
is important to consider that the higher modulation frequency should be a multiple
of the smaller one, in order to achieve the right phase-locking of the signal and to
avoid phase instability. With this acquisition, the signal appears at the sum (300
Hz) or at the difference (200 Hz) of the modulation frequencies. The intensity of the
recorded signal can now be expressed as:

ITOT ∝ IS(t) + 2R {E∗
LO · ES}+ 2R {E∗

1 · ES}+ 2R {E∗
2 · E3} (3.46)

Most of the scattering contributions are removed, since they reach the camera with
the frequency of modulation of a single chopper or they are not modulated at all.
However, the acquired signal still contains some unwanted contributions, as re-
ported in Table (3.1). Those contributions will be removed from the signal during
the data processing steps, as described in the next section.

3.3. Data Processing and Analysis

The 2DES collected data are stored in the form of a 3D-matrix, containing all the
signal-LO interference registered as a function of t1, t2 and ω3. However, before
data analysis, a preliminary processing step is required to remove the scattering
contributions still present. Both the preliminary processing and the data analysis
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Table 3.1: All the possible signal contributions acquired by the detector. Only the real part of these
contributions can be recorded. The double lock-in method allows removing most of the spurious
contributions and only the contributions highlighted in red are retained and must be removed in the
data processing procedure.

x E∗
1 E∗

2 E∗
3 E∗

LO E∗
S

E1 |E1|2 E1E
∗
2 E1E

∗
3 E1E

∗
LO E1E

∗
S

E2 E2E
∗
1 |E2|2 E2E

∗
3 E2E

∗
LO E2E

∗
S

E3 E3E
∗
1 E3E

∗
2 |E3|2 E3E

∗
LO E3E

∗
S

ELO ELOE
∗
1 ELOE

∗
2 ELOE

∗
3 |ELO|2 ELOE

∗
S

ES ESE
∗
1 ESE

∗
2 ESE

∗
3 ESE

∗
LO |ES|2

are done with a home-written MATLAB® routine.

3.3.1. Preliminary processing

The preliminary processing consists of a series of steps described in detail in previ-
ous literature [59]. The most important steps are quickly detailed in the following
paragraphs. The recorded interference can be expressed as:

EsE
∗
LO = Es(ω3)ELO(ω3) e

iω3(τs−τLO) (3.47)

with Es(ω3) and ELO(ω3) the square root of the corresponding fields intensity and
(τs − τLO) the time delay between signal and LO.
Firstly, the raw data are divided by the root square of the LO spectrum to retain
only the signal field and the emission axis is interpolated in order to obtain an en-
ergy axis evenly spaced. To isolate the pure signal from the Es ·E∗

LO contribution, it
is necessary to work with complex data; in doing so, the causality property can be
exploited: since the LO arrives at the camera after the signal, (τs− τLO) must be neg-
ative and this is imposed by means of a Hilbert transformation. After this operation,
the signal becomes a complex valued signal; then a correction for the delay between
LO and the zero of the experiment is applied. To reduce the sampling frequency of
the signal in the t1 axis, a rotating frame approach is applied [66].
At this point, the 2DES data must be phased; indeed, the signal contains both a real
and an imaginary part, so it is possible to maintain only one part by simply deciding
the correct phase to apply. Generally, we are interested in the real part of the signal,
because it carries information on the absorptive phenomena happening during the
relaxation dynamics of the system under investigation.
A further correction in the phase is necessary because the LO and the exciting pulses
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pass through different mediums. In order to remove the spurious contributions still
present, a time-filtering in the t3 dimension is applied by means of a super-Gaussian
function; only the third-order signal can be retained by tuning the filter appropri-
ately, taking care not to create artefacts. The fact that the pulses pass through the
wedges produces a small dispersion of the pulse spectral components, which af-
fects t1 and t2 delays; for this reason, the delay trend is corrected using Equation
3.41.
Finally, the last step is the Fourier transform along t1, in order to obtain the 2D
excitation-emission maps at each scanned value of t2.
All these operations are performed both for rephasing and non-rephasing datasets;
if more than one data has been collected, this preliminary processing is applied to
each dataset and then the final data is averaged among all the datasets.

3.3.2. Data Analysis

Once the preliminary processing described above is applied, the data are stored in
a 3D-matrix as a function of ω1, t2 and ω3. The study of the evolution of the signal
along t2 provides information about several processes, i.e. the relaxation dynamics
of the systems, the presence and the evolution of vibrational, electronic or vibronic
coherences or the possibility of energy transfer processes. Moreover, the position of
the peaks in a 2D map is informative of the energies of the main states involved in
the dynamics of the system and the shape of the peaks provides a way to charac-
terize homogeneous and inhomogeneous broadening. All the processes described
above can be divided into two groups, depending on the evolution of the signal
along t2. The first group comprises non-oscillating pathways, where the system
reaches a pure state after the first two interactions and evolves following its relax-
ation dynamics. The second group includes oscillating pathways, in which the sys-
tem reaches a coherent superposition of states after the first two interactions; thus,
the signal oscillates during t2 with a frequency proportional to the energy gap of the
states involved in the coherence, until it dampens over time with its dephasing rate.

3.3.2.1. Global analysis of coherence and population dynamics

For data analysis, we applied the global fitting procedure proposed by Volpato et
al. [67], based on finding the best solutions of a minimization problem through
the variable projection algorithm. It allows retrieving simultaneously both the non-
oscillating and oscillating components of the signal by fitting the data with a sum
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Figure 3.9: Schematic representation of the fitting procedure. Rephasing and non-rephasing data
(XR and XN ) are subsampled and reshaped into the matrix Y, to which the global fitting procedure
is applied. From the fitting frequencies, decay constants and matrix A are recovered. Rephasing
and non-rephasing amplitude maps are obtained from matrix A for each complex exponential decay
component. Two types of maps can be identified: decay-associated spectra (DAS) for non-oscillating
signals and coherence-associated spectra (CAS) for oscillating signals. Reproduced from ref. [67].

of complex exponential functions. At the end of the fitting procedure, frequencies,
damping times and amplitude maps for all the fitted components of both rephasing
and non-rephasing signals can be retrieved in one step. A schematic summary of
the fitting procedure is reported in Figure 3.9. From the global fitting procedure, we
obtain two different kinds of amplitude maps, useful to interpret the dynamics of
the signal evolving in time. Decay-associated spectra (DAS) are obtained by fitting
the signal with non-oscillating exponential functions and are used to model the de-
cay of the populations along t2. A 2D-DAS describes the amplitude distribution of
the signals that do not oscillate in time. We only retrieved the real part of a 2D-DAS,
since population dynamics are usually associated with absorptive phenomena. In
a 2D-DAS, a positive (negative) contribution means that the signal is exponentially
decaying (rising) with the associated time constant derived from the fitting proce-
dure.
Coherent-associated spectra (CAS) are used to model the oscillating dynamics of
vibrational and electronic coherences between two states of the system. They are
obtained by fitting the signal with complex exponential functions to retrieve infor-
mation on the phase, frequency and amplitude of the beatings.

3.3.2.2. Power spectrum of frequencies

The oscillating dynamics of a system can be also investigated with an alternative ap-
proach: the non-oscillating part of the signal can be removed by subtracting it from
the total signal and the remaining matrix of oscillating residues can be analyzed
separately. The simplest methodology to extract the frequencies of the oscillations
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in t2 consists of integrating the 2D maps of residues along both the excitation and
the emission axes and Fourier-transforming along the t2 axis. In this way, a power
spectrum of frequencies, representing the intensities of the beatings that oscillate
along t2, can be obtained. In principle, the power spectrum results analogous to a
Raman spectrum if only vibrational coherences contribute to the beatings. Thus, it
represents a useful method to distinguish when a particular beating mode is due to
a vibrational coherence or to other phenomena, like electronic coherences or solvent
contributions. Indeed also vibrational contributions of the solvent can be retrieved
and identified by comparison with the Raman spectrum of the solvent.

3.3.2.3. Time-frequency transform

Another approach to investigate the oscillation dynamics of a system is based on
time-frequency transform (TFT) [68]. The advantage of TFTs is that they retain in-
formation on both time and frequency dimensions, unravelling the dynamics of os-
cillating signals. Thus, it is possible to follow the evolution of these oscillations
along t2 and determine their dephasing times. Briefly, the oscillating residues, ob-
tained by subtracting the non-oscillating part of the signal, are extracted for a spe-
cific point (ω1, ω3) of the 2D map and then analyzed by a bilinear transform, in our
case an optimized smoothed pseudo-Wigner Ville (SPWV) transform [69]. In this
way, for each beating component it is possible to identify the frequency, along the
y-axis, and its associated damping time, along the x-axis.
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4.1. Introduction

The work presented in this Chapter aims at investigating the spectroscopic proper-
ties of isolated chlorophyll b (Chl b) molecules in solution. Chl b is one of the most
important photosynthetic pigments, found in land plants, cyanobacteria and green
algae. The majority of Chl b is usually found inside of light-harvesting complexes
(LHCs), large pigment-protein complexes responsible for the early steps of pho-
tosynthesis. Its biological functions in these photosynthetic complexes have been
widely studied in the literature. For example, it is known that Chl b expands the
spectral range of wavelengths absorbable by a photosynthetic system, so it is used
for capturing sunlight and tunnelling it to the reaction centres together with chloro-
phyll a (Chl a) [70, 71]. Chl b also plays an essential role in enhancing the turnover
of LHCs, which is probably related to its capability of binding more tightly to the
LHC with respect to other chlorophylls species [72].
Usually, LHCs involve multiple interactions of the pigments between each other
and with the protein backbone [73, 74]. Nevertheless, the complexity of these in-
teractions often hinders an in-depth comprehension of all the fine details regulating
the biological functions. For these reasons, preliminary investigations on the photo-
physical properties of isolated Chl b may be of help to disentangle its role in these
complex environments. In previously reported studies, Chl b dynamics have been
investigated through different time-resolved techniques [75, 76], and also multidi-
mensional spectroscopy [77, 78], to disclose more details on its relaxation dynamics.
However, all these works focused on processes happening on a longer timescale,
studying, for example, the internal conversion dynamics [76] or the spectral diffu-
sion [77] after the first hundreds of femtoseconds after excitation. Nonetheless, the
very early steps of the relaxation dynamics immediately after photoexcitation are
crucial to understanding all the ensuing processes, including energy transfer when
the Chl b molecule is part of a light-harvesting chromophore network. Thus, in this
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work, we applied 2DES to investigate the sub-100 fs relaxation dynamics of Chl b
within the Q-bands. The measures were performed both at room temperature and
at 77 K to evaluate the contribution of different dynamic mechanisms present in the
two different conditions.

4.1.1. Experimental Methods

Chl b from spinach was purchased from SigmaAldrich and used without further
purification. For 2DES measurements at room temperature Chl b was dissolved in
a 4:1 methanol-ethanol mixture and diluted until reaching an optical density of 0.3
on the Q-bands maximum in a 1 mm cuvette. For 2DES measurements at 77 K the
sample was prepared by dissolving Chl b in a 4:1 methanol-ethanol mixture, until
an optical density of about 0.3 was reached in the Q-bands maximum in a 0.5 mm
cuvette. The ethanol-methanol mixture was selected for its capability of forming a
good glass matrix at 77 K. We ruled out the presence of Chl b aggregates at these
conditions lowering the concentration down to one order magnitude and observing
no spectral changes in the normalized steady-state absorption spectra.
Since Chl b is particularly sensitive to photo-oxidation, all the solutions were de-
gassed and immediately sealed. Moreover, steady-state absorption spectra were
acquired before and after each scan to control that no degradation of the sample
happened during the 2DES measurements.
2DES measurements were performed tuning the laser spectrum to cover the Q-
bands spectral region. Therefore, the outcoming pulses were centred at 15380 cm-1

(650 nm). The pulse duration, optimized through FROG measurements, was com-
pressed to 10 fs, leading to a spectral bandwidth of about 1471 cm-1. The pulse
energy was 7 nJ at the sample position. The optical setup for 2DES measurements
was described in detail in Chapter 3. An Oxford Instruments OptistatDN cryostat
was employed for the measurements at 77 K. The population time t2 was scanned
from 0 to 1000 fs, in steps of 7.5 fs, while the coherence time t1 was scanned from 0
to 125 fs in steps of 3 fs. Each experiment was repeated at least five times to ensure
reproducibility.

4.1.2. Linear Characterization

The linear absorption spectra measured for Chl b in a 4:1 ethanol-methanol mixture,
both at room temperature (RT) and at 77 K, are reported in Figure 4.1(b).
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Figure 4.1: (a) Normalized absorption spectra of Chl b in the Q bands region at room temperature
(light blue) and at 77 K (dark blue). The grey area represents the laser spectrum profile used in the
2DES experiments. (b) Molecular structure of Chl b. Adapted from Ref. [84].

The electronic properties of Chl b are conventionally explained according to Gouter-
man’s four orbital model [79, 80]. Within this framework, the lowest energy tran-
sitions, labeled as Q-bands, are the result of two possibly overlapping independent
electronic transitions identified as Qx (S0 → S2) and Qy (S0 → S1) [81]. The subscripts
x and y identify the polarization directions within the macrocycle plane, as illus-
trated with gray arrows in Figure 4.1(b). Higher energy vibronic transitions arise
instead as separated sidebands, usually identified as Qy(0,1) and Qx(0,1), respec-
tively.
At RT, the lowest energy band at 15420 cm-1 (648 nm) is assigned to Qy(0,0) tran-
sition, while higher energy signals are attributed to the mixing of Qy(0,n) and Qx

states [76, 82]. At RT, these bands are broadened by the activation of low-frequency
molecular vibrations and by inhomogeneous effects. Conversely, as expected, the
spectrum at 77 K is slightly blue-shifted with respect to the one at RT and is charac-
terized by narrower bandwidths [83].

4.1.3. Results

A comparative study of the ultrafast dynamics of both Chl b at RT and at 77 K was
performed by means of 2DES. The investigated spectral region covers the lowest
energy part of the Q-band, as shown in Figure 4.1(a).
The 2DES response can be visualized in a series of 2D frequency-frequency maps
correlating the excitation (x-axis) and the emission (y-axis) frequencies for each value
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Figure 4.2: Absorptive 2DES maps of Chl b in a EtOH-MeOH 4:1 mixture recorded at (a) RT and at
(b) 77 K at selected values of population time. Grey dashed lines in the map at population time of 1
ps at 77 K pinpoint the positions of the main vibronic features at an excitation energy of 15400, 15990
and 16400 cm-1. Adapted from Ref. [84].

of the population time [46, 47].
Figure 4.2 shows the evolution of the 2DES signal as a function of the popula-

tion time at RT (panel a) and at 77 K (panel b). For both sets of measurements,
the main feature in the 2D maps is a diagonal peak attributed to the ground state
bleaching and stimulated emission of the Qy(0,0) band excited by the laser. In ad-
dition, the presence of cross peaks can be assessed at symmetric off-diagonal posi-
tions. The most intense cross peak is centered at coordinates of about (16000, 15250)
cm-1, which position is consistent with the coupling of Qy(0,0) state with vibrational
modes in the range 200-1100 cm-1. These modes are also responsible for the broad-
ening and the vibronic progression in the linear absorption spectrum. Ultrafast re-
laxation processes from higher states can also contribute at these spectral coordi-
nates, as verified for Chl a. All these spectral features are expected for isolated Chl
b molecules in solution and in agreement with what was previously reported for
other chlorophylls and tetrapyrrole compounds [85–88].
A first qualitative comparison of the response at RT and at 77 K reveals significant
differences in the spectral shape of the signals and their related time evolution. At
RT, the 2D maps are characterized by a broader signal that is initially elongated
along the diagonal and becomes more rounded at longer population times. On the
contrary, the signal on the maps recorded at 77 K appears significantly narrower, es-
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pecially along the anti-diagonal dimension, and does not show a relevant evolution
of the peak shape in the investigated time window of 1 ps. The narrower band-
width allows us to identify more clearly the vibrational modes which contribute
most to the lower diagonal cross-peaks, where signals at an excitation energy of
about 15400, 15990 and 16400 cm-1 can be identified. The coordinates of these sig-
nals are consistent with the energy of the vibronic features emerging also from the
absorption spectrum at 77 K and with the frequency of the most intense vibrational
modes of the Chl b molecule, as also outlined by Raman spectroscopy (see Figure
4.6(a)).
To clarify the dynamics underlying the time evolution of the 2DES response, the
data have been analysed through a multi-exponential global fitting procedure [67],
where the first 10 fs were omitted to minimize possible artifacts arising from pulse
superposition. This fitting procedure allows retrieving both the oscillating and non-
oscillating dynamics of the 2DES response and could efficiently disentangle the dif-
ferent components that contribute to the evolution of the 2DES signal [67].
Focusing first on the non-oscillating population dynamics, the global fitting reveals
a bi-exponential decaying behaviour for both RT and 77 K measurements. The
fitting results (Figure 4.3) are shown in terms of 2D-DAS (2D-Decay Associated
Spectra), each one associated with a specific time constant resulting from the bi-
exponential fitting of both sets of measurements. For the solution of Chl b at RT,
the fitting analysis revealed two time constants of about 150 fs and >1 ps, respec-
tively. The longer time constant captures the dynamics of all processes that happen
in a timescale longer than the investigated time window [86, 89, 90]. Also the de-
velopment of an excited state absorption (ESA) is included in these dynamics and
manifested as a negative feature at coordinates (15410, 14350) cm-1, whose inten-
sity progressively decays as the population time increases. The same phenomenon
has already been observed for solutions of Chl b in different solvents in the same
timescale [77]. The 2D-DAS associated with the ultrafast component exhibits a sig-
nal that is decaying on the diagonal (red area) and rising on the two regions above
and below diagonal (blue areas). As already reported in the literature, when con-
sidering the dynamics of the monomeric Chl b in different solvents, time constants
of hundreds of femtoseconds are typically ascribed to the spectral diffusion process
[85, 87, 89, 90]. Indeed, fluctuations in the environment surrounding an isolated
chromophore cause changes in its electronic transition frequency [85], causing a loss
of correlation between the absorption and emission frequencies as the population
time evolves. This is also reflected in the progressive ’rounding’ of the main diago-
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Figure 4.3: 2D-decay associated spectra (2D-DAS) resulting from the global fitting of the 2DES maps
recorded for Chl b at (a) RT and (b) 77 K. The associated time constants are reported in each panel. A
positive (negative) amplitude is recorded where the signal is decaying (rising) and indicated with a
red (blue) colour. Adapted from Ref. [84].

nal peak, as already pointed out in the 2D-maps at RT. The estimated time constant
of 150 fs is in good agreement with the typical timescales found for the solvation dy-
namics of dyes in MeOH and EtOH and can be assigned to the inertial component of
solvation that results from the libration motion of the solvent molecules [85, 89, 91–
93].
Differently from what was found for Chl a in similar conditions, no evident signa-
tures of ultrafast Qx → Qy relaxation could be captured in Chl b. A possible explana-
tion could be found in a different degree of mixing of the Qx and Qy bands, stronger
in Chl a than in Chl b [82]. This would also justify the modified rate of Qx-Qy inter-
nal conversion in the two molecules [76].
A deeper understanding of the relaxation dynamics of Chl b in the ultrafast regime
can be achieved by analysing the 2DES data collected at 77 K. Also for Chl b at 77
K, the global fitting analysis revealed two time constants of 60 fs and > 1 ps. The
longer time constant describes dynamics similar to that recorded at RT, while the
fastest component has a shorter time constant. At 77K, it is unlikely that the 60 fs
dynamics originate from a spectral diffusion process. Indeed, it is expected that
the spectral diffusion process is slowed down because the solvent fluctuations are
dumped by the glass matrix [93]. Moreover, the associated 2D-DAS shows a signal
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Figure 4.4: Centre line slope method results for Chl b at RT (blue) and 77K (red). The error in the
determination of the centre line slope is estimated in the order of the 10%. Adapted from Ref. [84].

distribution different from the typical spectral shape expected for spectral diffusion.
In addition, the rounding of the peak in the 2DES maps recorded at 77 K is less evi-
dent if compared to the ones measured at RT.
To verify this assumption, we applied the center line slope method (CLS), a method-
ology often used to study spectral diffusion in 2D spectra [77, 94]. Following the
procedure reported in ref.[77], the center line of the 2D signal at a selected value of
population time t2 has been determined by using Gaussian functions fitted to slices
parallel to the emission frequency y-axis. The obtained center line was then fitted
by linear regression from which the angular coefficient was retrieved. We repeated
this procedure for a number of 2D maps at selected values of t2 from 20 to 500 fs and
we plotted the slope values as a function of t2 (circles) in Figure 4.4. The CLS at RT
clearly shows a mono-exponential decay behavior with a time constant of 115 ± 36
fs (blue dashed line). No decay of the CLS is instead recorded at 77K, implying that
there is no correlation loss due to solvent dynamics in this timescale at this temper-
ature and confirming our assumption.
The 2D-DAS, together with a decaying signal on the diagonal, distinctly shows the

presence of a rising amplitude at the lower diagonal cross peak coordinates, where
the vibrational modes more strongly coupled with the Qy transition contribute, as al-
ready shown in Figure 4.2(b). The presence of negative features below the diagonal
in the ultrafast timescale is typically associated with relaxation phenomena moving
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Figure 4.5: (a) 2D-DAS relative to the 60 fs component obtained for Chl b at 77 K. The circle and the
square markers pinpoint relevant diagonal and off-diagonal coordinates: (15580, 15580) and (14900,
16050) cm-1, respectively. (b) Signal decay extracted at relevant coordinates identified by the square
(upper panel) and circle (lower panel). Adapted from Ref. [84].

population from higher to lower energy states [88, 89, 95]. This relaxation can also
be identified by direct inspection of the signal decay at relevant coordinates. For
example, in Figure 4.5, we reported the decay of the signal at diagonal coordinates
(square) and the corresponding rise, with the same time constant, of the signal at
off-diagonal coordinates (circle).
It has been reported that the exciting energy is quickly dumped into molecular vi-
brations through fast internal conversion when the modes of the bath are hindered
by the low temperature [96]. These findings suggest that, at 77 K, when the spectral
diffusion due to the inertial component of solvation is inhibited, the first mecha-
nism of relaxation involves the redistribution of energy to vibrational modes. The
distribution of the negative amplitude signal in the 2D-DAS associated with the 60
fs time constant is characterized by an emission frequency (y-coordinate) of about
15000 cm-1, corresponding to the lowest energy Qy (0,0) band and representing the
final relaxed state. On the excitation axis (x-coordinate) we recognize two maxima
at about 16000 and 17000 cm-1, which suggests that vibrational relaxation mainly
involves vibrational modes in the frequency range of 1000–2000 cm-1. This finding
is particularly relevant if compared with the results of simulations performed on
Chl a and suggests that only a subset of vibrational modes, also in this case with
frequencies in the range of 1400–2000 cm-1, seems to actively support the internal
conversion process [97]. Non-radiative relaxation of excited electronic states is in-
variably accompanied by vibrational energy redistribution and the vibrational de-
grees of freedom are reported to assist the internal conversion processes in different
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Figure 4.6: (a) Raman spectrum of Chl b (b)Power spectra of frequencies obtained from the analysis
of the purely absorptive 2DES maps of Chl b at RT (blue) and at 77 K (red). Before calculating the
residues, the 2DES response has been normalized on its maximum in order to allow a comparison
between the amplitudes of the beatings in the two sets of measurement. Adapted from Ref. [84].

tetrapyrrole compound [97–100]. Here, we exploited the multidimensionality of the
2DES technique to identify the main vibrational modes involved in this relaxation.
The analysis of the beating behaviour supports this interpretation. The oscillating
residues, obtained after the subtraction of the decaying part of the signal, have been
Fourier transformed to get the power spectrum of frequencies, which correlates the
intensity of each beating component to its frequency [68]. Figure 4.6(b) reports the
power spectra of Chl b at RT and at 77 K. The beatings in the 2DES signal of isolated
dyes in solution originate from vibrational coherences in the ground and excited
state, and can be directly compared to the vibrational modes in Raman spectra (Fig-
ure 4.6(a)).

The overall amplitude of the beating in the Chl b response, both at RT and 77
K, is not particularly intense. This can be justified considering the low value of
the Huang-Rhys factors of the vibrational modes for chlorophyll molecules [82, 83].
Nonetheless, a few vibrational modes typical of tetrapyrrole compounds and al-
ready widely documented in the literature can be identified at about 200, 296, 380,
450, 530, 770, 926, 1120 and 1260 cm-1 [86, 87, 89, 90]. Moreover, with respect to
RT, the amplitude of the vibrational modes with a frequency lower than 700 cm-1

appears strongly quenched in the power spectrum at 77 K (200, 296, 380, 450 and
530 cm-1), whereas the amplitude of higher frequency modes is more or less con-
served (770, 926, 1120 and 1260 cm-1). This trend is expected considering that the
low frequency modes are usually characterized by a certain degree of anharmonic-
ity, which introduces a temperature dependence of the dephasing [101] and of the
coupling [102]. Nonetheless, this also confirms the critical role of high frequency
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modes in the early time ultrafast relaxation dynamics of Chl b.

4.2. Final remarks

The ultrafast dynamics of Chl b have been characterized by means of the 2DES tech-
nique both at RT and at 77 K. The measurements at RT allowed the characterisation
of the spectral diffusion processes associated with the inertial component of solva-
tion, with a time constant of 150 fs. The comparison with the experimental results
obtained on Chl a solutions in similar experimental conditions [89] highlighted a
marked difference in the internal conversion mechanism among the two molecules.
Unlike Chl a, in Chl b there is no trace of internal conversion between Qx and Qy

bands in the timescale of hundreds of fs. This confirms previous assumptions based
on indirect experimental findings [78, 97] and supports theoretical predictions sug-
gesting a lower degree of Qx-Qy mixing in Chl b [82].
At 77 K, where the inertial motion of solvent molecules is frozen, the primary mech-
anism dominating the first stages of the relaxation of the excited state is an ultrafast
(60 fs) redistribution of energy into vibrational modes. While it is known that the
non-radiative relaxation of excited electronic states is invariably accompanied by
vibrational energy redistribution, we could also verify the importance of a selected
subset of vibrational modes assisting the internal conversion process. The charac-
terization of these dynamic and mechanistic details is an important piece of infor-
mation for a better understanding of the role of Chl b in light-harvesting complexes.
To verify whether or not the presence of Chl b within a protein environment could
affect its relaxation dynamics, in the following Chapter we built on the knowledge
acquired in this work to study a model pigment-protein complex. In particular, we
wanted to correlate possible changes in its optical response to the complex interplay
between the chromophores and the protein environment.
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5.1. Introduction

When chromophores are embedded in a protein scaffold, the heterogeneity of the
protein environment can deeply affect their spectral properties and their dynam-
ics [20]. In a general framework, the scaffold controls the arrangement of chro-
mophores, leading to an optimized structure and improving the efficiency of excited-
energy transfer between the bound pigments [15, 18]. Specific interactions between
chromophores and individual amino acids are reported to tune the spectroscopic
properties of the pigments: they may affect the interchromophore interactions by
determining their 3D arrangement or by modifying their site energy [15, 18, 20, 27,
31]. Interestingly, it has been demonstrated that the tuning of the chromophores
properties can be achieved by the formation of hydrogen (H) bonds between the
protein and the pigment [18, 31, 103]. Notwithstanding, several details of the com-
plex interplay between the active molecules and the protein environment at the
molecular level are not yet fully clarified. Moreover, the investigation can be rather
complicated by the great number of different pigments bound in each protein sub-
unit.
In this context, the Water-Soluble Chlorophyll-binding Protein (WSCP) represents
an ideal model system to investigate more deeply this kind of interactions. WSCPs
are a group of water-soluble proteins found in many higher plants containing only
Chl molecules and no carotenoids [104]. Two classes of WSCPs are distinguished
according to their photophysical properties: class I WSCPs are subject to photocon-
version [105], whereas class II WSCPs are not sensitive to illumination [105, 106].
Type II WSCPs can be further divided into class IIa and IIb [107], depending on
their Chl a/b ratio in native complexes and on the absorption spectra of the bound
Chls [108].
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The structure of class II WSCPs shows a tetrameric architecture formed by four iden-
tical subunits of about 20 kDa, each binding only one Chl molecule (Figure 5.1(b))
[109, 110]. The mechanism of tetramer formation is still under investigation but it
seems to be promoted by Chl binding. Indeed, it has been hypothesized that the
pre-formation of a Chls dimer could be the initial step in the oligomerization pro-
cess and could lead to the stabilization of the tetrameric complex [111]. The four
Chls are packed in a hydrophobic cavity within the protein matrix, forming two
“open-sandwich” dimers [112], as shown in Figure 5.1(b) and (c).
The biological role of WSCP is still unclear. WSCPs do not seem to be directly in-
volved in photosynthesis, as class-II WSCPs are not located in the chloroplasts [113].
The fact that WSCPs of different species are found in different plant organs suggests
that each WSCP can perform different biological functions. Among all, WSCP has
been proposed to function as a scavenger of Chls that are released during cellular
breakdown or disruption [110, 113] under stress conditions [114], due to its ability
to extract and bind Chls from thylakoid membranes [115].
In this work the attention is focused on the ultrafast relaxation dynamics of four
pigment–protein complexes, obtained by reconstituting two WSCPs, either from
Brassica oleracea (belonging to class IIa, in the following denoted as Bo) or Lepid-
ium virginicum (belonging to class IIb, denoted as Lv) with only Chl a or Chl b. The
four resulting complexes are labeled Bo-a, Bo-b, Lv-a, and Lv-b, respectively.

5.1.1. Crystallographic structure

The crystal structure of the native WSCP extracted from Lepidium Verginicum (LvWSCP)
was determined by X-ray crystallography at 2.0 Å resolution [110]. The protein
shows a homotetrameric structure, with the four chains composing the tetramer re-
lated by a nearly strict 222 symmetry except for the outer loops, which deviate from
this symmetry. The WSCP tetramer can be described as a dimer of dimers, where
pairs of chains 1-2 and 3-4 (numbered as shown in Figure 5.1(b)) are the principal
dimers. Each of the four protein subunits binds only one Chl molecule. The four
Chls are tightly packed in a hydrophobic cavity at the center of the tetramer. Each
Chl binds to its monomer through a coordination bond between the carbonyl oxy-
gen of a proline residue (P36) and the central Mg2+ ion of the Chl. The pigments
are β-ligated, namely from the top of the macrocycle. This is an uncommon feature
in Chl-binding proteins where chlorophylls are predominantly α-ligated (from the
bottom of the macrocycle) [116, 117]. The four Chls are related by a pseudo 222 sym-
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metry and are organized into two dimers, Chl-1/Chl-2 and Chl-3/Chl-4. The Chl
dimer has an "open-sandwich" structure with an interplanar angle of 27°. The four
phytyl chains of the Chl molecules protrude from the tetrapyrrole dimer at one end
facing each other, therefore creating a hydrophobic cavity at the tetramer center.
This hydrophobic interaction is considered to be the driving force of tetrameriza-
tion.
The structure of recombinant WSCP from Brassicaceae (BoWSCP) was resolved at 1.9
Å resolution [109]. The crystallographic structure of Bo-a is shown in Figure 5.1(b).
The LvWSCP and BoWSCP protein sequences are highly homologous. Indeed, the
protein structures and Chls arrangements in monomeric and dimeric subunits are
very similar to that of LvWSCP described above. However, BoWSCP differs for the
relative dimers orientation, showing a 60° rotation of one of the two dimeric units
against the other within the tetramer. The main difference is a deformation of the
planar Chl macrocycle in BoWSCP with respect to LvWSCP. In particular, an as-
paragine at position 38 (N38) in LvWSCP is replaced by an alanine at position 34
(A34) in BoWSCP. For this reason, a conserved tryptophan residue (LvWSCP W154,
BoWSCP W151) forms an alternative hydrogen bond with the backbone oxygen of
A34. The tryptophan sidechain moves and this leads to a bending of the ring out of
the Chl macrocycle plain.

5.2. Calculation of the electronic coupling

The structural arrangement of the four Chls in the protein scaffold can be modeled
as a dimer motif. The electronic coupling V is expressed in terms of dipole-dipole
interaction [49]:

Vmn =

(
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4πε0εr
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α · µn
α)

r3
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− 3
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α · rmn)(µ
n
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]
(5.1)

where the subscripts m and n run over the four Chls molecules in the WSCPs, µm
α is

the transition dipole moment of the isolated Chls in a spherical cavity (4.58 D for Chl
a and 3.83 D for Chl b) [119] and rmn is the relative distance between pairs of Chls
taken from the center of one molecule to the center of the other; ε0 is the dielectric
constant in the vacuum and εr is the relative dielectric constant assumed to be 2.40,
as derived from a refractive index of 1.55 typical for protein environments [110].
f 2
i is the local-field correction, considering the molecules embedded in a spherical
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Figure 5.1: (a) Molecular structure of Chl a and Chl b. They differ in the R2 group in the C7 position.
(b) Crystallographic structure of Bo-a, where the tetrameric architecture is recognizable. Chls a are
shown as green sticks, and the protein scaffold is shown in gray. The structures of Bo-b, Lv-a, and
Lv-b present similar tetrameric structures. (c) Arrangement of the Chl molecules inside the tetramer,
organized in two “open-sandwich” dimers. Center–center distances are shown with yellow dashed
lines. The phytyl chains are omitted for clarity. (d,e) Detail of the surroundings of Chl b’s formyl
in (d) Bo-b and (e) Lv-b, pinpointing the H-bonds with red dashed lines. Chls b are shown as blue
sticks, the protein is in gray. A red dot has been added to the position at which a water molecule is
expected to be present in Bo-b. Adapted from Ref. [118].
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cavity and surrounded by a dielectric medium [49]:

f 2
i =

εr + 2

3
(5.2)

The relative orientations of the transition dipole moments and the values of inter-
chromophore distances have been derived from the crystallographic structure. The
calculated V among pairs of Chls for the four WSCPs are reported in Table 5.1, where
the four Chls are numbered as in Figure 5.1(b).

5.3. Experimental Methods

The four WSCP complexes were expressed and reconstituted with purified Chls ac-
cording to the protocol described by Agostini et al. [111] and were kindly provided
by prof. H. Paulsen (Johannes Gutenberg Universitat - Mainz). For 2DES exper-
iments at room temperature (RT), the samples were diluted in sodium phosphate
buffer (20 mM, pH 7.8) until reaching an optical density of 0.3 on the Qy maximum
in a 1 mm cuvette. For 2DES measurements at 77 K, the samples were mixed with
60% glycerol (v/v) until an optical density of 0.3 in a 0.5 mm cuvette was reached on
the Qy maximum. The samples were degassed and immediately sealed to avoid the
formation of oxidised species during 2DES measurements. Steady-state absorption
spectra were recorded before and after each scan to check that no degradation of the
sample occurred during 2DES measurements.
For 2DES measurements, the laser spectrum was centered at 15380 cm-1 (650 nm) to
cover the Qy spectral region. The pulse duration, optimized through FROG mea-
surements, was compressed to 8 fs, corresponding to a spectral bandwidth of about
1840 cm-1. The population time t2 was scanned from 0 to 1000 fs in steps of 7.5 fs,
while the coherence time t1 was scanned from 0 to 125 fs in steps of 3 fs. Each ex-
periment was repeated three times to ensure reproducibility. The exciting energy
was 7 nJ at the sample position. The measurements have been performed under the
same conditions at RT and at 77 K, employing an Oxford Instruments OptistatDN
cryostat.
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Table 5.1: Calculated values of dipole-dipole interaction in cm-1 for each couple of Chls in Lv-a, Bo-a,
Lv-b and Bo-b.

Lv-a Chl-1 Chl-2 Chl-3 Chl-4

Chl-1 - 102.60 7.26 22.46

Chl-2 102.60 - 22.45 8.48

Chl-3 7.26 22.45 - 101.58

Chl-4 22.46 8.48 101.58 -

Bo-a Chl-1 Chl-2 Chl-3 Chl-4

Chl-1 - 108.31 9.12 10.89

Chl-2 108.31 - 11.23 9.12

Chl-3 9.12 10.89 - 108.31

Chl-4 11.22 9.12 108.31 -

Lv-b Chl-1 Chl-2 Chl-3 Chl-4

Chl-1 - 67.51 5.21 15.02

Chl-2 67.51 - 14.86 5.68

Chl-3 5.21 14.86 - 66.60

Chl-4 15.02 5.68 66.60 -

Bo-b Chl-1 Chl-2 Chl-3 Chl-4

Chl-1 - 66.63 6.37 7.96

Chl-2 66.63 - 7.96 6.37

Chl-3 6.37 7.96 - 66.63

Chl-4 7.96 6.37 66.63 -
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5.4. Linear characterization

The four WSCP complexes were first characterized through linear absorption and
circular dichroism spectroscopy. Regarding their optical properties, each dimer in
WSCP has an “open sandwich” structure with an interplanar angle of about 27° and
a center-to-center distance of 9.0 Å [110], as already outlined above. Therefore, the
transition dipole moments of the two chlorophylls in the dimer are not fully parallel
and show deviations from the optical behavior of a pure H-dimer. Indeed, while
in an ideal H-dimer only the transition to the upper excitonic state is permitted, in
Chl-WSCP complexes also the transition to the lower-energy excited state is par-
tially allowed.
The absorption spectra of the four complexes at room temperature (RT, panels a
and b) and 77 K (panel c) in the region of the Q bands are shown in Figure 5.2. In
this spectral region, the protein spectra exhibit the typical features of Chl a and b
chromophores, where Qy and Qx bands and their vibronic progressions are easily
identified. The red shift of the Qy maximum recorded for both Bo samples with
respect to their Lv analogous can be explained with the deformation of the Chl a
macrocycle planarity that occurs in Bo structure, while the pigments retain their flat
conformation in Lv. Also the emission spectra for the four complexes at RT show
the typical spectral properties of Chl a and b.
At RT, no sign of excitonic features is observed. Indeed, as a result of the excitonic
interaction and of the geometry of the chlorophylls in the dimer, two bands should
be observed in the absorption spectra. However, the disorder of the system at RT
causes a significant inhomogeneous broadening of the bands, which does not al-
low to resolve the excitonic splitting. On the other hand, the spectra at 77 K are

Figure 5.2: (a) Normalized absorption (solid line) and emission (dashed line) spectra of Lv-a (green)
and Lv-b (light blue) in the Q-band region at room temperature. (b) Same as panel a for Bo-a (dark
green) and Bo-b (dark blue). (c) Normalized absorption spectra at 77 K. The gray area represents the
laser spectrum profile used in the 2DES experiments. Adapted from Ref. [118].
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characterized by narrower and slightly blue-shifted peaks. Two main observations
can be made by comparing the spectra of the four species. First, Lv complexes in
both cases present a broader line shape; second, Chl b-binding proteins have a more
resolved structure, with the appearance of clear shoulders on the red side of the
spectra, which are less distinguishable in Chl a complexes. For example, in Bo-b
it is possible to distinguish an additional band at about 14750 cm-1 (678 nm) and a
shoulder of the main Qy band at about 15000 cm-1 (656 nm). These two red shifted
features are attributed to excitonic states, as mentioned before.
The presence of excitonic interactions among Chls is also confirmed by the CD spec-
tra in the Vis region, reported in Figure 5.3 for all the four complexes at RT. The
presence of two oppositely signed bands in the region from 550 to 750 nm for all
WSCP samples is a clear signature of excitonic coupling among pigments. More-
over, the spectra of the Chl b-complexes, especially Lv-b are non-conservative, in
contrast to those of the Chl a complexes, indicating the presence of higher-order
couplings [120].

Figure 5.3: Vis-CD spectra of the four complexes at room temperature normalized on the negative
peak. Adapted from Ref. [118].

5.5. 2DES characterization

5.5.1. Measurements at room temperature

Figure 5.4 shows the evolution of the 2DES signal as a function of the population
time at RT. The main feature in the 2D maps is a diagonal peak due to ground
state bleaching and stimulated emission involving the main electronic transitions
addressed by the exciting pulses. At RT, the peak appears horizontally elongated
because of the presence of a lower diagonal cross peak associated with the pres-
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Figure 5.4: Evolution of 2DES maps at RT at selected values of population time t2 for (a) Lv-a, (b)
Lv-b, (c) Bo-a, and (d) Bo-b. Adapted from Ref. [118].

ence of vibrations coupled with the main electronic transition, as also witnessed by
the evident vibronic progression in the absorption spectra. Due to the broadening
effects of the signal, it is not possible to distinguish contributions from different ex-
citonic states.
To clarify the dynamics underlying the time evolution of the 2DES response at RT,
the data have been analyzed through a global multi-exponential fitting procedure
where the first 15 fs were omitted in order to exclude possible artifacts arising from
pulse superposition. The fitting results are visualized in terms of 2D-DAS in Figure
5.8 for Lv-a and Bo-a and in Figure 5.9 for Lv-b and Bo-b. The global fitting analysis
for all the samples revealed two non-oscillating decaying components: one in the
ultrafast timescale, ranging from 40 to 80 fs depending on the WSCP species, and
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Figure 5.5: (a,b) 2D-DAS of Lv-a as obtained from the global fitting procedure of the 2DES data at
RT. The associated time constants are reported in the panels.(c,d) 2D-DAS of Bo-a as obtained from
the global fitting procedure of the 2DES data at RT. The associated time constants are reported in the
panels.

Figure 5.6: (a,b) 2D-DAS of Lv-b as obtained from the global fitting procedure of the 2DES data at
RT. The associated time constants are reported in the panels.(c,d) 2D-DAS of Bo-b as obtained from
the global fitting procedure of the 2DES data at RT. The associated time constants are reported in the
panels.
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the other one with a much longer time constant (>1 ps). For all WSCP samples, the
longer component has a time constant much longer then the time window explored
in the experiment. This behavior can be described as the relaxation of the whole
system to the ground state after the laser pulses excitation. Regarding the ultrafast
component, in all WSCP samples, the associated amplitude distributions show a
positive amplitude signal in correspondence of the diagonal peak and a negative
signal below the diagonal, which is a marker of relaxation processes from higher
to lower energy state. The associated time constants are in good agreement with
the calculated lifetime of 50-80 fs reported in the literature for homodimers of Chl a
in WSCP [121]. At RT, no differences in the relaxation dynamics of Chl a- and Chl
b-binding WSCPs can be observed.

5.5.2. Measurements at 77 K

Figure 5.7 shows the evolution of the 2DES signal as a function of the population
time at 77 K. As for RT measurements, the main feature in the 2D maps is a diagonal
peak due to ground state bleaching and stimulated emission of the electronic tran-
sitions addressed by the exciting pulses. However, at 77 K several features on and
off diagonal can be observed. From a qualitative point of view, it is evident that the
different broadening of the signals along the diagonal shows the same trend already
observed in the absorption spectra where Lv samples and, in particular, Lv-b is char-
acterized by the broadest bandwidth. Moreover, both of the Chl b-reconstituted
samples are characterized by a more complex signal distribution than their analogs
binding Chl a. For instance, while for Bo-a just two diagonal peaks can be identi-
fied at about 14600 and 14800 cm-1, for Bo-b four signals can be clearly identified at
about 14620, 14900, 15300 and 15650 cm-1. Furthermore, especially at early times,
cross peaks across these features can also be ascertained.
As for RT measurements, also in this case we applied the global multi-exponential
fitting procedures used before to disentangle different underlying dynamics.
Focusing first on the non-oscillating population dynamics, the fitting results are
shown in Figure 5.8 for Lv-a and Bo-a and in Figure 5.9 for Lv-b and Bo-b, where
we reported the 2D-DAS associated with each time constant of the fitting.
For Lv-a and Bo-a, the global fitting analysis revealed very similar kinetics described
by a bi-exponential decaying behaviour, as can also be deduced from the decay
traces extracted at selected coordinates (Figure 5.8(c)-(f)). The first component has
a time constant of about 100 fs for both samples. As already discussed for the mea-
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Figure 5.7: Evolution of 2DES maps at 77 K at selected values of population time t2 for (a) Lv-a, (b)
Lv-b, (c) Bo-a, and (d) Bo-b. Adapted from Ref. [118].
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surements at RT, the associated amplitude distributions (Figure 5.8 (a)-(d) for Lv-a
and Bo-a, respectively) shows a positive amplitude signal in correspondence of the
diagonal peak and a negative signal below the diagonal, whose typically attributed
to relaxation dynamics from higher to lower energy states [88, 95]. Actually, the
position of this negative signal along the excitation and the emission axes suggests
that a relaxation from the higher to the lower excitonic state is involved. The assign-
ment of this kinetic constant to exciton relaxation is also in agreement with previous
experiments on wild type class IIb WSCP [121]. The coordinates of the positive and
negative signals in the 2D-DAS allow us to estimate the excitonic energy gap be-
tween the initial and the final states. In both proteins, this gap is ∼ 220 cm-1, which
is in good agreement with the estimate of the coupling V based on the dipole-dipole
interaction and on the geometrical assembly, reported in Section 5.2 (∆E = 2V, ∼ 204
and ∼ 216 cm-1 for Lv-a and Bo-a, respectively).
The second time constant (> 1 ps) (Figure 5.8(b)-(e)) describes all the relaxation dy-
namics characterized by timescales longer than the investigated time window.
The behavior of the samples binding Chl b is quite different. In this case, the fit-
ting procedure required three time components to reasonably fit the experimental
time behavior for both samples. In addition to the first two time constants very
similar to what was found for Lv-a and Bo-a (∼ 110 fs and >1 ps), a third ultrafast
component of about 10 fs was found. The necessity of a three exponential fitting
is also clearly recognizable by the corresponding time traces extracted from the di-
agonal and off-diagonal coordinates (Figure 5.9(d)-(h)), where the presence of an
additional ultrafast component is particularly evident, especially at cross-peaks co-
ordinates (red traces).
The 2D-DAS relative to the first two components are very similar to the correspond-
ing ones found for Lv-a and Bo-a (Figure 5.9(b)-(c),(f)-(g)). Therefore, a similar ori-
gin of the associated dynamic phenomena can be suggested, even if the broader
distribution of the signals in these DAS already indicates that, in Lv-b and Bo-b, the
excitonic states involved in the relaxation dynamics are more spread in energy than
those in Lv-a and Bo-a.
The 2D-DAS of the shortest time constant presents a complex distribution of sig-

nals in both samples. For Lv-b, signals at diagonal and cross-peak positions between
coordinates 14660, 15050, 15400, and 15660 cm-1 are identified, as pinpointed by the
gray lines in Figure 5.9(a). Similarly, in Bo-b, diagonal and cross-peak positions
between coordinates 14620, 14900, 15300, and 15650 cm-1 can be identified (Figure
5.9(e)). The positive amplitude at these coordinates means that the signal decays
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Figure 5.8: (a,b) 2D-DAS of Lv-a as obtained from the global fitting procedure of the 2DES data at 77
K. The associated time constants are reported in the panels. (c) Decay of the signal extracted at coor-
dinates pinpointed by the blue square (15070, 15070) cm-1 and red circle (15070, 14850) cm-1. Dotted
lines: experimental data; solid lines: fitting curves. (d–f) Same as before for Bo-a. The coordinates
pinpointed by the blue square are (14830, 14830) cm-1, and those pinpointed by the red circle are
(14830, 14600) cm-1. Adapted from Ref. [118].
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Figure 5.9: (a–c) 2D-DAS of Lv-b as obtained from the global fitting procedure of the 2DES data at
77 K. The associated time constants are reported in the panels. In panel a, the circles highlight the
positions of the most intense cross peaks. (d) Decay of the signal extracted at coordinates pinpointed
by the blue square (15400, 15400) cm-1 and red circle (15400, 15660) cm-1. Dotted lines: experimental
data; solid lines: fitting curve. (e–h) Same as panels a–d for Bo-b. The coordinates pinpointed by the
blue square are (15300, 15300) cm-1, and those pinpointed by the red circle are (15300, 14900) cm-1.
Adapted from Ref. [118].

with a characteristic time of 10 fs. These dynamics are attributed to the ultrafast
dephasing of coherent superpositions of excitonic states instantaneously prepared
by the exciting pulses. Since the time constant characterizing this process is very
similar to the time resolution of the experiment, we can only deduce that these su-
perpositions immediately dephase after photoexcitation; for this reason, no func-
tional meaning can be attributed to these overdamped coherences. However, the
amplitude distribution of the signal allows us to pinpoint with greater precision the
energies of the excitonic states involved in the early times of the relaxation dynam-
ics [47]. The coordinates of the signals appearing in the 2D-DAS of Figure 5.9(a)
and (e) can thus be used as an estimate of the energy of the excitonic states. In both
Chl b complexes, the presence of four excitonic states can be reasonably assessed.
The energy of diagonal features corresponds with the position of the weak shoul-
ders previously identified on the red side of the absorption spectra at 77 K (Figure
5.2). Moreover, the presence of signals appearing immediately after photoexcitation
and at cross-peak positions between the main diagonal peaks at symmetric posi-
tions with respect to the diagonal (pinpointed in Figures 5.9(a)-(e) with black dots)
is the typical manifestation of excitonic coupling [23, 47]. The presence of four dis-
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tinguishable signals suggests that the four Chl b molecules in Lv-b and Bo-b cannot
be simply considered as a pair of dimers; rather, they constitute a tetramer with non-
negligible couplings among all four pigments. This was also suggested by optically
detected magnetic resonance experiments [122]. The energy separations among the
excitonic states in both Chl b samples are significantly higher than the energy gaps
estimated from the calculation of the dipole-dipole coupling V (∆E ≈ 134 cm-1 for
both Lv-b and Bo-b) and also higher than the ones measured in Chl a samples. As-
suming that the X-ray structure is providing the correct angles and distances, the
error in the estimate of the coupling V may derive from a wrong initial estimate
of the Chl b transition dipole moment, clearly not corresponding to the transition
dipole moment of the isolated Chl b pigment in solution, unlike the case of Chl a.
This peculiar property of Chl b was already observed in previous experiments by
analyzing the extinction coefficient of Chls a and b upon binding to the WSCP. In-
deed, Palm et al. [108] noticed that Chl b embedded in the wild-type WSCP from
either B. oleracea or L. virginicum exhibits an unexpectedly high molar extinction
coefficient when compared with the corresponding Chl a-reconstituted complexes.
This finding seems to point to a particularly large transition dipole moment of Chl
b upon its binding to the WSCP. The only structural difference between Chl a and
Chl b pigments is the presence of the formyl group in Chl b at the C7 position. It
is already known that the formyl group modifies the optical properties of the chro-
mophore [123] and can significantly contribute to the binding of Chl b to proteins,
also thanks to the formation of H-bond networks [124–126]. Carbonyl groups can
also modify the charge distribution and thus the transition dipole moment through
polarization effects or the formation of H-bonds [127, 128]. These two mechanisms
are typically correlated and not easily distinguishable in complex media [129]; how-
ever, the mere polarization effect can be excluded considering that the extinction
coefficient of Chl b depends on the solvent’s polarity in a manner comparable to
Chl a. The most likely conclusion is that the electronic properties of the pigments
(the transition dipole moment and then, in turn, also the electronic coupling and
the excitonic energy gaps) are tuned by the presence of specific and directional in-
teractions between the protein backbone and the formyl group on the Chl b moiety,
mainly identified as H-bonds with specific amino acids, with or without the medi-
ating action of a water molecule [29].
This implies a particularly interesting and not yet fully explored role of the scaffold
in pigment-protein complexes, where the effects are not limited to variations of the
site energies of the pigments.
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5.6. Final remarks

In this work we have compared the ultrafast dynamics of four pigment-protein com-
plexes, characterized two-by-two by the same protein scaffold but binding different
pigments, chlorophyll a or b. From the structural point of view, as confirmed by
the X-ray investigations, the four complexes are very similar with the only relevant
difference being the possibility for Bo-b and Lv-b of establishing an additional H-
bond through the formyl group of the Chl b in C7 position. Interestingly, it was
found that the electronic coupling between pigments (and in turn also the energy
gaps among excitonic states) can be correctly predicted based on geometrical con-
siderations for Chl a-WSCPs, whereas strong deviations from the experiments are
found for Chl b-WSCPs, where the geometrical prediction strongly underestimates
the coupling. The different behavior has been justified by accounting for the possi-
bility of involving the formyl group of the Chl b in C7 position in the formation of an
additional H-bond with the protein backbone, with or without the mediating action
of a water molecule. In conclusion, we have demonstrated that the establishment of
specific and directional interactions can have very strong consequences for the elec-
tronic coupling and for the ultrafast dynamics of pigment-protein complexes. This
is a particularly important finding because it implies the possibility of tuning the
photophysics and the transport properties of multichromophores by engineering
specific interactions with the surroundings. With respect to other supramolecular
interactions, H-bonds appear to be particularly suited for this control task because
of the possibility of more easily predictable orientations, distances, and geometries.
For this purpose, in the following Chapter, we explore the role of H-bonds in tuning
the ultrafast dynamics of molecules by studying a specifically engineered H-bonded
molecular dimer.
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6.1. Introduction

In the previous Chapter, we demonstrated that the establishment of specific inter-
actions, like H-bonds, could tune the electronic couplings of pigments and affect
the ultrafast dynamics of pigment-protein complexes. These results suggested that
it could be possible to control the photophysics of multichromophoric systems by
engineering specific interactions with the surroundings.
More specifically, H-bonds play an essential role in many photophysical processes.
While the effects of H-bond interactions on the ground state dynamics have been
widely investigated, less information is reported on the role of H-bonding in the
electronic excited state. It is known that, upon photoexcitation of the H-bonded sys-
tems, a reorganization of hydrogen donor and acceptor molecules takes place due
to the significant charge distribution difference between different electronic states
[35]. This reorganization process controls the excited-state dynamics of H-bonded
complexes in a crucial way, activating or facilitating many photophysical processes.
[36, 40]. The electronic excited state H-bonding dynamics are principally deter-
mined by the vibrational motions of the hydrogen donor and acceptor groups and
generally occur on ultrafast time scales of hundreds of femtoseconds.
Starting from these findings, we studied a specifically engineered H-bonded molec-
ular dimer with the aim of verifying to what extent the presence of H-bonds could
affect the ultrafast dynamic relaxation in the excited state. In particular, we in-
vestigated an H-bonded molecular dimer prepared by self-assembly of two boron-
dipyrromethene (BODIPY) dyes driven by the formation of a triple H-bond (Figure
6.1(a)).
BODIPY molecules are a family of fluorescent molecules used for a very large num-
ber of applications due to their structural versatility and spectroscopic properties
[130, 131]. The core of the chromophore consists of two pyrrole rings connected
by a methene bridge and a boron atom coordinated to two fluorine atoms [132].
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The spectroscopic and photophysical properties of BODIPY dyes can be fine-tuned
by a direct functionalization of the core at proper positions shifting the absorption
from wavelengths of about 500 nm up to the NIR region. In this work, distyryl-
functionalized BODIPY has been used to push the absorption spectrum in a spectral
region convenient for the 2DES measurements (550 nm–750 nm).
Moreover, also the two isolated BODIPY monomer molecules have been investi-
gated in order to verify the presence of ultrafast dynamic processes specifically trig-
gered by the establishment of H-bonds between the two monomeric units.

6.1.1. Design of the H-bonded dimer

The H-bonded dimer was prepared according to the method previously published
[133] and kindly provided by Prof. Cordaro, Università di Messina. In order to
promote the formation of an H-bonded dimer, the donor and acceptor molecules
were designed by introducing at the meso position of a distyryl-BODIPY moiety
one-butyl-uracil (URA) and 2,6-diacetamido pyridine (DAAP) groups, respectively.
The two molecules, denoted from now on as URA-BODIPY and DAAP-BODIPY, re-
spectively, were prepared starting from the respective aldehydes used as precursors.
The dimer has been prepared by mixing equimolar concentrations of URA-BODIPY
and DAAP-BODIPY. The dimer formation has been monitored and confirmed by 1H
NMR spectroscopy, following the changes in the chemical shift values of the hydro-
gen atoms involved in the H-bond formation.

6.2. Experimental Methods

DAAP-BODIPY, URA-BODIPY and the dimer, prepared as described in the previ-
ous section, were diluted in anhydrous chloroform (CHCl3), until reaching an op-
tical density of about 0.3 at the absorption maximum in a 1 mm cuvette. TA mea-
surements were performed with the setup described in Section 2.1.2.1. TA spectra
were recorded in 0.1 ps steps in a time window from - 3 to 1000 ps and their quality
was improved by repeating and averaging measurements 250 times to obtain a suf-
ficient signal-to-noise ratio. For 2DES experiments, the laser spectrum was centered
at 15500 cm-1 (645 nm). The pulse duration was compressed to 8 fs, corresponding
to a spectral bandwidth of about 1840 cm-1. The pulse energy was 7 nJ at the sample
position. The population time (t2) was scanned from 0 to 1000 ps in steps of 7.5 fs,
with each experiment repeated at least five times to ensure reproducibility. Steady-
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Figure 6.1: (a) Molecular structure of the H-bonded dimer (b) Normalized absorption spectra of
DAAP-BODIPY (blue), URA-BODIPY (red), and dimer (purple) in the 550 nm–750 nm spectral range.
The gray area represents the laser spectrum profile used in the 2DES experiments. In the inset, the
spectra in the full visible range are reported and the arrow indicates the excitation wavelength in
transient-absorption experiments. Adapted from Ref. [134].

state absorption spectra were acquired before and after each scan to control that no
degradation of the sample happened during the TA and the 2DES measurements.

6.3. Linear characterization

The linear absorption spectra measured for DAAP-BODIPY, URA-BODIPY and the
dimer dissolved in anhydrous CHCl3 are reported in Figure 6.1(b). The spectra
of the two monomers shows the characteristic absorption bands of BODIPY chro-
mophores [131]. The main absorption band at 15820 cm-1 (632 nm) and at 14810
cm-1 (675 nm) for DAAP-BODIPY and URA-BODIPY, respectively, is assigned to S0

→ S1 0-0 transition. Additionally, the pronounced shoulders at higher energies can
be identified as vibronic progression composed of several vibrational states. The ex-
citations to higher energy electronic states are usually less permitted and appear as
weaker broad bands at shorter wavelengths, as shown in the inset of Figure 6.1(b)
[131].
The absorption spectrum of the dimer turns out to be a combination of the spectra
of the two monomers: it shows two main absorption bands at 15850 cm-1 (631 nm)
and 14750 cm-1 (678 nm), slightly shifted with respect to the ones of the two iso-
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lated monomers. These little spectral shifts may be linked to the formation of the
hydrogen bonds, which are known to have relatively small effects on the linear ab-
sorption spectra [44]. The presence of hydrogen bonds in the dimer does not seem to
induce a significant electron coupling between the two monomers, as confirmed by
the spectral features of the dimer, which appear to be a mere sum of those of the sin-
gle chromophores. The same behaviour was also ascertained in other spectroscopic
measurements, like steady-state and time-resolved fluorescence [133].

6.4. Transient Absorption Spectroscopy

The TA spectra recorded at selected values of the delay time for all the samples are
reported in Figure 6.2. For both monomeric DAAP-BODIPY and URA-BODIPY, the
excitation at 400 nm leads to the formation of negative ground state bleaching (GSB)
features associated with the S0 → S1 electronic transition and the relative vibronic
progressions (negative signals at 632 nm and 588 nm for DAAP-BODIPY and 675
nm and 625 nm for URA-BODIPY). Moreover, in both cases, a broad positive ex-
cited state absorption (ESA) signal related to S1 → Sn transition is present at shorter
wavelengths.
The TA spectrum of the dimer is similar to the TA spectrum of URA-BODIPY; this
is expected considering that at the excitation wavelength of 400 nm, the absorption
spectrum of the dimer is dominated by the absorption features of the URA-BODIPY
monomer.
The time traces of both monomers can be fitted with a bi-exponential kinetic model.
The fastest component (120 fs for URA-BODIPY and 160 fs for DAAP-BODIPY) is
assigned to the formation of the S1 state after relaxation from the higher energy state
populated with the excitation of the pump at 400 nm (S400 → S1). The longer compo-
nent has a time constant >1 ns, which could not be determined with better precision
since it is much longer than the investigated time window. This decay corresponds
to the relaxation process from S1 to the ground state S0.
Also for the dimer, the time evolution could be fitted with a bi-exponential model
with time constants of 140 fs and >1 ns. The longest time constant describes the same
relaxation process happening in both monomers. Nevertheless, although the value
of the shortest time constant is very similar to the ones found for the monomeric
species, the temporal response of the dimer cannot be explained as a mere sum of
the behaviors of the two non-interacting chromophores. This is especially evident
in the 600 nm–640 nm region, as also illustrated by the decay traces of the dimer
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Figure 6.2: Transient absorption spectra (∆A vs probe wavelength) at selected values of delay time
for (a) DAAP-BODIPY, (b) URA-BODIPY and (c) dimer. Adapted from Ref. [134].
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Figure 6.3: Decay traces (∆A vs. time delay) extracted at relevant probe wavelengths (560, 626 and
688 nm) for the dimer (left column) and URA-BODIPY monomer (right column). The dots denote ex-
perimental points, while colored thick lines represent the result of the bi-exponential fitting. Curved
colored arrows highlight the decaying (growing) contribution of the ultrafast time component in the
dimer (URA-BODIPY). Adapted from Ref. [134].

and the URA-BODIPY monomer at 626 nm, reported in Figure 6.3. In the decay
trace of the monomer the shortest time component contributes as a growing con-
tribution to the overall relaxation dynamics; on the contrary, in the same spectral
region, where, for the dimer, there is a good overlap between the spectral features
of the two monomers, the shortest ultrafast time component contributes to the over-
all relaxation dynamics as a decaying contribution. These findings seem to suggest
that, at wavelengths where there is a good overlap between the spectral features
of the two BODIPY moieties, a new dynamic process, not present in the isolated
monomers, is activated upon dimer formation, likely associated with a relaxation
involving both URA- and DAAP-BODIPY moieties.
However, we cannot make any assignment of the mechanism considering the lim-
ited time resolution of the pump–probe technique and the overlap between the GSB
features of two monomers, which sum up in the dimer. For these reasons, 2DES
measurements have been employed to help clarify these complex dynamics.
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6.5. 2DES characterization

6.5.1. Results and discussion

Figure 6.4 shows the evolution of the 2DES signal at selected values of population
times for the three BODIPY samples.

Figure 6.4: Evolution of purely absorptive 2DES maps at selected values of the population time for
(a) the DAAP-BODIPY monomer, (b) URA-BODIPY monomer, and (c) dimer. Adapted from Ref.
[134].

For the DAAP-BODIPY, the laser spectrum covers the 0-0 absorption band. The
2D maps show a positive diagonal peak, originated by the ground state bleaching
(GSB) and stimulated emission (SE) of the S1 state and compatible with the position
of the maximum of the absorption spectrum. In addition, two negative peaks can be
detected at symmetric upper and lower diagonal positions, which can be explained
as excited-state absorption (ESA) signals towards higher energy states, as already
observed in TA spectra. The diagonal signal, initially elongated along the diagonal,
becomes more rounded and red-shifted, at increasing values of population time.
According to previous literature [135], after photoexcitation, the S1 state quickly re-
laxes as a result of inter- and intramolecular vibrational energy redistribution and
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solvent reorganization, leading to a shift of stimulated emission to lower energy,
also known as dynamic Stokes shift [85, 136]. At the same time, the two negative
signals gradually lose intensity; for the peak below diagonal, this is also motivated
by the growth of the positive peak in the same spectral region, which counterbal-
ances the negative ESA signal.
The relaxation dynamics of URA-BODIPY is very similar to the one of the DAAP-
BODIPY. Small differences can be related to the different overlap conditions between
the absorption spectrum and the exciting laser profile, which, for this sample, cov-
ers both the main absorption band and the vibronic progression. As for the DAAP-
BODIPY, the 2D maps are dominated by a positive diagonal peak, attributed to GSB
and SE of S1 state. As the population time increases, the signal, elongated at early
times, evolves to a more circular shape and slightly red shifts, as for the DAAP-
BODIPY monomer. In this case, there is no evidence of negative signals in the re-
gion above and below diagonal. Nonetheless, the presence of positive cross-peaks
can be detected at symmetric off-diagonal positions. These cross-peaks are typically
associated with the excitation of vibrational modes, strongly coupled with the main
transition [137].
The 2DES response of the dimer manifests a richer profile as a result of the combina-
tion of the response of the two monomers composing the dimer. At a first inspection,
the 2D maps of the dimer appear as a sum of the responses of the two monomers.
To clarify the underlying dynamics and highlight possible differences between the
behavior of the monomers and the dimer, we performed a global multi-exponential
fitting procedure [67].
Focusing first on the non-oscillating population dynamics of the two monomers, the
data could be fitted with a bi-exponential decaying behaviour, in agreement with
what has already been reported in the literature [95]. For both DAAP-BODIPY and
URA-BODIPY monomers, the fitting analysis revealed two time constants of about
15 fs and >1 ps. The associated 2D-DAS are reported in Figure 6.5. The longer time
constant (>1 ps) describes the decay dynamics to the ground state of the entire sys-
tem, which happens in a timescale much longer than the investigated time window,
as also confirmed by pump-probe experiments. For the DAAP-BODIPY monomer,
these dynamics also include the ESA signal above and below diagonal, whose in-
tensity progressively decays with the same time constant.
Concerning the ultrafast component, the associated 2D-DAS can be interpreted as a
combination of the spectral diffusion process [85] and the relaxation from the ver-
tically excited Franck-Condon state toward a relaxed electronic configuration, me-
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Figure 6.5: 2D-decay associated spectra (2D-DAS) resulting from the global fitting of the 2DES maps
for (a) DAAP-BODIPY and (b) URA-BODIPY monomers. The associated time constants are reported
in each panel. The black cross marks the non-resonant contribution of the solvent at early times.
Adapted from Ref. [134].
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Figure 6.6: 2D-decay associated spectra (2D-DAS) resulting from the global fitting of the 2DES maps
for the dimer. The associated time constants are reported in each panel. Square and circle markers
pinpoint relevant signals commented in the text. Adapted from Ref. [134].

diated by solvent interactions [95]. Moreover, also the non-resonant contribution of
the solvent can be observed in the upper diagonal position of the DAS (pinpointed
with a black cross marker in Figure 6.5).
In contrast, the dynamics of the dimer required three exponential components to be
fitted. The corresponding time constants are about 10 fs, 230 fs and >1 ps, whose
associated 2D-DAS are reported in Figure 6.6.

The shortest and the longest time components describe the same dynamical pro-
cesses already ascertained in both the monomeric species. On the contrary, the 2D-
DAS related to the 230 fs time constant captures a dynamics totally absent in the
monomers. It should also be noted that the presence of this additional ultrafast
component has a time constant very similar to the one for the S400 → S1 process
found in the TA spectra of the non-interacting monomers. This clarifies why, in the
TA spectrum of the dimer, these additional relaxation pathway could not be fully
distinguished from the intra-chromophore S400 → S1 paths and just gave rise to a
different signal amplitude contribution in the 600–640 nm spectral region (Figure
6.3).

The 2D-DAS of the 230 fs component presents a complex distribution of signals.
First, two positive diagonal peaks can be identified in conjunction with two negative
signals below the diagonal (marked by squares in the second panel of Figure 6.6);
as already reported in the literature, such a signal distribution represents a down-
ward relaxation within an excited state manifold [95, 138],). In this case, we can
identify a relaxation channel that involves each of the two chromophores separately
since we find the same behavior at (14800, 14800) and (15800, 15800) cm-1 diagonal
coordinates, corresponding to the energy of the S1 state of the DAAP-BODIPY and



6| BODIPY 77

Figure 6.7: Signal decay (rephasing) as a function of population time, extracted at relevant coordi-
nates pinpointed by the square marker in the 2D maps on the left. Black dashed lines represent the
experimental signal, and the red solid lines are the result of the global fitting procedure. (a) DAAP-
BODIPY, (b) URA-BODIPY, (c) dimer. Panels (a) and (b) show that the beating behaviour of the signal
for the samples is dominated by low frequency modes of the chloroform solvent.
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URA-BODIPY, respectively. Despite the intra-chromophore nature of the process, it
appears to be activated only when the two monomers are coupled to form the dimer
and shows the same dynamics for both chromophores.
In addition, a negative peak appears at cross-coordinates between the two monomeric
S1 states (circle in Figure 6.6). A negative signal at these coordinates denotes a pop-
ulation transfer from a state at about 16000 cm-1 (x-coordinate) to a state at about
14500 cm-1 (y-coordinate). This would suggest an inter-chromophore energy trans-
fer from the S1 of DAAP-BODIPY to the S1 of URA-BODIPY, happening with the
same time of 230 fs. Thus, it becomes clear that both these dynamics, the intra- and
the inter-chromophore, are characterized by the same time constant, so they likely
share a common origin. Concerning the nature of this inter-chromophore transfer,
we can both exclude a Förster energy transfer mechanism, because the transfer hap-
pens in an ultrafast timescale, and an excitonic mechanism promoted by a strong
coupling between the two monomers, considering the linear optical properties of
the dimer and the inter-chromophore distance of about 1.5 nm, obtained from pre-
vious DFT calculation [133].
From previous literature, it is known that H-bonded chromophores might reveal ad-
ditional ultrafast dynamics associated with transient H-bonding interactions taking
place after photoexcitation [45]. It was also demonstrated that these dynamics are
promoted by a reorganization in the electronic excited state driven by H-bonding
dynamics [35], mostly determined by the vibrational motions of the H donor and
acceptor groups [33, 139] and tipically occurring on time scales of hundreds of fem-
toseconds [140]. In light of this, we suppose that the 230 fs dynamics, present in the
dimer response but absent in the non-interacting monomers, could be attributed to
a process involving intra and inter-chromophore relaxation processes, significantly
coupled with the H-bond dynamics.
This finding is also supported by the analysis of the beatings behaviour. The os-
cillating dynamics have been studied with the same global fitting methodology as
well as Fourier analysis. The overall beating behaviour is illustrated by power spec-
tra in Figure 6.8(a). For all the samples, the beatings are dominated by a strong
non-resonant contribution of the chloroform vibrational modes (261 cm-1, 363 cm-1,
680 cm-1 e 1220 cm-1) [141], as verified also superimposing the Raman spectrum of
CHCl3 (Figure 6.8(a)). These vibrational modes could also be noticed extracting the
signal at relevant coordinates, as depicted in Figure 6.7.
It was, however, possible to recover additional beating components, reported in Ta-
ble 6.1. The 2D-CAS for both monomers modes present the typical ’chair’ pattern
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Table 6.1: Vibrational modes of URA-BODIPY, DAAP-BODIPY and the dimer recovered from the
Fourier analysis of the residuals.

Frequency (cm-1)

URA-BODIPY 1190 cm-1 1280 cm-1 1460 cm-1 1500 cm-1 1610 cm-1

DAAP-BODIPY 1190 cm-1 1253 cm-1 1470 cm-1 1670 cm-1

dimer 1200 cm-1 1470 cm-1 1660 cm-1

predicted for vibrational modes [86, 137, 142]. Figure 6.8(b) exemplifies this analy-
sis for the mode at 1460 cm-1 recorded for the URA-BODIPY monomer. The higher
amplitude of the signal located above the diagonal (negative frequencies) suggests
a stronger contribution of this mode in the excited state. Also, the dynamic behav-
ior of these beating modes supports their vibrational nature, presenting dephasing
times in the order of ps. In the dimer case, the amplitude distribution depicted in
the 2D-CAS is significantly different, as exemplified for the mode at 1470 cm-1 in
Figure 6.8(c). These components contribute mainly to the 2DES signal below the
diagonal at coordinates where the cross peak attributed to the 230 fs inter-molecular
relaxation channel is found. All these modes can be attributed to vibrational modes
involving functional groups and bonds implicated in the formation of H-bonds in
the dimer. In particular, the frequencies at 1200 cm-1 and 1470 cm-1 are typically
associated with vibrational modes of amino groups involving N–H bending and
C–N stretching, while the mode at 1660 cm-1 is more strongly related to the C==O
stretching [143, 144]. Their dynamic behavior is also peculiar, being characterized
by damping times of about 150 fs, as quantified by the global fitting and visualized
through time-frequency transform (TFT) analysis (Figure 6.8(d)). Therefore, all these
findings point toward the effective presence of an active mediating role of the H-
bonds in the ultrafast dynamics of the dimer. The envisioned mechanism provides
that, after photoexcitation of the H-bonded dimer, a reorganization of the charge
distribution occurs. This reorganization involves both intra- and inter-molecular
processes, and it is driven by the vibrational motions of the H donor and acceptor
groups.

6.6. Final remarks

The ultrafast dynamics of an H-bonded dimer of BODIPY chromophores has been
characterized to verify if the presence of H-bonds could affect to some extent the
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Figure 6.8: Beating analysis of the 2DES signals. (a) Power Fourier spectra for the three species.
The Raman spectrum of the chloroform solvent is also reported for comparison (black line). (b) 2D-
CAS obtained from the global fitting analysis of the URA-BODIPY monomer signal for a beating
component with a frequency of ±1460 cm-1. Analogous to 2D-DAS, the 2D-CAS show the amplitude
distribution of a specific beating component in the 2D maps. Black dots pinpoint coordinates where
vibrational modes are expected to contribute. (c) Same as (b) but for the dimer. (d) Time-frequency
transform of the decay trace extracted at coordinates (16000, 14700) cm-1 corresponding to the square
in panel (c). Adapted from Ref. [134].
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relaxation dynamics in the excited state. To prove that, pump-probe and 2DES mea-
surements were performed on the dimer and on both the monomeric units compos-
ing the dimer. We found that the formation of a dimer opens up a new ultrafast
relaxation channel, characterized by a time constant of about 200 fs.
We verified, exploiting 2DES multidimensionality, that this new relaxation dynamic
is determined by two kinds of processes. First, an "intra-molecular" relaxation path-
way involves the two chromophoric moieties separately but simultaneously. Sec-
ond, we detected an “inter-molecular” relaxation mechanism, which involves the
transfer of population from the S1 of DAAP-BODIPY to the S1 of URA-BODIPY.
The analysis of the beating behavior of the 2DES signals, mainly connected with
nuclear motions, revealed the presence of peculiar properties: (i) they are most
likely linked with functional groups involved in the H-bonds formation, (ii) they
contribute mainly at a cross-peak position where an inter-molecular transfer mech-
anism has been identified and they do not present the typical amplitude distribution
expected for vibrational modes, and (iii) the beating dynamics associated with these
modes are damped in the same timescale of this inter-molecular transfer process.
It is likely to conclude that the formation of H-bonds activates new ultrafast dy-
namic channels in the relaxation dynamics of the dimer involving intra- and inter-
molecular mechanisms. The activation of an inter-molecular mechanism is particu-
larly significant considering the very weak interaction of the two BODIPY molecules
and the considerable distance between their centers of mass. This indeed suggests
that the design of H-bonded structures is a particularly powerful tool to drive the
ultrafast dynamics in complex materials.
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7.1. Theory

Through the years, multidimensional optical spectroscopy has proved to be decisive
for the investigation of the ultrafast dynamics of complex systems. As shown in the
previous chapters, he success of this technique is strictly linked to the possibility of
following the evolution of a system both in time and frequency and to the feasibility
of directly observing couplings between states [46]. Over the last decades, differ-
ent experimental implementations have been proposed [64]. The traditional and
most used approach is the heterodyne-detected 2DES (hereafter referred simply as
"2DES"), already discussed in detail in Chapter 3. Just to recall the most important
aspects, the final signal in 2DES is a coherent signal generated after the interaction
of three laser pulses, which results proportional to the macroscopic polarization of
the investigated system [51]. 2DES is based on a non-collinear geometry, thus re-
lies on the wave-vector selection of the third-order signal according to the phase-
matching conditions [46, 47]. Although this approach provides a background-free
detection, the major drawback is a limited spatial resolution [145], which leads to a
2DES signal that represents an ensemble-averaged response over a large number of
molecules [146].
To overcome these limitations, Action-2DES (A-2DES) has been recently proposed
as an alternative approach for measuring coherent nonlinear spectra, without the
need for coherent detection [147]. A-2DES is based on the detection of an incoherent
signal generated after the interaction of four laser pulses. More in detail, the first
pulse brings the system to a coherent superposition of states, which is converted
to a population by the second pulse. The third pulse generates again a coherent
superposition of states, which the fourth pulse turns into an excited fourth-order
population [148]. Therefore, the final signal results to be directly proportional to
an excited-state population. Different kinds of incoherent signals can be detected,
depending upon the investigated system. For example, fluorescence was used to in-



84 7| Action-based Spectroscopy

vestigate the conformation of molecular dimer complexes [149], a mixture of photo-
synthetic bacteria [146], as well as coupled squaraine dimers with increasing spacer
length [147]. Photocurrent detection has been used to study quantum dot photocells
[150], photoinduced processes in quantum wells [151] or the ultrafast dynamics of
organic solar cells [152]. Other detection methods are based on photoions [153] or
photoelectrons [154]. Moreover, A-2DES can be combined with single-molecule and
microscopy techniques to achieve a spatial resolution beyond the diffraction limit
[145, 146, 154].

A-2DES signal can be described in the framework of the fourth-order perturbation
theory. Recalling the density matrix formalism described in Section 3.1.1 for 2DES,
the A-2DES is an incoherent signal, which originates from the diagonal elements
ρnn of the density matrix. As described previously, this signal is proportional to
the fourth-order excited state population, which can be calculated, in the interac-
tion picture, as the expectation value of a projection operator Π̂I , in analogy with
Equation 3.14:

A(4)(t) = Tr
[
Π̂Iρ

(4)
I (t)

]
(7.1)

where Π̂I =
∑
n

Γn|ϕn⟩⟨ϕn| run onto all the excited states, each of them weighted by

their respective quantum yield coefficient Γn, which values depend on the detec-
tion method [149, 155]. Thus, in analogy with Equation 3.19, the final signal can be
expressed as:

A(4)(t) =

∫ ∞

0

dt4

∫ ∞

0

dt3

∫ ∞

0

dt2

∫ ∞

0

dt1E(t− t4)E(t− t4 − t3)

E(t− t4 − t3 − t2)E(t− t4 − t3 − t2 − t1)Q
(4)(t4, t3, t2, t1)

(7.2)

where we introduce the population-based response functions Q(4)(t4, t3, t2, t1) de-
fined as:

Q(4)(t4, t3, t2, t1) =

(
− i

ℏ

)4

⟨Π̂I(t4 + t3 + t2 + t1)

× [µI(t3 + t2 + t1), [µI(t2 + t1), [µI(t1), [µI(0), ρ(0)]]]]⟩
(7.3)

By explicitly calculating the commutator, we obtain all the 24 possible Liouville
pathways, including also the 8 terms of the third order response function previ-
ously calculated (and reported in Equation 3.22). In addition, in A-2DES the last
interaction can act both on the left (ket) or on the right (bra) of the density matrix,
leading to further contributions of opposite signs in the Liouville pathways. Ex-
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perimentally, different contributions from the total signals can be discriminated by
different phase combinations of the four exciting pulses. Indeed, the signal phase
ϕsig can be written as:

ϕsig = αϕ1 + βϕ2 + γϕ3 + δϕ4 (7.4)

with α, β, γ, δ representing the number and the kind of interaction of each of the
four pulses with the density matrix. For example, a value of α = +1 represents
an absorption (emission) contribution if the first pulse acts on the right (left) of the
density matrix. On the contrary, for a value of α = −1 an interaction on the right
(left) of the density matrix corresponds to an emission (absorption) contribution.
Among all the different contributions, the most important for our interest are the
rephasing and the non-rephasing signals, which are respectively given by the two
following different phase combinations:

ϕR
sig = −1ϕ1 + 1ϕ2 + 1ϕ3 − 1ϕ4

ϕNR
sig = +1ϕ1 − 1ϕ2 + 1ϕ3 − 1ϕ4

(7.5)

As already pointed out for 2DES (see Section 3.1.5), the different contributions to the
signal, identified as GSB, SE and ESA pathways, can be more easily visualized in the
form of Feynman diagrams. The same formalism can be applied to describe the fi-
nal signal of A-2DES, taking into account the interaction with the additional fourth
pulse [149]. The Feynman diagrams for the rephasing and non-rephasing pathways
are reported in Figure 7.1.
After the last interaction, the system is left in an excited (or double-excited) popu-
lation state [150]. The GSB and the SE pathways produce population in the first-
excited state |e⟩⟨e| and contribute to the total signal with the same sign. Moreover,
there are two different ESA pathways. The first ESA pathway (ESA1) brings the fi-
nal population to the first-excited state |e⟩⟨e|. In the second ESA pathway (ESA2),
the final population resides in the doubly-excited state |f⟩⟨f |. It is important to note
that, while the ESA1 pathway contributes with the same sign as the GSB and SE, the
ESA2 pathway contributes with an opposite sign [150].
The total signal is given by the sum of these four excitation pathways, according to
GSB + SE + ESA1 - ESA2, where ESA2 = Γ·ESA1, with Γ ≥ 0 the quantum yield
associated with the doubly-excited state with respect to the one associated with the
first-excited state. Indeed, we must take into account that the quantum yields of the
first and the double-excited states can be quite different, and the contributions of



86 7| Action-based Spectroscopy

Figure 7.1: Feynman diagrams summarizing all the possible contributions detected by A-2DES ex-
periment for (a) rephasing and (b) non-rephasing signals.

ESA2 need to be properly weighted. Generally, the value of Γ depends on the type
of incoherent signal. For example, in fluorescence detected A-2DES experiments
the value of Γ is typically ≤ 1, indicating that the fluorescence quantum yield from
higher energy excited states is small in comparison with the fluorescence yield from
excited states at lower energy, especially in the presence of radiationless processes
[156, 157]. For photocurrent-detected 2D experiments, the value of Γ may be much
larger than the fluorescence case with a value ≥ 2, since the photocurrent quantum
yield is enhanced for high-energy excited states in comparison to low-energy states
[150].

A-2DES is a fully-collinear technique, meaning that all the interacting pulses travel
the same optical path. The different contributions to the final signal cannot be sep-
arated spatially, as in the case of conventional 2DES. Other approaches are used to
disentangle the detected signal into the components of interest, which are based on
the principle that the signal phase is a combination of the phases of the excitation
pulses [158]. This phase dependence can therefore be exploited to retrieve the fi-
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nal signal by changing the phases of the four exciting pulses while repeating the
measurement. Generally, two main approaches are used to control the phases of the
pulses and are explained briefly in the following paragraphs:
(i) phase cycling: in this method, the phases of the four exciting pulses are inde-
pendently rotated of a certain known amount [159, 160]. Usually, a pulse shaper
generates a train of four laser pulses with a different phase combination. Different
signals are recorded for any phase combination and then, summing them properly,
a 2D spectrum of the process of interest can be extracted. The phase of the final
signal can be written as a combination of the phases of the four pulses:

ϕs = αϕ1 + βϕ2 + γϕ3 + δϕ4 (7.6)

where the condition α + β + γ + δ = 0 needs to be fullfilled. Moreover, consider-
ing only four interactions with the exciting pulse sequence, we need to include an
additional condition:

|α|+ |β|+ |γ|+ |δ| ≤ 4 (7.7)

Since the system ends in a population state, only three out of the four indices (α, β, γ, δ)
are independent of each other, allowing to consider only relative phases ϕ21 ≡ ϕ2 −
ϕ1, ϕ31 ≡ ϕ3−ϕ1 and ϕ41 ≡ ϕ4−ϕ1, all referred to the phase of the first pulse. During
an experiment, the phases can only be sampled in discrete steps. For example, con-
sidering the rephasing contribution with (α = −1, β = +1, γ = +1, δ = −1), it has
been demonstrated that it can be extracted with a 1×3×3×3 phase-cycling scheme,
where each of the relative phases ϕ21, ϕ31, and ϕ41 is changed in three equidistant
steps between 0 and 2π [159].
(ii) phase modulation: within this approach, the phase of each pulse is continu-
ously modulated at specific modulation frequencies. This technique was first im-
plemented by Marcus et coworkers [62]. In their experiment, a multi-branch inter-
ferometric setup was used to split each single laser pulses into a train of four pulses.
Each interferometric branch contains an acousto-optic modulator that continuously
modulates the phase of each pulse. In a more recent application, the use of a suit-
able pulse shaper allows to combine the pulse-by-pulse shaping while modulating
the phases of the different pulses [152, 161, 162]. The phase ϕi of each pulse is varied
so that:

ϕi(fi, t) = 2πmfiT (7.8)

where fi are the modulation frequencies of the order of hundreds of Hz, m runs
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through the number of waveform repetitions for a single experiment and T is the
delay time between two consecutive trains of four pulses. Lastly, by Fourier trans-
forming the recorded signal to the frequency domain, the different contributions to
the signal appear at different linear combinations of the modulation frequencies and
can be easily separated.

During the last few years, A-2DES has turned out to be a very promising technique
for its numerous benefits. In particular, A-2DES detection schemes have a distinct
advantage in terms of sensitivity compared to 2DES. This makes it possible to mea-
sure signals from small volumes and, in principle, also single molecules [163, 164].
Another advantage is that the signal is not an interference between electric fields,
as in 2DES, but it is a real property of the system. This offers direct access to the
physical quantity of interest and enables to operate at the real regime conditions
of the devices. This opens up the possibility of studying the dynamics of in vivo
proteins with a fluorescence-detection [165] or observing directly only the charges
generated by specific processes in the case of photocurrent-detection [148]. More-
over, A-2DES measurements allow neglecting many “background” responses, such
as coherent artefacts, solvent or scattering contributions, selecting only the dynam-
ics of interest. However, while the interpretation of 2DES spectra is well established,
the A-2DES is a fairly new technique and its interpretation is still an open debate in
literature [158]. Since the measured signal is different, the well known tools devel-
oped for the interpretation of 2DES cannot be directly applied to A-2DES. In ad-
dition, the cross-peaks features in A-2DES spectra strictly depend on the quantum
yield of the studied system and their evaluation is not trivial [158]. Experimentally,
there are more stringent requirements for the choice of the sample, which should be
optimized carefully depending on the detection scheme. For example, in the case
of photocurrent, the samples must be conductive or deposited on a conductive sub-
strate in order to measure a current signal. This means that not all samples can be
easily measured without a preliminary careful design.

7.2. Setup and data analysis

7.2.1. Setup

The A-2DES setup built in our laboratory is based on photocurrent detection. A
schematic representation of the A-2DES setup is reported in Figure 7.2. The laser
source and the NOPA are the same used for coherent 2DES experiments. After
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Figure 7.2: Schematic representation of the A-2DES setup. Abbreviations: (M) mirror, (SM) spherical
mirror, (P) prism.

a prism compression stage, the laser pulse enters an acousto-optic pulse shaper
(Fastlite Dazzler). In the case of A-2DES setup the Dazzler, previously exploited
only to finely control the phase of the different frequency components, is also used
to generate, from each incoming laser pulse, a sequence of four time-delayed excit-
ing pulses. The values of the corresponding time delays (t1, t2, t3) are scanned in-
dependently during an experiment to obtain the full time-dependent fourth-order
signal. To achieve the phase modulation scheme, the phase of each exciting pulse is
also modulated at a specific frequency f i. A mirror is then used to direct the beam on
the sample and the photocurrent is read-out through a National Instruments board
(NI usb-4432).

7.2.2. Data acquisition and analysis

In our phase-modulation detection, the f i can assume values that depend on the
maximum storage memory of the Dazzler pulse shaper [152]. The Dazzler has 72
slots of memory, therefore we chose to perform a pattern of 72 waveforms for each
set of fixed time delays (t1, t2, t3). The f i of the first exciting pulse is always kept
fixed at zero (f i=0), while the other three exciting pulses increase their phase of π/6,
π/8, and π/9, respectively at each streamed waveform. In this way, the four pulses
start all with phase equal to zero, and, during the last 72nd pulse of the sequence,
the phase of the three modulated pulses is a 2π multiple minus π/6, π/8, and π/9,
respectively. The Dazzler keeps cycling these 72 waveforms until a good signal-to-
noise ratio is reached. At the next laser pulse, corresponding to the first one of the
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Figure 7.3: Pictorial scheme of the A-2DES data acquisition and analysis procedure. After the in-
teraction of the sample with a train of four pulses (a), a modulated signal is acquired (b). The FFT
spectrum of this signal gives a peak at a different frequency for each contribution to the fourth-order
population. The A-2DES maps are rebuilt by extracting the components at all time-delays (d). After
data processing and Fourier transform along t1 and t3, the 2D-frequency map is obtained (e).

next sequence, the values of (t1, t2, t3) are changed and this pattern can start again.
The final signal recorded by the acquisition board is a signal modulated in time
through a combination of all the frequencies, as depicted in Figure 7.3(b). Subse-
quently, this acquired signal is Fourier transformed to obtain a spectrum for each
tern of (t1, t2, t3), as reported in Figure 7.3(c), which includes several signals at spe-
cific combinations of frequencies [166]. A particular modulation frequency is chosen
(for example the one corresponding to the rephasing or the non-rephasing signals).
By plotting the signal at this exact modulation frequency as a function of the scanned
time delays, we get 2D-maps as a function of the delays between pulses (see Fig-
ure 7.3(c)). After Fourier transforming along t1 and t3 axes, we obtain a series of
frequency-frequency maps (Figure 7.3(d)), similar to those obtained in a 2DES mea-
surement.

7.3. Measurements

To test our setup, the choice of the sample was of crucial importance, since it needs
to be conductive and to generate a current when photoexcited, in order to measure
a photocurrent signal. For this reason, we performed a preliminary measurement
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on a Graphene (Gr)-based device, in collaboration with the group of Prof. Luigi
Sangaletti (UniCatt, Brescia). Gr represents a good benchmark since it shows a wide
range of unique electronic and optical properties [167]. For example, pristine Gr,
that is graphene in its original unoxidized form, shows great potential as an optically
conductive window, due to its high optical transmittance (of almost 98%), which
allows a large range of light wavelengths to pass through [168]. Thus, the direct
measurement of a photocurrent turned out to be relatively simple respect to other
samples. Moreover, Gr functionalization can enhance its properties, including open-
ing its band gap [169] or tuning its conductivity [168, 170]. All these modulations
generally improve the performances of Gr-based devices, which find applications in
many different fields, like photocatalysis [171, 172], energy materials [173, 174], pho-
tonics [175] and so on. Furthermore, Gr-based devices can be functionalized with
strong light-absorbing species such as chromophores or nanoparticles. In this way,
they are able to convert light energy into electrical energy in photoelectrochemical
cells or photodetectors [176]. The coupling between the Gr and the light-absorber
molecules leads to efficient energy or charge transfer to or from the Gr-based devices
after photoexcitation [177]. For all these reasons, a deeper comprehension of the op-
tical properties of pristine Gr is fundamental for its exploitation. With A-2DES, we
can push our understanding beyond the current knowledge, capturing the ultrafast
dynamics right after Gr photoexcitation in real working devices.

7.3.1. Experimental methods and results

Figure 7.4: Rephasing A-2DES maps at selected values of population times for the Gr sample.

The measurements on pristine Gr have been performed with the A-2DES setup de-
scribed in Section 7.2.1. The t2 time delay was scanned from 0 to 300 fs, with steps of
7.5 fs. The pulse energy was 30 nJ at the sample position. The samples are placed on
a circuit board, consisting of a load resistor (RL) in series with the sample resistance
(RS), to which a constant voltage (VC = 5 V) is applied. The spot size at the sample
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position was about 1 mm.
Figure 7.4 shows the evolution of the A-2DES signal as a function of the population
time for the pristine Gr sample. Qualitatively, the main feature is a diagonal peak
centred at about 15500 cm-1 (1.9 eV), whose position remains almost constant at in-
creasing population time. This should be expected considering that the pristine Gr
can absorb in all the visible region. Indeed, the A-2DES response is a convolution
of the sample absorption and of the laser spectrum [178]. So in this case, the highest
contribution to the total signal comes from the laser band. These measurements are
not particularly informative on the system, but ensure us the possibility of measur-
ing a photocurrent from a Gr devices. As a future perspective, these findings pave
the way to a future functionalization of the Gr with a metal-phtalocyanines to inves-
tigate the presence of charge transfer processes between the molecules and the Gr
surface and to get more details about the underneath ultrafast transfer dynamics.

7.3.2. Artifacts problem

In A-2DES, the Dazzler is used to generate, from each incoming pulse, a train of
four pulses and to modulate their respective time delays and relative phases. The
Dazzler is an acousto-optic pulse shaper, meaning that the laser pulse can be seen as
a waveform which is shaped by applying an acoustic power. This waveform can be
normalized to a “constant-gain” reference waveform, which ensures that the acous-
tic power and, in turn, the optical power of the shaped laser pulse stays constant
during an experiment. At small acoustic-power operating regime, this constant
regime is verified. However, at high acoustic-power, the Dazzler has limited ca-
pabilities in keeping it costant while changing the phases of the pulse. This give rise
to nonlinearities artifacts, which are not dependent on the response of the sample
but on the fluctuant power of excitation. This effect is mainly present in the rephas-
ing signal and it is manifested as a large amplitude contribution along the diagonal
that hides the real signatures of the systems, as shown in Figure 7.5. Proofs of this
artifacts were previously reported in the works of the Brixner group [155]. In their
experiments, they correct this nonlinearities with an a priori approach, by iteratively
searching and dividing the measured signal by a correction factor for each pulse se-
quence, until the diagonal artifact is removed and does not contribute anymore to
the final signal.
In our group, we adopted an alternative a posteriori approach. We measure the out-
put of the Dazzler simultaneously with the measurements by placing a photodiode



7| Action-based Spectroscopy 93

Figure 7.5: (a) Time-dependent A-2DES map showing the diagonal artifacts arising from Dazzler
nonlinearities, which leads to (b) a spurious peak in the 2D-frequency map obtained after Fourier
transforming along t1 and t3.

on a back reflection. We then use this response to renormalize the signal. While this
easy methodology allows a first correction of the main contributions to the artifact,
still more refined procedures must be developed to increase the reliability of the
final data.
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The present research aimed to characterize the excited state dynamics of biologi-
cal and bioinspired systems. In particular, this dissertation seeks to contribute to
this growing area of research by exploring the details of processes happening im-
mediately after the photoexcitation of different systems. Considering the timescale
of these phenomena, Two-dimensional Electronic Spectroscopy (2DES) fits into this
context as a leading technique in the study of ultrafast dynamics up to the femtosec-
ond regime. Thanks to a global fitting analysis methodology previously developed
in our group, we could obtain the time constants regulating the kinetics of the relax-
ation processes and get more insights into the related mechanisms.

As a first step, we investigated the ultrafast dynamics of Chl b molecules in solution
both at RT and 77K. The objective of this study was to determine whether different
dynamic mechanisms were activated in these two different thermal regimes. For
the measurements at RT, we found that the dynamics at early times was dominated
by the spectral diffusion processes associated with the fluctuations of the environ-
ment surrounding the molecules, to which we attributed a time constant of 150 fs.
This time was consistent with the typical timescales of solvation dynamics of other
common dyes reported in literature. Interestingly, we could not observe any trace
of internal conversion between Qx and Qy bands, confirming previous studies sug-
gesting a lower degree of Qx- Qy mixing in Chl b compared to Chl a. At 77 K, no sign
of spectral diffusion was detected since the inertial motion of solvent molecules is
hindered by the low temperature. The primary mechanism dominating the excited
states relaxation was instead an ultrafast (60 fs) redistribution of energy into vibra-
tional modes by internal conversion. Thanks to the capability of the 2DES, we could
not only provide a time constant for this process but also verify the importance of a
selected subset of vibrational modes assisting the internal conversion process. These
findings shed new light on the photophysical properties of Chl b, which might po-
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tentially lead also to a better understanding of the role of Chl b in light-harvesting
complexes and of the different behaviour with respect to the more common Chl a.

As a step further on building this knowledge, we decided to compare the ultrafast
behavior of Chl a and Chl b when embedded in multichromophoric protein com-
plexes. To this aim, we considered four Water-Soluble Chlorophyll-binding Proteins
(WSCPs), characterized two-by-two by the same protein scaffold but binding differ-
ent pigments, Chl a or Chl b. The four complexes share a very similar structure,
with the only relevant difference being the possibility for Chl b-binding WSCPs of
establishing an additional H-bond through the formyl group of the Chl b with the
protein scaffold. Our final goal was to understand if it was possible to correlate
the optical and dynamic response of the four complexes to the presence of specific
pigment-protein interactions. Actually, 2DES measures revealed small but signifi-
cant differences in the ultrafast dynamics of the four complexes. More specifically,
we found that the electronic coupling between pigments can be correctly predicted
based on geometrical considerations only for Chl a-WSCP, whereas strong devia-
tions from the calculations are found for Chl b-WSCP, where the geometrical pre-
diction highly underestimates the coupling. The stronger coupling in Chl b-WSCP
explains the differences in the recorded dynamics, like the appearance of an addi-
tional ultrafast decay constant, attributed to the almost instantaneous decay of the
superpositions of excitonic states generated after excitation. The different behaviour
manifested by Chl a and Chl b in the same protein complex and the discrepancies
between calculated and experimental energy gaps in Chl b-WSCP could be justified
by accounting for the only structural difference between the two complexes, i.e., the
presence of the formyl group in Chl b at the C7 position and the possibility of engag-
ing this group in the formation of an additional H-bond with the protein backbone.
Therefore, we demonstrated that the formation of an H-bond could have very strong
consequences on the electronic structure and on the ultrafast dynamics of pigment-
protein complexes. This finding implies the possibility of tuning the photophysics
and the transport properties of artificial systems by properly engineering H-bonds
within their structure. In this context, our observations allow a step forward to-
wards more conscious exploitation of these important interactions.

Bearing in mind the importance of H-bond interactions, we took an additional step
to understand how their presence can influence the dynamics in the excited state.
With this aim, we characterized through pump-probe and 2DES measurements an
H-bonded dimer of BODIPY chromophores, properly designed such that three H-
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bonds are established between the two chromophores moieties. The same measure-
ments were also performed on both the monomeric units to assess the presence of
dynamics relevant only in the dimer. Our measurements revealed that the formation
of a dimer opens up a new ultrafast relaxation channel, characterized by a time con-
stant of about 200 fs. Further investigations pointed out that two kinds of processes
contribute to these dynamics. First, we detected an “intra-molecular” relaxation
pathway, which involves the two chromophoric moieties separately but simulta-
neously. Second, an “intermolecular” relaxation mechanism involves the transfer
of population among the two BODIPY units forming the dimer. The analysis of
the beating behaviour of the 2DES signals revealed the presence of peculiar features
only in the dimer, developing in a timescale of about 150 fs and attributable to vibra-
tional motions of the groups involved in the H-bond. In light of these pieces of ev-
idence and compared with the previous literature on excited-state H-bond dynam-
ics, it could conceivably be hypothesised that the H-bonds activate new ultrafast
dynamic channels in the relaxation dynamics of the dimer involving simultaneous
intra- and inter-molecular mechanisms. These findings confirmed our intuition that
the design of H-bonded structures can effectively be exploited to drive the ultrafast
dynamics in complex materials.

As a final step, we implemented in our laboratory a novel A-2DES technique based
on photocurrent detection. The advantage of this detection is the possibility of di-
rectly measuring a real properties of the systems, providing an unprecedented level
of insight into the excited state dynamics of conductive devices in operating condi-
tions. The first experimental results on a prototypical Graphene-based device were
encouraging, ensuring us the possibility of measuring a photocurrent. Certainly,
this setup is fairly new, so it will require further improvements and more sophisti-
cated signal acquisition and analysis, especially for the correction of artifacts deriv-
ing by the Dazzler’s intrinsic behaviour.

The shreds of evidence presented in this thesis depict the pathway that we followed
to move from biological complexes to biomimetic artificial energy harvesting de-
vices. Inspired by what we learned about the photophysics of biologically relevant
pigments and biological complexes, we moved to the design and characterization
of artificial systems. On the one side, we understood that a deeper knowledge of
the role of the environment is crucial to understand the underlying mechanisms
and functions of natural processes and exploit them for the design and the improve-
ments of new bioinspired molecules. Along this line, we thus proposed the design of
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H-bonds motifs as a strategy to modulate and drive the ultrafast dynamics of energy
transport. On the other side, it is clear that the design of new artificial biomimetic
systems needs to be complemented by the development of new spectroscopic tools
able to reveal with increasing clarity the dynamic behavior and the connection be-
tween the photophysical properties of the materials and the functionalities of the
final devices built with these materials. The 2DES and its recent novel implementa-
tions, the A-2DES, turned out to be cutting-edge techniques in this constantly devel-
oping field, allowing the detection of ultrafast processes with unprecedented clarity.
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