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Abstract. The paper presents the optimal design of the electric circuit of a Wireless Power Transfer Systems used to recharge the battery of an electric 
car. A field-circuit model is developed for the purpose of analysis, while a Pareto-like approach – based on SA-MNSGA-III and µ-BiMO, two nature-
inspired algorithms - is used for synthesis. An excellent correspondence between the results obtained with the two methods was found. Then, the 
optimization algorithms could be applied successfully even in more complicated cases, such as WPTSs design. 
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Introduction 
Wireless Power Transfer Systems (WPTSs) allow charging 
the onboard batteries of electric vehicles (EVs) without 
requiring the driver to tinker with the cables and plugs of the 
conventional battery chargers [1], thus making the use of 
EVs more user friendly. Moreover, the dynamic version of 
WPTSs transfers energy onboard a moving vehicle, thus 
solving two of the main drawbacks of EVs with respect to 
conventional ones, i.e. their shorter traveling range and 
longer recharging time. 
The physical principle at the basis of WPTSs is the inductive 
coupling between a transmitting and a receiving coil. The 
transmitting coil is buried under the road surface and is 
supplied with high frequency current that generates an 
oscillating magnetic field. The latter one links the receiving 
coil, installed beneath the vehicle chassis, and gives rise to 
an induced voltage that, after being suitably conditioned, 
charges the EV battery [2]. 
From the above description, it clearly appears that 
performance of the WPTSs strongly rely on the synergetic 
design of the power static converters and the 
electromagnetic coupling devices. Improving the design of 
the relevant circuit can be obtained by means of suitable 
optimization algorithms. 
This paper proposes to perform the The circuit synthesis is 
performed by means of algorithms belonging to the class of 
genetic algorithm starting from a population of N individuals. 
In particular, the NSGA-II, SA-MNSGA-III and BiMO are used 
to solve the synthesis problem [3–6]. Using the optimization 
algorithms a set of optimal solutions belonging to a Pareto 
front are obtained. These solutions are  and compared with 
the solution corresponding to the parameters of an existing 
experimental point setup, designed using the conventional 
approach finding that the experimental solutions lays on the 
same Pareto front, thus validating the proposed design 
methods. Finally, using Finite Element Analysis the 
robustness of the Pareto front selected solutions will beis 
analyzed considering variations on the axial position of the 

coils and coil parallelism; the results obtained considering the 
design parameters relevant to the experimental setup are 
reported in the paper.. 
 
The Problem 
Fig. 1 shows the first-harmonic equivalent (FHE) schema of 
a prototypal WPTS, designed to charge the battery of an 
electric mini car and considered as case study. The series 
compensation topology has been implemented in the 
receiving side, because of its good efficiency property, and 
in the transmitting side, because it allows supplying the 
system with a voltage inverter [7]. The inverter generates a 
square wave voltage and adjusts its first harmonic amplitude 
by means of the phase shift technique [2]. Thanks to the 
filtering effect arising from the L-C resonance at the 
transmitting and the receiving side, the coil currents iS and iT 
are nearly sinusoidal despite the square waveform of the 
supply voltage vS. For this reason, the equivalent circuits of 
the WPTSs are usually studied considering only the first 
harmonics of the electric quantities involved in their 
functioning and representing them by phasors, as in Fig. 1. 
The series of the receiving coil and of the resonating 
capacitor is cascaded by a diode rectifier and a dc-dc 
converter that charge the battery. These devices are not 
involved in the processing of reactive power and, in drawing 
the FHE schema, are represented by the equivalent load 
resistor RL. 
The losses in the FHE circuit are mainly given by the parasitic 
resistances RS and RR of the coil windings. They can be 
reduced by increasing the section of the wire used to build 
the coil or reducing the coil currents. This second solution 
reduces also the losses in the power static converters and 
hence is preferable. The voltage across the equivalent load 
RL is determined by the battery voltage and the gain of the 
dc-dc converter, which cannot be much different from 1 in 
order to maintain an high power conversion efficiency. The 
voltage across the LR-CR series is zero because of their 
resonance and hence the following relation holds for IS. 
 

𝑉̅𝐿 = −𝑗𝜔𝑀𝐼𝑆̅   ⇒  𝐼𝑆̅ = 𝑗
𝑉𝐿

𝜔𝑀
    (1) 

 
On the other hand, current IR in the receiving coil is 
determined by the power injected in the battery, so that it can 
be concluded that the losses in the receiving coil are fixed by 
the characteristics of the equivalent load, while, by (1), those 
 

Fig. 1 Electrical FHE schema of the wireless charger system [2]. 



in the receiving transmitting coil can be reduced if the mutual 
inductance M is increased. 
Considering the LT-CT resonance, analysis of the transmitting 
side of Fig. 1 leads readily to the conclusion that the increase 
of M requires to increase the supply voltage in the same 
proportion. On the other hand, supply voltage is somewhat 
limited by the available grid voltage and cannot be freely 
increased, so that two opposite requirements about 
efficiency and supply voltage can be recognized in designing 
a WPTS.  
 
Inverse problem 
The optimization problem aim is the improvement of the 
efficiency of the circuit limiting the supply voltage. In this 
problem three design variables have been selected: 1) the 
supply frequency f, which varies in the range [81, 90] kHz, 
according to the Society of Automotive Engineers (SAE) 
specification, 2) the mutual inductance M that varies in the 
range [10-62] μH in order to comply with the limits on the 
induced voltage, which in turn depend on the constraints on 
the supply voltage VS and the coil currents IS and IT; 3) the 
load voltage VL, applied at the input of the equivalent load 
and limited in the range [76.4, 127.3] V. Limits in the design 
variables 1) and 2) come from the pre-design analysis 
reported in [2] that led to development of the case study 
WPTS . The design criteria are: f1) the value of the supply 
voltage Vs VS to be minimized and f2) the power transfer 1-
efficiency (1-η) of the system, to be minimized (i.e. the η is 
maximized):  
 

𝑉𝑆 = 2𝜔𝑀
𝑃𝐵

𝑉𝐿
      (2) 

 

1 − 𝜂 = 1 −
𝜔2𝑀2𝑅𝐿

(𝑅𝑅+𝑅𝐿)2𝑅𝑆+𝜔2𝑀2(𝑅𝑅+𝑅𝐿)
  (3) 

 
with PB the power transferred to the battery (PB = 560 W) and 
VS and VL represent the amplitude of the voltages.  
 
Optimization Algorithm 
The optimization algorithms used in the circuit synthesis are 
all in the class of nature-inspired algorithms. Moreover, both 
the SA-MNSGA-III and µ-BiMO algorithms are based on the 
migration concept that allows the modification of the genetic 
heritage during the optimization process. During the 
evolution process the SA-MNSGA-III algorithm includes the 
‘migration’ of a new population in the current one, while the 
µ-BiMO algorithm includes the migration of individuals. The 
Pareto fronts obtained applying migration algorithms are 
compared to the ones obtained using the classical NSGA-II 
algorithm [8]. 
The Biogeography Based Optimisation (BBO) algorithm was 
first developed by Simon [9] in 2008 for solving single-
objective optimization problems. In [3,10–12] the multi-
objective version of the algorithm was proposed. 

 
SA-MNSGA-III algorithm 
The Self-Adaptive Migration NSGA (SA-MNSGA) 
optimization method, described in [6], is based on the 
classical NSGA-II multi-objective algorithm [8], but was 
enhanced in order to modify periodically the genetic heritage 
of the population. In fact, the SA-MNSGA multi-objective 
optimization method evolves like classical NSGA-II 
algorithm, but includes the periodic ‘migration’ of new 
population that modifies the genetic heritage of the current 
population. It starts from an initial population of Np individual, 
where usually Np = 20. The SA-MNSGA version modify 
NSGA-II in order to allow the migration of a new population 
of Nm individuals (with Nm < Np) inside the current population 
of Np individuals. The aim of the migration event is the 

modification of the research space in order to avoid the stop 
on a local minimum: t. 
According to [6] the periodicity of the migration event and the 
number of immigrated individuals are modified by the 
algorithm based on the entity of front movement with respect 
to the previous step, using the Self-Adapting function as in 
[5,13,14]. In practice, if the position of the front is changed 
with respect to the previous step, the migration event is less 
frequent with respect the case in which the front doesn’t 
move a lot. 
With respect to the previous version SA-MNSGA algorithm, 
in SA-MNSGA-III (Fig. 2), the migration event occurs before 
the genetic step. In the migration event Nm individuals are 
generated using the random generation. This way the father 
selection is made on a larger population that includes both 
the populations, the current one and the migrated and so 
formed by Np + Nm individuals instead of Np individuals. Then 
the number of generated individuals is larger with respect to 
the one in NSGA-II algorithm. Finally, only the best Np 
individual are selected and form the new population. 
 
The µ-BiMO algorithm 
BBO is based on the process of natural immigration and 
emigration between small islands of species in the search for 
more friendly habitats, which is observed in nature. Each 
solution considered is treated as a habitat or island (design 
vector or individual in genetic algorithms) composed of 
suitability index variables (SIV, design variables), and each 
habitat exhibits a quality given by the habitat suitability index 
(HSI, objective function). The ecosystem, which is the whole 
set of islands or habitats, is progressively modified by means 
of two stochastic operators, i.e. migration and mutation: 
migration improves the HSI of poor habitats by sharing 
features from good habitats (exploitation step); in turn, 
mutation modifies some randomly selected SIV of a few 
habitats in view of a better search in the design space 
(exploration step). For each SIV of each habitat a random 
event rj rules the selection of immigration or emigration 
operator. If immigration occurs, the current SIV is kept for the 
next ecosystem, while if emigration occurs the current SIV in 
the considered habitat (say the i-th habitat) goes extinct and 
the SIV of another habitat (say the k-th habitat) takes the 
same SIV position in the i-th habitat of the next ecosystem. 
The k-th habitat is selected depending on the emigration rate 

 
Fig. 2. Schema of the SA-MNSGA-III algorithm 
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and the SIV. 
The multi-objective version of the algorithm based on the 
definition of the generalized fitness, which takes into account 
simultaneously two or more objective functions by exploiting 
the concept of non-dominated ranking of solutions in the 
objective space and crowding distance [3,8,10,11,15]. 
The BiMO algorithm showed good results in different field of 
applications [16–18]. However when the number of SIV and 
the number of islands is small, many duplicates of islands 
occur. To overcome this aspect, the µ-BiMO algorithm was 
proposed [10]. In this new algorithm, small rocks in the 
migration of individuals ‘help’ immigrants to colonize islands 
that otherwise would not be reached, with the concomitant 
loss of the individuals who would never reach the ground; 
then the rocks have the function not to waste habitats that 
otherwise would never characterize an ecosystem. In 
particular, during the migration procedure it could happen 
that good habitats are replaced. To recover this, the 
discarded habitats are stored in a vector (rock vector) that 
tracks the habitats. Then, in µ-BiMO instead of generating 
new habitats randomly, they are taken from the best habitats 
belonging to the rock vector.  
 
FEM model for robustness evaluation 
Fig. 3 shows the 3D model of the experimental device where 
the two disc ferrite cores, made on 3C95 (Ferroxcube) and 
the two 15-turns pancake inductors, made on Litz wire, are 
represented. The sizes of the devices are reported in Fig. 4. 
The bottom coils was supplied by a current at 85 kHz with 
rms amplitude equal to 10 A. A time harmonic steady state 
problem in the magnetic vector potential was solved [19]. The 
mesh includes 279’000 nodes and 1’597’000 volume 
elements. 
From The FEM model the resulting mutual inductance was 
evaluated. In order to consider a non-ideal case, two different 
displacements where applied to the upper coils in order to 
simulate the misalignment along x and y direction, 
respectively, due to e.g. a bad positioning of the car on the 
bottom coils. Moreover, the non-parallelism between the two 
faced coils, due to e.g. mistakes of assembly on the car 
bottom, was considered. Fig. 5 represents the geometric 
variations between the two coils considered in the FEM 
analysis of robustness. In these cases, the mutual 
inductance was computed using the formula (4) and 
compared with the one in the ideal case of perfectly facing 
coils.  

The mutual inductance was computed using the formula (4):  

 

 𝑀 =
𝑉𝑟𝑚𝑠

𝜔𝐼𝑟𝑚𝑠
     (4) 

 
Results 
Fig. 6 shows the Pareto fronts obtained using NSGA-II, SA-
MNSGA-III and µ-BiMO algorithms. The cross points, 
labelled START in Fig. 6, are initial solutions from which the 
optimization starts. The circles are the solutions obtained 
after 26 generations (Np=20 individuals, 494 calls to objective 
functions) of NSGA-II. The dots are the solutions obtained 
after 12 generations (Np=20 individuals, 455 calls to objective 
functions) of SA-MNSGA-III. Finally, the triangular points are 
the solutions obtained after 100 iterations and 500 calls to 
objective functions of µ-BiMO algorithm (5 islands). Table I 
reports the values of the design variables at the Pareto front 
ends obtained with the three optimization algorithms. All the 
three methods well approximate the Pareto front. In 
particular, NSGA-II and SA-MNSGA-III found good 
approximation of the end-points of the front. In turn, point B 
of µ-BiMO is a dominated solution with respect to the B point 
found by NSGA-II and B point found by SA-MNSGA-III. This 
is due to how the boundaries are handled by the methods. In 
fact, in the generation of a new individual, NSGA-II and SA-
MNSGA-III consider a value on the border, when a design 
variable is out of the feasible range, while µ-BiMO re-
generate randomly the value. In this problem the end-points 
of the approximated Pareto front are characterized by values 
of design variables on the boundaries of the feasible range. 
Hence, the end-points are well approximated by NSGA-II and 
SA-MNSGA-III. 
The red square point represent the performance achieved by 

 
Fig. 3 3D FEM models of the coils. 
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Fig. 6 Pareto front obtained using the three optimization algorithms 
and experimental point. 
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the case study WPTS, whose design variables are reported 
in the last row of Table I. 
Analysis of the Fig. 6 and Table I shows that the design 
variables obtained at the Pareto front fully comply with the 
WPTS operation and prove that the two design criteria are 
conflictual. Moreover, the optimized solutions are in 
agreement with the design variables selected for the setting 
up of the prototypal WPTS. In particular, in the figure it clearly 
appears that operating at higher supply voltages increases 
the system efficiency because of the reduced losses due to 
the IS current, while the values reported in the table suggest 
that a slight increase of VL in the prototype would lead to an 
increase of the efficiency.  
 
FEM model results 
Table II reports the values of the mutual inductance, M, 
computed using the equation (4) for the case of the perfectly 
aligned coils and for the coils misaligned considering dx 
equal to 50 mm or the angle α equal to 5° as in Fig. 5. The 
percentage variation with respect the perfectly aligned 
system is computed as well as the unitary variation. The two 
misalignments act in an opposite way on the M value.  
 
Conclusions 
The effectiveness of the optimization method applied to the 
design of a WPTS has been proved by comparing the design 
variables obtained at the Pareto front with those of the case 
study prototype, designed following the traditional trial-and-
error method. 
The excellent correspondence between the results obtained 
with the two methods makes it possible to consider that the 
optimization algorithms presented in this paper could be 
applied successfully even in more complicated cases, such 
as WPTSs where the coils have different dimensions [20] or 
where the compensation networks have a more complex 
topology [20]. 
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TABLE I DESIGN VARIABLES AT THE PARETO FRONT EXTREMITIES 

algorithm f [Hz] VL [V] 
M 

[uH] 
f1 (Vs) 

[V] 
f2 

(1-η) 
η 

A-NSGA-II 90000 100.0 62.0 323.2 0.09 0.91 

B-NSGA-II 81000 97.7 10.0 60.6 0.28 0.72 

A-SA-MNSGA-III 90000 100.0 62.0 323.2 0.09 0.91 

B-SA-MNSGA-III 81252 99.5 10.0 60.1 0.29 0.71 

A-µ-BiMO 81916 99.5 10.1 60.7 0.28 0.72 

B-µ-BiMO 88247 99.5 61.3 314.6 0.09 0.91 

Experimental 
point 85000 82.7 31 261 0.1 0.9 

 

TABLE II DESIGN VARIABLES AT THE PARETO FRONT EXTREMITIES 

dx 
[mm] 

α [°] M [µH] ΔM [%] dM/dx 

[µH/mm] 

dM/dα 

[µH/°] 

0 0 18.59 -- -- -- 

50 0 18.22 -1.99 -0.0074 -- 

0 5 19.31 +3.87 -- +0.144 
 


