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Abstract

The question at the backbone of the work presented in this thesis is: Will future gravitational wave surveys be an
effective tool to constrain cosmology? To answer this question, we will focus on the analysis of the clustering

properties of binary mergers as mapped by future gravitational wave detectors in luminosity distance space.

After an initial overview dedicated to cosmology, to the study of large scale structures and to the main

features of gravitational wave science, we will show that the tomographic analysis of angular power spectra

of binary mergers will provide important information on parameters related with both cosmology and the

formation channels of the merger themselves. We will then investigate how clustering properties can help us

disentangling the astrophysical and primordial origin of binary black hole mergers, by applying Bayesian

model selection techniques. Finally, we will deal with simulations in order to test our results and starting

building a tool devoted to the analysis of future datasets.
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Introduction 1
1.1 Main goal of the
thesis . . . . . . . . . . . . . . . . 1
1.2 Summary . . . . . . . . 2

The immense distances to the stars and the galaxies mean that we see everything in space in the past, some as they
were before the Earth came to be. Telescopes are time machines. Long ago, when an early galaxy began to pour light
out into the surrounding darkness, no witness could have known that billions of years later some remote clumps of
rock and metal, ice and organic molecules would fall together to make a place called Earth; or that life would arise and
thinking beings evolve who would one day capture a little of that galactic light, and try to puzzle out what had sent it
on its way.

Carl Sagan

A Pale Blue Dot [1]

Cosmology is a wide field of research, the aim of which is to understand how the

Universe is made, how it originated and how it evolved across cosmic time. A large

number of theoretical models, numerical simulations and observational campaigns

devoted to the analysis of both the early and the late Universe arose in the last

decades, alongside with a larger and larger dedicated scientific community. The

use of different points of view and perspectives became fundamental to develop

innovative strategies to deal with novel and sometimes unexpected challenges.

The study of the Universe as a whole, however, can not disregard the understanding

of how astrophysical objects form and behave. They constitute the sources through

which we can trace the large scale structure of the cosmos: the statistical analysis

of their distribution carries information about their past history and can be used as

tool to look into the unknown.

The synergies between cosmology and astrophysics have always been many, but their

interconnection was even more enhanced by the birth of gravitational wave science.

This new field of study represents an unprecedented occasion for researchers in all

fields, pledging to provide an incredible amount of data, information and results

in the years to come. To deal with them, it will be necessary to further develop

theoretical models of the astrophysical gravitational wave sources and of their

interplay with the underlying cosmological scenario. At the same times, a large

numerical and data analysis effort will be required.

1.1 Main goal of the thesis

The question at the backbone of the work presented in this thesis is:

Will future gravitational wave surveys be an effective tool to constrain cosmology?

The short answer is: yes, they will. Of course, this will be detailed and justified

throughout the text.

Indeed, it is already well known that, thanks to their standard siren property,

gravitational waves will be able to provide powerful constraints on dark energy

and accurate measurements of the Hubble parameter. In our work we will focus

instead on a different, less explored aspect, namely the clustering properties of
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binary mergers from which gravitational waves are produced. These are the only

resolved sources we observed until now and they will dominate future observational

campaigns as well. Catalogues provided by future detectors will map them in the

full sky and to very high distances, up to the edge of the cosmic dark ages, when

the first stars began to form.

We will show that the tomographic analysis of the angular power spectrum
estimated from the distribution of such sources will provide important information

on parameters related with both cosmology and the formation channels of the

sources themselves. Throughout the thesis, we will derive forecasts mainly for the

Einstein Telescope, a third generation ground−based gravitational wave detector

that will become operational in the mid 2030s. The reason for this is that clustering

studies require a large number of sources, at least 10
3−10

4
, which will be achievable

with this kind of detectors.

The techniques we will adopt present similarities with the methods currently used

in the literature for galaxy survey analyses. There will be however also significant

differences and new technical challenges to address. We will look deeply into two

main topics: how the clustering of the sources can be modelled and how their

observed positions in the sky can be affected by large scale structures.

To model the clustering of binary mergers, we will rely on state−of−the art hydro-

dynamical simulations. These take into account astrophysical processes that lead to

binary formation and connect them with the distribution and characteristics of their

host galaxies. We will first of all model the clustering through a semi−analytical

approach. We will then test our results thanks to direct estimates performed on the

catalogues extracted from the simulations themselves.

In the computation of the angular power spectrum, we will also pay specific

attention to the deformation effects induced by gravitational lensing and peculiar

velocities of the source host galaxies. In galaxy surveys, where the distance indicator

is the redshift, the latter are known as redshift space distortions. However, for

gravitational waves signals we will only directly measure the luminosity distance:

to obtain redshifts also for gravitational wave events, we will need electromagnetic

counterparts or cross−correlations with external datasets. We want however to

avoid this in our work and rely on gravitational wave observations alone. For this

reason, space distortion effects will have to be recomputed in luminosity distance
space. In this thesis, we will describe in detail the main reasons behind this choice

and discuss its implications.

The work we will present collects the analyses and the results we developed in the

published papers [2, 3] and in the forthcoming ones [4, 5].

1.2 Summary

This thesis is organized as follows. At the end of this chapter, we provide a summary

of the abbreviations adopted throughout the text.

In the first part, BACKGROUND MATERIAL, we will summarize the state−of−
the−art of the cosmological model, of the techniques used to trace and analyse

large scale structures and of gravitational wave science.

In particular, chapter 2, A quick glance at cosmology, is dedicated to the standard

cosmological model.
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▶ In section 2.1 we will describe the geometry and evolution of the Universe,

together with its main properties and components.

▶ In section 2.2 we will introduce the cosmological perturbations and we will

define the statistical tools required to analyse them.

▶ In section 2.3 we will discuss the primordial Universe and the hypothesis of

the existence of primordial black holes.

In chapter 3, Tracers of the dark, we will deal with large scale structures.

▶ In section 3.1 we will describe large scale structures, with particular reference

to the distribution and clustering of dark matter halos.

▶ In section 3.2 we will derive the characteristics and the functional expression

of the angular power spectrum for discrete tracers in redshift space.

▶ In section 3.3 we will summarize the formation, distribution and clustering

of galaxies, supernovae IA and compact object binary mergers, both of

astrophysical and primordial origin, as tracers of large scale structures.

In chapter 4, The era of gravitational wave science, we will revise the main features

of the theory that describes gravitational waves and we will summarize how they

are detected and analysed.

▶ In section 4.1 we will present the general relativistic description of gravitational

wave generation and propagation, together with their different kinds of

sources.

▶ In section 4.2 we will characterize the gravitational wave detectors and we

will describe current and future instruments.

▶ In section 4.3 we will describe two applications of gravitational waves to

cosmological studies.

The second part, RESEARCH WORK, will deal with the original work we devel-

oped in the context of this thesis and with the results we obtained.

In chapter 5, Forecasts for future GW survey, we will compute the Einstein

Telescope forecasts for cosmological and bias parameters, using the clustering of

astrophysical binary mergers.

▶ In section 5.1 we will introduce dark sirens i.e., binary mergers without

electromagnetic counterpart, for which the redshift can not be measured.

▶ In section 5.2 we will describe the luminosity distance space and we will com-

pute a first approximated expression for angular power spectrum corrections

due to space distortions.

▶ In section 5.3 we will model the number distribution and the clustering of

binary mergers we adopted in our analysis.

▶ In section 5.4 we will summarize how forecasts can be obtained through the

Fisher matrix technique.

▶ In section 5.5 we will present our results on the capability of Einstein

Telescope and other, more advanced, detector configurations in constraining

both cosmological parameters and clustering properties of the sources.

▶ In section 5.6 we will improve on the previous analysis under several points,

the most important of which will be the implementation of a multi−tracer

technique involving supernovae IA.

Results from this chapter were published in [2, 3].

In chapter 6, Model selection for PBH scenarios, we will perform model selection

forecasts to verify whether the clustering of mergers will have the potential

to discriminate between scenarios in which some of the gravitational waves
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are produced by primordial black hole mergers and scenarios in which only

astrophysical sources exist.

▶ In section 6.1 we will revise Bayesian statistics and we will introduce the

Bayes factor, which is the key ingredient for the model selection that will be

performed.

▶ In section 6.2 we will model the number distribution and clustering properties

of both astrophysical and primordial black hole mergers.

▶ In section 6.3, we will discuss the analysis set−up and we will present the

results obtained.

The analysis developed in this chapter will soon be published in [4].

In chapter 7, Analysis of ABH simulations, we will perform a direct estimate of

both the power spectrum and the clustering using simulated data, made by sets of

astrophysical black hole mergers. We will exploit this analysis both to characterize

the properties of hydrodynamical simulations that are currently used to study the

binary formation channels and to test our semi−analytical model developed in

chapter 5.

▶ In section 7.1 we will give a brief review of different kinds of simulations,

namely collision−less 𝑁−body, hydrodynamical and population−synthesis

based.

▶ In section 7.2 we will describe the power spectrum estimators implemented

for the analysis.

▶ In section 7.3 we will characterize the techniques used to study clustering in

a simulated dataset.

▶ In section 7.4, we will summarize how we implemented the analysis and

we will present our results, highlighting the differences that can arise when

performing studies on the different types of simulations.

The results summarized here will soon be published in [5].

Finally in chapter 8 we will draw our conclusions and summarize our main results.

We will also describe the future prospects and the possible follow−up applications

of our analysis.
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Abbreviations

In the following table we summarize the abbreviations used throughout the text

and the chapters where they can be found.

Symbol Name Chapters

ABH astrophysical black hole (mergers) [3, 6, 7]

BBH binary black hole mergers [4,5, 7]

BNS binary neutron star mergers [4, 5, 7]

BHNS black hole−neutron star mergers [5, 7]

CIC cloud−in−cell (GAS) [7]

CDM cold dark matter [2]

CMB cosmic microwave background [2, 3, 4, 5]

CPL Chevallier−Polarski−Linder DE parametrization [2, 5]

DE dark energy [2, 3, 5]

DM dark matter [2, 3, 5, 6, 7]

EM electromagnetic [3, 4, 5]

EoS equation of state [2, 3]

EFT effective field theory [2]

ET Einstein Telescope [4, 5, 6]

FKP Feldman−Kaiser−Peackock estimator [7]

FLRW Friedmann−Lemaître−Robertson−Walker metric [2, 3, 5]

FoF friends−of−friends (algorithm) [7]

FFT fast Fourier transform [7]

GAS grid assignment scheme [7]

GR general relativity [2, 3, 4, 5]

GUT grand unified theory [2]

GW gravitational waves [3, 4, 5, 6, 7]

HOD halo occupation distribution [3, 5, 6, 7]

HOD/GOD galaxy occupation distribution [5, 6, 7]

IM intensity mapping [3]

ΛCDM standard cosmological model [2]

LDS luminosity distance space [5]

LoS line of sight [3, 4, 5]

LSS large scale structure [3, 5, 6, 7]

MG modified gravity [2]

NS neutron star [3]

PBH primordial black hole (mergers) [2, 3, 4, 6]

𝑆𝐹𝑅 star formation rate [3, 5, 7]

SPT standard perturbation theory [3]

SMF stellar mass function [5]

𝑆𝑁𝑅 signal−to−noise ratio [3, 4, 5, 7]

VRO Vera Rubin observatory [5]

WIMP weakly interacting massive particles [2]

WD white dwarf [3]
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1: We use the convention

that Greek letters (e.g., ��)

express spacetime coordi-

nates, roman letters (e.g., 𝑖 𝑗)

indicate their spatial compo-

nents.

A quick glance at cosmology 2
2.1 The standard
cosmological model . . 7
Universe components
and cosmological parame-
ters . . . . . . . . . . . . . . . . . . . . 10
Distance measurements 11
Thermal history and
Universe epochs . . . . . . . 12

2.2 Cosmological
Perturbations . . . . . . . 15
Evolution . . . . . . . . . . . . . . 15
Statistics . . . . . . . . . . . . . . . 16
Evolution in Fourier
space . . . . . . . . . . . . . . . . . . 19

2.3 The primordial
Universe . . . . . . . . . . . . 21
Primordial black holes .22

Cosmology is a wide research field, which deals with the study of the Universe as a

whole: from its initial condition and early stages, following the structure formation

and evolution up to the present times. In this chapter, we briefly summarize the

standard cosmological model and we introduce the main observables that are

used to probe it. The review presented in this chapter does not pretend to be at all

exhaustive: since its main goal is to be functional to the study performed in the next

chapters, we limit ourselves to describe some essential elements of cosmological

theory. When limitations are present, we highlight them, referring the reader to

specific literature where to learn more about it.

In particular, in section 2.1 we summarize the main equations required to describe

the geometry and evolution of the Universe and we introduce the cosmological

parameters that describe them. We characterize the matter and energy components

and we discuss how distances are measured in cosmology. We also give a brief

overview of the thermal history of the Universe and of the different epochs that this

defines. In section 2.2 we introduce the cosmological perturbations, we describe

their evolution both in real and in Fourier space, and we define the statistical

tools required to analyse them, namely the spatial correlation function, the power

spectrum and the angular power spectrum. Finally, in section 2.3 we briefly discuss

how the primordial Universe can be described, giving particular attention to the

hypothesis of the existence of primordial black holes. We discuss how they could

form and we summarize the constraints that today exist on their abundance in the

different mass ranges.

2.1 The standard cosmological model

The current standard cosmological model can also be referred to asΛCDM, from the

names of its main components: the cosmological constant (or dark energy) Λ and

the Cold Dark Matter (CDM). These make up more of 90% of the Universe density

content, the rest being split between baryonic matter, radiation and neutrinos [6].

In this framework, the Universe is well described by a geometrically flat spacetime

and General Relativity (GR) is used to describe its dynamical behaviour. Moreover,

the cosmological principle, firstly introduced by Einstein and Milne in the 1930s

[7], holds: on large scales i.e., above 100 Mpc, isotropy and homogeneity assure

rotational and translation invariance.

Under these conditions, the background metric i.e., the average geometry of the

spacetime, is described by the Friedmann−Lemaître−Roberson−Walker (FLRW,

see [8] and references therein) metric:

𝑑𝑠2 = 𝑔��𝑑𝑥
�𝑑𝑥� = −𝑐2𝑑𝑡2 + 𝑎2(𝑡)

(︃
𝑑𝑟2

1 − k𝑟2

+ 𝑟2𝑑�2 + 𝑟2𝑑 sin
2 �𝑑𝜑2

)︃
, (2.1)

where 𝑠 is the line element and [𝑡 , 𝒙] = [𝑡 , 𝑟 , �, 𝜑] are the time and space comoving

coordinates,
1 𝑐 is the speed of light in the vacuum and k = 0 is the spatial
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2: The value of kwould be

+1 in a closed Universe, −1

in an open one.

3: It is usual to adopt the

dimensionless factor ℎ =

𝐻0/(100 km s
−1

Mpc
−1) as a

rescaling factor to make the

values of cosmological pa-

rameters independent from

𝐻0 uncertainties (see sec-

tion 2.1.1)

4: When referring to the

density 𝜌, we implicitly as-

sume 𝜌𝑐2
.

curvature in the flat Universe.
2 𝑎(𝑡) instead is called the scale factor: it describes

the expansion rate of the Universe; its local value is 𝑎(𝑡 = 0) = 𝑎0 = 1. In the local

Universe 𝑎(𝑡) > 0, meaning that the expansion is accelerated; this however only

acts on the large scales, while bound systems such as clusters or galaxies are not

affected by it [9]. While we indicate with 𝑟 the comoving radial coordinate, we use

𝜒 to indicate the comoving distance; this is related with the proper distance by

𝑑(𝑡) = 𝑎(𝑡)𝜒, as section 2.1.2 shows in detail.

The scale factor can be related to the wavelength variation a light−ray (or a

gravitational wave) undergoes because of the expansion itself. In fact, considering

a light−ray (gravitational wave) having wavelength �𝑒 at the emission time 𝑡𝑒 , this

is observed with �0 = �𝑒 𝑎(𝑡0)/𝑎(𝑡𝑒) at the present time 𝑡0 because of the Doppler

effect caused by the relative motion between the source and the observer; this

relation can be described through the redshift:

𝑧 =
�0 − �𝑒

�𝑒
→ 1 + 𝑧 = 𝑎(𝑡0)

𝑎(𝑡𝑒)
=

1

𝑎(𝑡𝑒)
. (2.2)

The relation between redshift and distance was firstly found out by Hubble in 1929

[10]. Locally, this is expressed through the Hubble law:

𝑐𝑧 ∼ 𝐻0𝑑 (2.3)

where𝐻0 is called the Hubble constant3
. Hubble’s studies on the recession velocity

of distance galaxies were the first probe of the cosmic expansion.

The Einstein gravitational field equations characterize the relation between the

spacetime and its components:

𝐺�� +Λ𝑔�� =
8𝜋𝐺

𝑐4

𝑇�� , (2.4)

𝑔�� = diag

(︁
1 𝑎2(𝑡) 𝑎2(𝑡) 𝑎2(𝑡)

)︁
being the FLRW metric defined in eq. (2.1), 𝐺 the

gravitational constant, Λ the cosmological constant defined in section 2.1.1 and

𝐺��
, 𝑇��

the Einstein tensor and the covariant stress−energy−momentum tensor

respectively. The first encodes the information on the geometry of spacetime, being

defined by the mean of the Ricci tensor 𝑅��
(i.e., the contraction through the metric

of the Riemann tensor in eq. (4.2)) and the Ricci scalar 𝑅 as:

𝐺�� = 𝑅�� + 1

2

𝑔��𝑅 . (2.5)

The stress−energy−momentum tensor instead depends on the content of the

Universe, being related to the rest−mass energy density
4 𝜌, the pressure 𝑝 and the

4−velocity 𝑢� of its constituents. Assuming the Universe behaves as a perfect fluid

( see e.g., [11] and references therein), 𝑇��
is defined as:

𝑇�� =

(︃
𝜌 +

𝑝

𝑐2

)︃
𝑢�𝑢� + 𝑝𝑔�� . (2.6)

In the case of an imperfect fluid, the anisotropic stress tensor Π��
would also

be included: this is required to study a Universe filled with several uncoupled

components. The Friedmann equations are obtained by solving eq. (2.4) for an
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5: ̇ indicates the derivative

with respect to 𝑡. This can

be related to the conformal

time 𝜏 through 𝑑𝑡 = 𝑎𝑑𝜏.

6: ∇� is the covariant deriva-

tive.

homogeneous and isotropic fluid [12]:

3

(︃
�̇�

𝑎

)︃
2

= 8𝜋𝐺𝜌 − 3

3k𝑐2

𝑎2

+Λ , (2.7)

�̈�

𝑎
= −4𝜋𝐺

3

(︃
𝜌 + 3

𝑝

𝑐2

)︃
+ Λ

3

, (2.8)

where we neglected the time dependence for clarity. Through the Friedmann

equations it is possible to characterize the dynamics of the Universe and to study

the scale factor evolution across cosmic time. In eq. (2.7), the term 𝐻(𝑡) = �̇�/𝑎 is

defined
5

as the Hubble parameter. The Hubble parameter is shown in figure 2.1,

where the conversion between redshift and cosmic time is made by assuming:∫ 𝑡

0

𝑑𝑡

𝑎(𝑡) =
𝑐

𝑎0

∫ 𝑧

0

𝑑𝑧

𝐻(𝑧) . (2.9)

Figure 2.1: Hubble param-

eter 𝐻(𝑧) depending on 𝑧.
This trend is obtained from

eq. (2.10) in a ΛCDM Uni-

verse, assuming for the cos-

mological parameters the es-

timates of Planck 2018 [13].

Vertical lines indicate when

relevant events in the history

of the Universe took place,

which are describe in sec-

tion 2.1.3.

Being strictly related to the evolution of the scale factor, the Hubble parameter

is particularly relevant for cosmology. In an isotropic Universe, by using the

conservation of the stress−energy−momentum ∇�𝑇
�� = 0,

6
from which the

continuity eq. (2.29) is found, eq. (2.7) can be rewritten such that the Hubble

parameter is:

𝐻(𝑧) = 𝐻0

√︃∑︂
𝑖

Ω𝑖(1 + 𝑧)3(2+𝜔𝑖 ) (2.10)

where for each component 𝑖 the dimensionless density parameter is defined as

Ω𝑖 = 𝜌𝑖/𝜌𝑐 = 8𝜋𝐺𝜌𝑖/3𝐻2

0
, 𝜌𝑐 = 8𝜋𝐺/3𝐻2

0
being the critical density required to get

k = 0 i.e., a flat Universe today, from eq. (2.7). The redshift dependence is obtained

by knowing the Equations of State (EoS) 𝜔𝑖 = 𝑝𝑖/𝜌𝑖 (see eq. (2.25)). Eq. (2.9) in this

case can be rewritten in terms of the 𝑖−th dominant component as:

1

1 + 𝑧 ∼ 𝑡2/3(1+𝜔𝑖 ) . (2.11)

In eq. (2.10), 𝐻0 = 𝐻(0) is the Hubble constant already defined in eq. (2.3). Its

measurement represents one of the challenges of modern cosmology: high redshift

(i.e., estimates on the Cosmic Microwave Background, see section 2.1.3 and [13,

14]) and low redshift probes (e.g, the standard candles described in section 3.3.2
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[15–17]), in fact, provide values that are discrepant at more than 4𝜎 (see e.g., [18, 19]).

This so called Hubble tension highlights the presence of an internal inconsistency

that could be both related to systematics in the local measurement (e.g., [20, 21]) or

due to the inaccuracy of the models we use to describe the early or late Universe

(e.g., [22, 23]). The latest release of the SHOES and Pantheon+ enhanced this tension

up to 5𝜎, pointing to the fact that no indications arise of measurement errors or

analysis variations: the tension therefore seems to be intrinsic and its nature is still

unknown [24]. Further measurements of 𝐻0 with different probes will help shed

light on this problem: gravitational waves from binary mergers and their standard

siren behaviour, which are described in section 4.3, represent one possible way to

deal with this [25–27].

2.1.1 Universe components and cosmological parameters

In the ΛCDM model, four are the species that represent the main energy content of

the Universe: matter, radiation (i.e., photons and neutrinos) and dark energy. Their

existence is assumed as an hypothesis in the model, together with the definition

of the cosmological parameters required by the model itself [6]. Consequently,

measurements of the Cosmic Microwave Background (CMB, see section 2.1.3)

power spectrum and models of structure formation (see chapter 3) are used to

constrain their densities and properties.

Two types of matter exist: the baryonic matter, made of atoms that were firstly

created during the primordial nucleosynthesis [28–30] or made up through nuclear

fusion in stars [31, 32] and other astrophysical processes [33], and the Dark
Matter (DM). This is a pressure−less, stable (at least over tens of billions of years)

component, that weakly interacts with baryonic matter, mainly gravitationally. It

was firstly theorised by Zwicky in the 1930s to explain the velocities of galaxies in

clusters [34] and then adopted by Rubin and others in the 1980s [35] to describe the

behaviour of the galaxy rotational curves in their outer parts. Constraints provided

by structure formation require DM to become non−relativistic before decoupling

from the other species: for this reason, it is referred as cold DM. Its nature is still

unclear and many hypothesis exist to explain it, generally through particles beyond

the standard model (see e.g., [36]); the favourite candidates in this case are Weakly

Interacting Massive Particles (WIMP, see e.g., [37]) and axions (see e.g., [38]). Also

other hypothesis about the nature of DM exist e.g., primordial black holes [39] (see

section 2.3). Both baryonic and dark matter, being pressure−less, are described by

the EoS 𝜔 = 0.

Relativistic species represent today a subdominant fraction of the Universe content.

While constraints on the photon densities are clearly set by the CMB [6], cosmological

neutrinos are still an open research field, particularly when referring to their masses

[40]. Photons and mass−less neutrinos are described by the EoS 𝜔 = 1/3.

Dark Energy (DE) is the great unknown of modern cosmology. It can be referred

also as the cosmological constant: firstly introduced by Einstein in his equations to

keep the Universe static, it was then reinterpreted in light of the discovery of its

accelerated expansion thanks to supernova observations [41, 42]. Its nature and

behaviour are still under debate, both regarding its physical explanation and its

possible dynamical evolution [43, 44]. Its EoS is usually described through the

Chevallier−Polarski−Linder (CPL) parametrization [45, 46]:

𝑤(𝑎(𝑡)) = 𝑤0 + 𝑤𝑎(1 − 𝑎(𝑡)) . (2.12)



2 A quick glance at cosmology 11

In the case DE is constant over cosmic time, 𝑤 = 𝑤0 = −1, 𝑤𝑎 = 0. From eq. (2.4),

it is evident that Λ could be interpreted not only as an energy contribution, but

also as a modification of the Einstein tensor. In this case, the accelerated expansion

of the Universe would be explained as gravity behaving differently on the largest

cosmological scales with respect to GR. Many of such models exists, generically

referred to as Modified Gravity (MG) [47]: any departure from GR would introduce

new degrees of freedom in the theory, defined as scalar, vector or tensor fields. The

simplest case assumes to introduce a single scalar field: to describe this framework

while remaining model independent, an Effective Field Theory (EFT, see [48] and

references therein) formalism can be applied. Whether the Universe expansion is

due to DE, MG or both of them is still an open issue (see e.g., [49] for a review ).

Results from the Planck satellite [13] constrain the densities of these components,

as well as the other cosmological parameters characterising the ΛCDM model.

Among these, there are the amplitude 𝐴𝑠 and spectral index 𝑛𝑠 of the primordial

power spectrum of adiabatic perturbations (see section 2.3) and the curvature

density Ωk. Derived parameters are constrained as well, such as 𝐻0 and the DE

EoS parameters 𝑤0 , 𝑤𝑎 defined in eq. (2.12). Table 2.1 reports the fiducial values

of the cosmological parameters that will enter our analysis in chapter 5; note that

the densities are expressed as Ω𝑖ℎ
2
. In a flat Universe, Ωk = 0 and by considering

dark matter and baryons (𝐷𝑀, 𝑏), dark energy (Λ), photons and neutrinos (𝛾, �),

it holds:

Ω𝑇𝑂𝑇 = Ωk + (Ω𝐷𝑀 +Ω𝑏) +ΩΛ +Ω𝛾 +Ω� ∼ Ω𝑚=𝐷𝑀+𝑏 +ΩΛ = 1 . (2.13)

Fiducial Cosmology

𝐻0 67.66 ± 0.42 ΩΛ 0.6889 ± 0.0056

Ω𝑏ℎ
2

0.02242 Ω𝑐ℎ
2

0.11933 ± 0.00091

𝑤0 −1 ± 0.13 𝑤𝑎 0 ± 0.55

𝐴𝑠 2.105 · 10
−9 𝑛𝑠 0.9665

Table 2.1: Fiducial values

from Planck 2018 TT, TE,

EE+lowE+lensing+BAO

[13] with their 68% con-

fidence interval. The

errors for the DE EoS

parameters 𝑤0 and 𝑤𝑎
have been estimated by

symmetrizing the ones

from Planck+SNe+BAO

[13].

2.1.2 Distance measurements

Distance in an expanding Universe is not uniquely defined. In the FLRW metric in

eq. (2.1), coordinates are comoving with the scale factor i.e., they are fixed inside

the evolving Universe. The comoving distance 𝜒 they define between two points

is linked to their physical proper distance 𝑑(𝑡) through 𝑎(𝑡):

𝑑(𝑡) = 𝑎(𝑡)𝜒 where 𝜒 =

⎧⎪⎪⎪⎨⎪⎪⎪⎩
|k|−1/2

sinh
−1

√︁
|k|𝑟 if k < 0

𝑟 if k = 0

|k|−1/2
sin

−1

√︁
|k|𝑟 if k > 0

. (2.14)

As e.g., [12] shows, from eq. (2.9) the comoving distance of a light source from the

observer can be computed as:

𝜒𝑠𝑜𝑢𝑟𝑐𝑒 =

∫ 𝑡0

𝑡(𝑎𝑠𝑜𝑢𝑟𝑐𝑒 )

𝑑𝑡

𝑎(𝑡) =
∫

1

𝑎𝑠𝑜𝑢𝑟𝑐𝑒

𝑑𝑎

𝑎2𝐻(𝑎) =
∫ 𝑧𝑠𝑜𝑢𝑟𝑐𝑒

0

𝑐2

𝐻(𝑧) 𝑑𝑧 . (2.15)
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7: For gravitational waves,

𝐷𝐿 is defined analogously

by referring to the emitted

and received gravitational

energy, see section 4.3.

Alternatively, its luminosity distance 𝐷𝐿 is defined as:

𝐹 =
𝐿

4𝜋𝐷2

𝐿

, (2.16)

where 𝐿 denotes the luminosity i.e., the power emitted at time 𝑡, and 𝐹 the flux i.e.,

the power received per unit area.
7 𝐹 depends on the number of photons received

and on their energy. At the observer location, the photon number is smaller by

a factor 𝑎(𝑡𝑠𝑜𝑢𝑟𝑐𝑒) than it was at the emission, because of the expansion of the

Universe; similarly, the energy decreases by a factor 𝑎(𝑡𝑠𝑜𝑢𝑟𝑐𝑒) (see [12] for details).

Therefore, the observed flux is smaller by a factor 𝑎(𝑡𝑠𝑜𝑢𝑟𝑐𝑒)2 than the intrinsic

luminosity 𝐿. The flux that crosses the spherical shell 4𝜋𝜒2

𝑠𝑜𝑢𝑟𝑐𝑒 seen by the observer

is then:

𝐹 =
𝐿

4𝜋

𝑎(𝑡𝑠𝑜𝑢𝑟𝑐𝑒)2
𝜒2

𝑠𝑜𝑢𝑟𝑐𝑒

. (2.17)

By equating eq. (2.16) and eq. (2.17), the luminosity distance is found to be:

𝐷𝐿 =
𝜒

𝑎(𝑡) = (1 + 𝑧) 𝑐2

∫ 𝑧

0

𝑑𝑧′

𝐻(𝑧′) . (2.18)

A third way to measure distances exists, which is linked with the apparent angular

size 𝜗 of an extended source. Defined as 𝑑 the physical size of the source itself, from

eq. (2.14) its comoving size is computed as 𝑑/𝑎(𝑡). The subtended angle appears

to be 𝜗 = [𝑑/𝑎(𝑡)]/𝜒 (see [12] for details); consequently the angular diameter
distance 𝐷𝐴 is defined as:

𝐷𝐴 =
𝑑

𝜗
= 𝑎(𝑡)𝜒 =

𝐷𝐿

(1 + 𝑧)2 . (2.19)

The difference between 𝜒, 𝐷𝐿 and𝐷𝐴 in theΛCDM Universe is showed in figure 2.2.

Figure 2.2: Comoving dis-

tance 𝜒 (continuous line),

luminosity distance 𝐷𝐿
(dashed line) and angular di-

ameter distance 𝐷𝐴 (dotted

line) as function of redshift

𝑧 in the ΛCDM cosmology

described by [13].

2.1.3 Thermal history and Universe epochs

Observations today give good evidence that the Universe is flat and expanding

in an accelerated manner, which is compatible with an EoS dominated by DE.

However, this has not always been the case.
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8: The Hubble radius 𝑑𝐻 (𝑡),
defines per each time the

distance from the observer

above which points recede

with 𝑣 > 𝑐. From regions be-

low the Hubble radius, light

can reach the observer in 𝑡 <
𝜏𝐻 = 1/𝐻(𝑡) (see e.g., [51]).

By integrating eq. (2.21) over

the past cosmic time, the cos-
mological particle horizon
can be defined as well. It

defines the distance below

which points have ever been

in causal contact with the

observer and it accounts for

its entire past history.

9: The thermal story of the

Universe is here summa-

rized just to introduce no-

tions that will be useful fur-

ther on in the text. A full

description and characteri-

sation of these phases is be-

yond the scope of this thesis.

10: GUT is a model in which

the electromagnetic, weak

and strong interactions are

unified. When the energy

scale decreased, they started

to behave differently e.g., the

electromagnetic and weak

interactions separate one

from another at ≃ 100 GeV,

which corresponds to 𝑡 ≃
10

12
s after the Big Bang.

11: Deuterium and Helium.

To study the different phases of the evolution history, one needs to look at the

particle content of Universe itself: baryons, photons, neutrinos and even DM if it is

made by particles, can interact together. Let the interaction rate at a given time be:

Ξ = 𝑛𝜎𝑣𝑟𝑒𝑙 , (2.20)

𝑛, 𝜎, 𝑣𝑟𝑒𝑙 being respectively the particle number density, the process cross−section

and the relative velocity between the two interacting particles. If Ξ is much larger

than the Hubble parameter 𝐻(𝑡) in eq. (2.10) at a certain time, the particles are

in thermal equilibrium [50]. In this condition, the mean free path between the

particles is way smaller than the Hubble radius,
8

which is defined as:

𝑑𝐻(𝑡) =
𝑐

𝐻(𝑡) , (2.21)

and it contains the regions that are in causal contact with one another at time

𝑡. Therefore, particles interact so frequently that they are unaware of the cosmic

expansion and whatever fluctuation in their energy density would be rapidly

smoothed out. Eq. (2.20) can be applied to each particle species: the condition

Ξ >> 𝐻(𝑡) turns out to be satisfied only up to a certain 𝑡, whose value is different

for each species depending on its own number density and distribution and on the

cross−section of the processes through which it can interact with the other species.

When a certain species reach the condition Ξ ≃ 𝐻(𝑡), it decouples from the thermal

equilibrium and its distribution starts evolving according only to gravitational

instability and cosmic expansion [50].

To study whether the thermal equilibrium condition holds or not, the Boltzmann
equation is required. This links the distribution function 𝑓 (𝑡 , 𝒙 , 𝒑) (𝒙 and 𝒑 being

respectively the position and the proper momentum) to the collisional term 𝐶[ 𝑓 ]
i.e., the functional describing the interactions between all the particles included in

the system. The relation between the two is simply:

𝑑𝑓

𝑑𝑡
=

𝜕 𝑓

𝜕𝑡
+ 𝑑𝒙
𝑑𝑡

· ∇𝒙 𝑓 +
𝑑𝒑

𝑑𝑡
· ∇𝒑 𝑓 = 𝐶[ 𝑓 ] . (2.22)

The study of eq. (2.22) in an expanding and cooling Universe, combined with the

standard particle model hypothesis [52], allows us to understand the different

phases the Universe went into. Briefly,
9

our description of the Universe can be

pushed back to 𝑡 = 10
−43

s after the Big Bang, when the energy reached the

Planck scale 𝑐2𝑚𝑝𝑙 = 10
19

GeV; before this moment, quantum gravity would be

needed. At a certain time, when energy was still at the Grand Unified Theory10

scale (≃ 10
16

GeV), inflation occurred (see section 2.3) and the Universe expanded

on cosmological scales. Afterwards, baryogenesis and leptogenesis occurred,

producing a still unexplained excess of matter above antimatter, which brought

to the creation of bounded quark states at the QCD phase transition (≃ 150 MeV,

𝑡 ≃ 20�s).

At this stage, the Universe was filled with a hot plasma where all the species

were in thermal equilibrium. The first to decouple were neutrinos: the energy

scale was around 1MeV (𝑡 ≃ 1 s), its exact value depending on the neutrino

mass. After that, the electron−positron annihilation stopped at ≃ 0.5 MeV and, at

≃ 0.1 MeV, the first nuclei
11

formed. Here, after ≃ 3 minutes after the Big Bang, the

primordial nucleosynthesis finally took place. As for particle DM, the moment of

the decoupling depends on the model adopted to describe it.

It is important to note that, across this thermal history of the Universe, particle
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12: As pointed out in sec-

tion 2.1, we always refer to

energy densities, implicitly

assuming 𝑐2𝜌.

13: Thompson scattering

and its relativistic version

Compton scattering, are

processes in which electrons

and photons scatter one

with respect to the other i.e.,

𝑒− + 𝛾 → 𝑒− + 𝛾.

densities
12

evolved at different rates. In particular, for non−relativistic matter,
𝜌𝑚 ∝ 𝑎3

follows from matter conservation, while for relativistic species 𝜌𝛾,� ∝ 𝑎4

depends on the work that pressure exerts during the expansion [9]. Therefore, it

can be shown that it exists an epoch in which the matter density (baryons and

CDM) equals the radiation density (photons and neutrinos). This matter−radiation
equivalence is defined through:

𝜌𝑚0

𝑎3

𝑒𝑞

=
𝜌𝑟0

𝑎4

𝑒𝑞

=
𝜌𝛾0

𝑎4

𝑒𝑞

[︃
1 + 7

8

𝑁𝑒 𝑓 𝑓

(︃
4

11

)︃
4/3

]︃
, (2.23)

𝑁𝑒 𝑓 𝑓 being the number of neutrino species and 𝜌𝑚0,𝛾0 the densities today, measured

by Planck [13]. By solving eq. (2.23) and converting the scale factor to redshift, one

finds:

1 + 𝑧𝑒𝑞 = 2.4 · 10
4 Ω𝑚0ℎ

2 . (2.24)

The value Planck estimated for the equivalence is 𝑧𝑒𝑞 = 3387 ± 21 (TT, TE,

EE+lowE+lensing+BAO, [13]), from which the Hubble radius 𝑑𝐻(𝑡𝑒𝑞) and the

cosmological horizon at the equivalence can be found. By changing Ω𝑚0 or ℎ, and

so 𝑧𝑒𝑞 in eq. (2.24), the size of the horizon changes as well. Before 𝑧𝑒𝑞 , the Universe

was radiation dominated, while after that it became matter dominated and the

different expansion rate in the two regimes has different effects on the evolution
of density perturbations through gravitational instability (see section 2.2.1). For

this reason, changing the minimum size that perturbations must have to enter the

horizon before or after the matter−radiation equivalence can affect the perturbation

evolution and consequently the large scale structure formation (see section 3.1).

In analogy to eq. (2.23), we can define the epoch at which DE density starts to

dominate over matter density. In this case, the relation between the density and

the scale factor is found by requiring that the pressure is negative, to guarantee

the accelerated expansion. The expansion rate across cosmic time, depending on

the dominant density component, can therefore be summarized (compare with

eq. (2.7) and eq. (2.29)) as:

𝜌𝑖 ∝ (1 + 𝑧)3(1+𝜔𝑖/𝑐2) →

⎧⎪⎪⎪⎨⎪⎪⎪⎩
𝜌𝛾,� ∝ (1 + 𝑧)4 𝑧 < 𝑧𝑒𝑞 ≃ 3300

𝜌𝑚 ∝ (1 + 𝑧)3 𝑧𝑒𝑞 < 𝑧 < 𝑧𝐷𝐸

𝜌Λ ∝ (1 + 𝑧)3(1+𝑤0+𝑤𝑎 ) exp[−3𝑤𝑎 𝑧/(1+𝑧)] 𝑧 > 𝑧𝐷𝐸 ≃ 0.29

.

(2.25)

In a non−flat Universe where 𝜌k ≠ 0, the curvature density evolution would

be 𝜌k ∝ (1 + 𝑧)2. Figure 2.1 shows the redshift in which the transition from the

radiation dominated era to the matter dominated and the DE dominated eras took

place.

To conclude the thermal history of the Universe, one last chapter is needed: recombi-
nation. This represents the moment in which electrons and protons combined into

hydrogen atoms: when this happened, Compton/Thompson scattering
13

were no

longer effective and radiation decoupled from matter. From that moment, photons

became free to stream across the Universe: today, we can observe them thanks to

the CMB. By assuming that recombination took place instantaneously at 𝑧 ≃ 1090

[13], the CMB can be thought to be emitted at the last scattering surface.

After recombination, the Universe was mainly filled with DM and neutral hydrogen,

the number densities of which were so low that interactions no longer occurred

and gravity became the main actor of evolution, as section 2.2.1 and section 3.1

describe. This condition was then broken at 𝑧 ≃ 7.5 [13], when the light emitted by
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the formation of the first stars gave rise to the reionisation epoch, in which free

electrons came back to fill the interstellar medium.

2.2 Cosmological Perturbations

The background evolution of the Universe is well described by the FLRW metric in

eq. (2.1): this however only holds on average and on the largest scales. To understand

the formation and evolution of structures such as dark matter halos or galaxies,

instead, a tool is required to study the fluctuations of matter density with respect

to the homogeneous background.

Independently from their astrophysical nature, structures can be considered as

matter inhomogeneities over the space−averaged background density �̄�, being

characterized by:

𝛿(𝒙) =
𝜌(𝒙) − �̄�

�̄�
, (2.26)

where 𝒙 in this case are the physical space coordinates. In an inflationary picture

(see section 2.3) such fluctuations formed in the early Universe, arising from

inflaton quantum fluctuations; the evolved mass distribution we see today still

retains information about the initial state [53]. Perturbations started evolving via

gravitational instability. This growth was slowed down, before recombination, by

radiation pressure: after that, baryon drag perturbations could grow, eventually

entering a non−linear regime.

When 𝛿 << 1, the inhomogeneities behaviour can be analysed in the (quasi−)linear
regime where the main carrier of their evolution is gravitational instability. When

𝛿 ≳ 1, instead, non−linear processes take place and the analysis gets more

complicated: in section 3.1 we describe e.g., how we can we deal with this when

studying large scale structures through the use of Standard Perturbation Theory.

2.2.1 Evolution

Perturbations over the FLRW background are due to the primordial quantum

fluctuations (see section 2.3) that were imprinted as classical perturbations on

cosmological scales at the end of inflation [51]. Depending on their scales, pertur-

bations entered the horizon in different epochs (larger scales entered later) and, as

eq. (2.25) anticipated, started evolving with a rate that is linked with the dominant

component at the time.

To study the evolution of inhomogeneities when their scale is smaller than the

cosmological horizon, the Newtonian treatment can be used (see e.g., [53] for

review). In this case, when the mean free path between two particles is small

enough to treat the matter field 𝜌(𝑡 , 𝒙) as a perfect fluid, the quantities:

𝒙 =
𝒓
𝑎(𝑡) = comoving spatial coordinate ;

𝒗 = 𝒓 − 𝐻𝒓 = 𝑎 �̇� = peculiar velocity field ;

𝜙(𝒙 , 𝑡) = peculiar Newtonian gravitational potential ,

(2.27)

can be defined. Peculiar velocities are the departure of matter motion from pure Hub-

ble expansion, while peculiar gravitational potentials represent the fluctuations
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with respect to the homogeneous background caused by the density inhomo-

geneities. Within the Poisson gauge defined in section 3.1, in the flat Universe and

weak field limit Φ = −Ψ = −𝜙/𝑐2
.

The quantities in eq. (2.27) are related together by the Euler equation:

𝜕(𝑎𝒗)
𝜕𝑡

+ (𝒗 · ∇𝒙)𝒗 = − 1

𝜌
∇𝒙𝑝 − ∇𝒙𝜙 , (2.28)

the continuity equation:

𝜕𝜌

𝜕𝑡
+ 3𝐻𝜌 + 1

𝑎
∇𝒙(𝜌𝒗) = 0 , (2.29)

and the Poisson equation, which is the non−relativistic expression of the 00 term

of the Einstein eq. (2.4):

∇2

𝒙𝜙 = 4𝜋𝐺𝑎2(𝜌 − �̄�) = 4𝜋𝐺𝑎2�̄�𝛿 . (2.30)

By perturbing eq. (2.28), eq. (2.29) and eq. (2.30) at linear level, one can find:⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
𝜕𝒗
𝜕𝑡

+ �̇�

𝑎
𝒗 = − 1

𝜌𝑎
∇𝒙𝑝 −

1

𝑎
∇𝒙𝜙

𝜕𝛿

𝜕𝑡
= −1

𝑎
∇𝒙 · 𝒗

∇2

x𝜙 = 4𝜋𝐺𝑎2�̄�𝛿

, (2.31)

from which at linear order and by ignoring the pressure forces, the density evolution

after recombination (see 2.1.3) is [54]:

�̈� + 2𝐻 �̇� − 3

2

Ω𝐷𝑀𝐻
2𝛿 = 0 . (2.32)

2.2.2 Statistics

Due to its origin, which is depicted in section 2.3, the fluctuation field 𝛿(𝒙 , 𝑎) is

intrinsically random and it can therefore be studied through its statistical properties.

For each value of 𝑎, the values of the random variable 𝛿(𝒙) are extracted from all the

possible ones forming the ensamble E through a probability distribution 𝑝(�̄�)𝑑�̄�,

where �̄� is the value 𝛿(𝒙) assumes in �̄�. The first momentum of the distribution i.e.,

its expectation value, can then be computed as:⟨︁
�̄�
⟩︁
=

∫
E

𝑑�̄� 𝑝(�̄�)�̄� . (2.33)

If the probability distribution is the same in different points i.e., the probability of the

realisation is translationally invariant, the random field is statistically homogeneous

and eq. (2.33) becomes: ⟨︁
𝛿
⟩︁
=

∫
E

𝑑𝛿 𝑝(𝛿)𝛿 . (2.34)

If the probability of the realisation is also rotationally invariant, the field is

statistically isotropic. In the case of cosmology, we we make an ergodic hypothesis

and we compute the ensemble averages denoted by the angle brackets in eq. (2.33)

and eq. (2.34) as the spatial average over different patches in the same Universe. The

error made in exchanging the two can be estimated through the expectation value
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14: The Fourier transform of

a random field is a random

field as well.

15: 𝛿𝐷3
is the three dimen-

sional Dirac delta

16: The bispectrum is the

Fourier transform of the

3−point correlation func-

tion �(𝑟1 , 𝑟2), defined as⟨︁
𝛿(𝑥)𝛿(𝑥 + 𝑟1)𝛿(𝑥 + 𝑟2)

⟩︁
.

of

[︁
�̄� −

⟨︁
𝛿
⟩︁]︁

2

. This is 0 in the case in which the field is sampled over an infinite

volume; in the case of cosmology, it is instead defined as the cosmic variance.

Matter 2-point correlation function and power spectrum

By considering two different points �̄�1 and �̄�2, the probability of the field assuming

the values �̄�1 and �̄�2 is 𝑝12(�̄�1 , �̄�2)𝑑�̄�1𝑑�̄�2. If �̄�1 , �̄�2 are independent from one another,

𝑝12(�̄�1 , �̄�2) = 𝑝1(�̄�1)𝑝2(�̄�2) and the process is said to be Poissonian. The second

moment of the distribution is 𝜎2 =
⟨︁
𝛿(𝒙1)𝛿(𝒙2)

⟩︁
−
⟨︁
�̄�1

⟩︁⟨︁
�̄�2

⟩︁
, where the first element

is the 2−point correlation function:

�(𝒙1 , 𝒙2) =
⟨︁
𝛿(𝒙1)𝛿(𝒙2)

⟩︁
=

∫
E

𝑑�̄�1𝑑�̄�2 𝑝12(�̄�1 , �̄�2)�̄�1 �̄�2 , (2.35)

which for an homogeneous and isotropic field is �(𝒙1 , 𝒙2) = �(|𝒙1 − 𝒙2 |) = �(𝑟12)
and from eq. (2.34): 𝜎2 = �(𝑟12) −

⟨︁
𝛿
⟩︁

2

. When considering a Poissonian process,

this relation brings 𝜎2
to zero: this allows us to identify the 2−point correlation

function as the excess joint probability with respect to a Poissonian probability of

finding two overdensities 𝛿 at a certain distance 𝑟12.

As described in section 2.2.1, it is useful to work in Fourier space.
14

The Fourier

transform of the 2−point correlation function from eq. (2.35) is then the power
spectrum:

𝑃(𝒌1 , 𝒌2) =
∫

𝑑3𝑥 �(𝒙1 , 𝒙2) exp

[︁
−𝑖𝒌 · 𝒙

]︁
= (2𝜋)3

⟨︁
𝛿(𝒌1)𝛿∗(𝒌2)

⟩︁
, (2.36)

where 𝒙 = 𝒙1 − 𝒙2. When translational and rotational invariances hold, this reduces

to 𝑃(𝑘) = (2𝜋)3𝛿𝐷3(𝒌1 + 𝒌2) 𝑃(𝒌).15 If the 𝑘 modes are uncorrelated, each 𝛿(𝑘)
evolves independently and their superposition is Gaussian distributed:

𝑝(𝛿) = 1√
2𝜋𝜎

exp

[︃
− 𝛿2

2𝜎2

]︃
. (2.37)

The covariance of 𝛿(𝑘) is in this case diagonal [55]. This is, at least at first approx-

imation, the case for cosmological density perturbations, since they arise from

primordial Gaussian quantum fluctuations in a scalar field [56, 57], as it is described

in section 2.3. In this case, as the Wick’s theorem states, the power spectrum

provides a complete statistical description of the field since higher correlators

are either 0 (the odd order) or combinations of 𝑃(𝑘) (the even order). Higher

order statistics, such as the bispectrum
16 𝐵(𝑘1 , 𝑘2 , 𝑘3) are required instead to study

non−Gaussianities, both of primordial origin or due to gravitational evolution.

By recalling eq. (2.57), the linear power spectrum evolution in a homogeneous and

isotropic Universe can be written as 𝑃(𝑘, 𝑎) = 𝑇2(𝑘)𝐷2

1
(𝑎)P(𝑘), where P(𝑘) is the

primordial power spectrum described in eq. (2.61).

Matter angular power spectrum

To compute 𝑃(𝒌), it is necessary to know how the 𝛿(𝒙) fluctuations are distributed

depending on the distance from the observer. This is not always true, neither it is

easy, with the surveys currently available, to have the distance properly measured.

To avoid this issue, a possible alternative is to project the density distribution on the
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17: Taken a linear operator

𝐹 defined over a function

space, its eigenfunctions 𝑔

satisfy the relation 𝐹𝑔 = �𝑔
where� is a scalar called the

eigenvalue.

18: First type Bessel func-

tions have have finite value

origin of the coordinate sys-

tem if ℓ ≥ 0, while they di-

verge if ℓ < 0.

observed sky i.e., on the sphere. In this way, the perturbation field can be studied

through its expansion in spherical coordinates 𝒙 = (𝑟,Ω) = (𝑟, �, 𝜙), that is:

𝛿(𝒙 , 𝜏) =
∞∑︂
ℓ=1

ℓ∑︂
𝑚=−ℓ

𝛿ℓ𝑚(𝒙 , 𝜏)𝑌ℓ𝑚(Ω) , (2.38)

where 𝛿ℓ𝑚(𝒙 , 𝜏) are the amplitudes coefficients, which vary in space and time:

𝛿ℓ𝑚 =

∫
𝑑Ω𝛿(𝒙 , 𝜏)𝑌∗

ℓ𝑚(Ω), (2.39)

and 𝑌ℓ𝑚(�, 𝜙) the spherical harmonics i.e., a complete set of eigenfunctions
17

on

the sphere. Spherical harmonics are defined with respect to the angular coordinates

as:

𝑌ℓ𝑚(�, 𝜙) = N𝑒 𝑖𝑚𝜙P
|𝑚 |
ℓ

(cos�) , (2.40)

being N the normalization and P
|𝑚 |
ℓ

(𝑠) (𝑠 = cos�) the associated Legendre

polynomials (see e.g., [58]), which are defined as:

P𝑚
ℓ (𝑠) =(−1)𝑚(1 − 𝑠2)𝑚/2

𝑑𝑚

𝑑𝑠𝑚
P0

ℓ (𝑠)

=(−1)𝑚(1 − 𝑠2)𝑚/2
𝑑𝑚

𝑑𝑠𝑚

[︃
1

2
ℓℓ !

𝑑ℓ+𝑚

𝑑𝑠ℓ+𝑚
(𝑠2 − 1)ℓ

]︃
,

(2.41)

where ℓ = 0, 1... ∝ 1/� and𝑚 = −ℓ , ...0...+ ℓ . The value of ℓ ∼ 𝜋/𝜗 is related to the

angular scale of the perturbations on the sphere; 𝑚 to their orientation. Assuming

the distribution to be isotropic, it is possible to average over 𝑚.

In this formulation, amplitudes are distributed with average

⟨︁
𝑎ℓ𝑚

⟩︁
= 0 and variance:⟨︁

𝛿ℓ1𝑚1
𝛿∗ℓ2𝑚2

⟩︁
= 𝛿𝐷ℓ1ℓ2𝛿

𝐷
𝑚1𝑚2

𝐶ℓ . (2.42)

𝐶ℓ is called the angular power spectrum. The number of possible samplings for a

given ℓ is

∑︁ℓ
𝑚=−ℓ |𝑚 |; this provides an uncertainty over 𝐶ℓ that is analogous to the

cosmic variance previously defined. Its value is computed [12] as:

Δ𝐶ℓ

𝐶ℓ
=

√︃
2

2ℓ + 1

. (2.43)

Lower multipoles ℓ i.e., larger angular scales �, intrinsically have an higher

uncertainty since only few patches on such sizes can be observed on the sky.

The angular power spectrum 𝐶ℓ can be reconducted to the power spectrum 𝑃(𝑘)
described in the previous section since the Fourier space and the harmonic space

can are related by:

exp

[︁
−𝑖𝒌 · 𝒙

]︁
= 4𝜋

∑︂
ℓ𝑚

𝑖ℓ 𝑗ℓ (𝑘𝜒) 𝑌∗
ℓ𝑚(Ω𝑘)𝑌ℓ𝑚(Ω) , (2.44)

where Ω𝑘 indicates the direction of 𝒌 and Ω the direction of 𝒙. 𝑗ℓ (𝑘𝜒) are the

spherical Bessel functions, computed with respect to the comoving distance 𝜒 (see

section 2.1.2) as:

𝑗ℓ (𝑘𝜒) =
√︃

𝜋
2𝑘𝜒

𝐽ℓ+ 1

2

(𝑘𝜒) , (2.45)

where 𝐽ℓ+ 1

2

(𝑘𝜒) are the first type Bessel functions,
18

that can be written by using
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Γ(𝑘𝜒) =
∫ +∞

0

𝑑𝑡 𝑡𝑘𝜒−1
exp[−𝑡] as:

𝐽ℓ (𝑘𝜒) =
∞∑︂
𝑚=0

(−1)𝑚
𝑚! Γ(𝑚 + ℓ + 1)

(︃
𝑘𝜒
2

)︃
2𝑚+ℓ

(2.46)

By projecting eq. (2.36) in harmonic space through section 2.44, therefore, the

angular power spectrum 𝐶ℓ turns out to be expressed in terms of the power

spectrum 𝑃(𝑘) as:

𝐶ℓ =
2

𝜋

∫
𝑑𝑘 𝑘2𝑃(𝑘)

∫
𝑑𝜒1 𝑗ℓ (𝑘𝜒1)

∫
𝑑𝜒2 𝑗ℓ (𝑘𝜒2) . (2.47)

2.2.3 Evolution in Fourier space

To study the solutions of this equation, it is convenient to work in Fourier space. In

this framework, 𝛿(𝒙 , 𝑡) can be decomposed as the superposition of plane waves

with different amplitudes:

𝛿(𝒌) = 1

2𝜋3

∫
𝑑3𝑥 𝛿(𝒙) exp(−𝑖𝒌 · 𝒙) . (2.48)

In the linear regime, each 𝒌 mode evolves independently. By approximating the

Universe with a cubic volume of side 𝐿 >> 𝑙𝑠 where 𝑙𝑠 is the maximum scale for

the perturbations, the inverse of eq. (2.48) can be expressed as the Fourier series:

𝛿(𝒙) =
∑︂
𝒌

𝛿𝒌 exp(𝑖𝒌 · 𝒙) , (2.49)

where the wavevector 𝒌 components are set by the assumption of periodic boundary

conditions in all the directions e.g., 𝛿𝐷(𝐿, y,z) = 𝛿𝐷(0, y,z), as [59]:

𝑘𝑥,𝑦,𝑧 = n𝑥,𝑦,𝑧
2𝜋
𝐿

with n𝑥,𝑦,𝑧 scalars , (2.50)

and the Fourier coefficients 𝛿𝒌 are:

𝛿𝒌 =
1

𝐿3

∫
𝐿3

𝑑3𝑥 𝛿(𝒙) exp(−𝑖𝒌 · 𝒙) with complex conjugate 𝛿∗𝒌 = 𝛿−𝒌 . (2.51)

The evolution of 𝛿𝒌 across cosmic time (i.e., depending on 𝑎(𝑡)) is related to the

evolution of the Fourier transform of the gravitational potential 𝜙(𝑘, 𝑎) by means

of the Poisson eq. (2.30). In standard general relativity, the dependence on 𝑎 can be

separated from the 𝑘 dependence; the potential today is therefore obtained as:

𝜙0(𝒌 , 𝑎0) = 𝜙𝑝(𝒌)𝑇(𝑘)𝐷1(𝑎) . (2.52)

Here, 𝜙𝑝(𝒌) is the primordial value of the potential, 𝑇(𝑘) is the transfer function

and 𝐷1 the growth function. The transfer function describes the evolution of

perturbations at the epoch of horizon crossing and during the radiation−matter

transition (see section 2.1.3). It is conventionally defined [12] to get 𝑇(𝑘) = 1 on

Large Scales (LS) and:

𝑇(𝑘) =
𝜙(𝑘, 𝑎L)
𝜙LS(𝑘, 𝑎L)

, (2.53)
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where 𝑎L is the scale factor at late time i.e., in the matter dominated era and well

after the perturbation entered the horizon. In eq. (2.52), the growth function 𝐷1(𝑎)
describes instead the wavelength independent growth at late times; conventionally:

𝐷1(𝑎)
𝑎

=
𝜙(𝑎)
𝜙(𝑎L)

. (2.54)

Both the transfer function and the growth function should be studied separately

for different scales and different epochs; a full analysis can be found e.g., in [12]. In

particular, perturbations freeze when their scale is larger than the horizon, defined

in eq. (2.21), while evolve after entering it. While the evolution during the matter

dominated era is fully due to gravity, the evolution in radiation dominated era also

depends on the effect of radiation pressure that counterbalance the gravitational

collapse, inducing acoustic oscillations. A full description of the processes which

take place in the radiation dominated era is beyond the scope of this thesis; in

section 3.1, instead, we will present the evolution in the matter dominated era in

the Newtonian regime.

Here, we will just stress that the value of the factor in eq. (2.53) is 𝑇(𝑘) = 9/10

within the matter dominated era, and to show the result for the growth function at

late times (𝑧 ≲ 10). In this case all the 𝑘 modes experience the same𝐷1(𝑎) since they

all have entered the horizon and the growth function can be computed analytically

by integrating eq. (2.32) as:

𝐷1(𝑎) =
5Ω𝐷𝑀

2

𝐻(𝑎)
𝐻0

∫ 𝑎

0

𝑑𝑎′
[︃
𝑎′
𝐻(𝑎′)
𝐻0

]︃−3

, (2.55)

which can also be expressed as:

𝐷1(𝑧) =
5Ω𝐷𝑀

2

𝐻(𝑧)
𝐻0

∫ ∞

𝑧

𝑑𝑧′(1 + 𝑧′)
𝐻3

0

𝐻(𝑧′)3 . (2.56)

Figure 2.3 shows the growth function in the formulation by eq. (2.56) for a flat

Universe with different values of Ω𝐷𝑀 : the more matter the Universe contains, the

larger is the gravitational instability, determining a higher value of 𝐷1(𝑧) in the

local Universe.

Figure 2.3: Growth function

as described in eq. (2.56) for

different values of Ω𝐷𝑀 in

a flat Universe (i.e., ΩΛ =

1 −Ω𝐷𝑀 ). The case Ω𝐷𝑀 =

0.3 represents the fiducial

cosmology [13].

Finally, by the Poisson eq. (2.30) for 𝑎 > 𝑎𝐿 and solving eq. (2.32), the density

perturbation evolution can be described by two linear independent solutions

𝛿(𝒌 , 𝑡) ∝ 𝐷±(𝑡)𝑇(𝒌)𝜙(𝒌): the growing mode 𝐷+(𝑡) ∝ 𝑎(𝑡) [60] and the decaying
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19: Before the discovery of

the accelerated expansion of

the Universe in 1998 [41] and

that brought to the rise of

the ΛCDM paradigm, the

standard model for cosmol-

ogy was the Big Bang theory,

based in turn on the FLRW

description of the Universe.

20: The particle horizon at

a certain time 𝑡 is obtained

by integrating the cosmolog-

ical horizon 𝑑𝐻 in eq. (2.21)

from 𝑡 = −∞ up to 𝑡.

mode 𝐷−(𝑡), which can be neglect since it is energetically least favourably with

respect to the other [9]. Therefore:

𝛿(𝒌 , 𝑎) = 2

3

𝑘2𝑎

Ω𝐷𝑀𝐻
2

0

𝜙0(𝒌 , 𝑎) =
3

5

𝑘2

Ω𝐷𝑀𝐻
2

0

𝜙(𝒌)𝑇(𝑘)𝐷1(𝑎) . (2.57)

Eq. (2.57) describes the evolution of pressure−less CDM inhomogeneties: these

form the potential wells that delineate the large scale structures, in which baryons

fall after recombination. In section 3.1, we will show how this happens and we will

describe the other ingredients that need to be taken into account.

2.3 The primordial Universe

To explain the origin of the perturbations from which large scale structures formed,

the standard cosmological model described in section 2.1 has to be expanded. The

solution that today is most widely accepted is the inflationary paradigm.

Inflation is a period of accelerated expansion that te Universe underwent at early

times. It was firstly introduced by [61–64] to solve some fine−tuning problems

emerged from the Hot Big Bang
19

theory: among those, the fact that the Universe

is almost flat (flatness problem) and that it is almost homogeneous (horizon problem),

as CMB observations highlight (see e.g., [6]). Both these conditions needs to be

explained by a physical process, otherwise their realisation would seem an ad
hoc prescription of the theory. This is done by requiring that, before the radiation

dominated era described in section 2.1.3, an epoch exists in which the Hubble

parameter 𝐻 is constant i.e., the scale factor evolves as:

𝑎 ∝ exp(𝐻𝑡) . (2.58)

In this way, the curvature density parameter Ω𝐾 = 1 −∑︁
𝑖 Ω𝑖 from eq. (2.13) would

evolve as Ω𝐾 ∝ 1/𝑎2
through the Friedmann eq. (2.7), rapidly approaching the 0

value compatible with flatness.

The same condition solves the horizon problem: CMB homogeneity on scales larger

than 1
◦

would not be explainable since at recombination their angular diameter

distance 𝐷𝐴 (see eq. (2.19)) would be larger than the particle horizon
20 𝑟𝐻 that

assures that the causality connection has occurred across cosmic time. Nevertheless,

by including the inflation period 𝑡 ∈ [𝑡𝑠
𝑖𝑛 𝑓 𝑙

, 𝑡𝑒
𝑖𝑛 𝑓 𝑙

] described by eq. (2.58), 𝑟𝐻 at time

𝑡 acquires the contribution:

𝑟𝐻(𝑡) ≃
𝑎(𝑡)

𝑎𝑒
𝑖𝑛 𝑓 𝑙

𝐻𝑒
𝑖𝑛 𝑓 𝑙

exp(𝑁𝑒 𝑓 ) , (2.59)

thus at recombination 𝐷𝑟𝑒𝑐
𝐴

> 𝑟𝑟𝑒𝑐
𝐻

is satisfied if:

𝐷𝑟𝑒𝑐
𝐴

𝑟𝑟𝑒𝑐
𝐻

≃
[︃
𝑎𝑟𝑒𝑐

𝐻0

]︃
·
[︃
𝑎𝑟𝑒𝑐 exp(𝑁𝑒 𝑓 )
𝑎𝑒
𝑖𝑛 𝑓 𝑙

𝐻𝑒
𝑖𝑛 𝑓 𝑙

]︃−1

> 1 ⇒
𝑎𝑒
𝑖𝑛 𝑓 𝑙

𝐻𝑒
𝑖𝑛 𝑓 𝑙

𝐻0

< exp(𝑁𝑒 𝑓 ) , (2.60)

where 𝑁𝑒 𝑓 is called the e−folds number [50]. This mechanism is usually modelled

through the use of one or more scalar fields 𝜙, called the inflaton(s), with poten-

tial term 𝑉(𝜙), through which the dynamical behaviour of the Universe can be

characterized. The functional form and the origin of 𝜙 and 𝑉(𝜙) are still debated

and a plethora of different models exist, the simplest of which consider a single
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21: Adiabatic fluctuations,

which couple matter and ra-

diation but in which entropy

does not vary spatially, are

usually considered.

22: The same description

can be realised for ten-

sor perturbations (see sec-

tion 2.2) i.e., the ones gen-

erating primordial gravita-

tional waves (see section 4.1).

In this case, the tensor spec-
tral index is defined as:

𝑛𝑡 (𝑘) = 𝑑 lnΔ𝑡 (𝑘)/𝑑 ln 𝑘.

23: For an object of mass 𝑀,

the Schwarzshild radius is

defined as:

𝑅𝑠 =
2𝐺𝑀

𝑐2

, (2.63)

where 𝑐 is the speed of light

and 𝐺 the gravitational con-

stant. Objects having size

𝑅 < 𝑅𝑠 are black holes; for

a non−rotating black hole,

𝑅𝑠 is as well the size of the

event horizon i.e., the dis-

tance below which not even

light can escape the black

hole gravitational field.

scalar field 𝜙 moving through a minimum of the 𝑉(𝜙) potential (see e.g., [65] for a

review of the models in light of Planck 2013 results [66]).

Independently on the particular model chosen to characterize it, on one hand,

inflation explains the homogeneity of the background Universe by increasing the

size of the cosmological horizon and bringing the thermal equilibrium condition

(see section 2.1.3) to be satisfied onto the larger scales. On the other hand, the

inflaton(s) display tiny quantum fluctuations which are stretched to super−horizon

scales during the accelerated expansion inflation. Scalar quantum fluctuations
21

are

in this sense the seeds of the density inhomogeneities we see today. Being produced

by a stochastic process, they can be treated as independent random variables and

described through their power spectrum (see section 2.2.2); their superposition

is Gaussian as well, thanks to the independence and the stochasticity conditions.

The general inflationary prediction is that the power spectrum is described by a

power−law description:

P(𝑘) = 𝐴𝑠 𝑘
𝑛𝑠 , (2.61)

where 𝐴𝑠 is the amplitude, while the value of the scalar spectral index22 𝑛𝑠 is

defined through the dimensionless power spectrum Δ(𝑘) = 𝑘3P(𝑘)/2𝜋2
as:

𝑛𝑠(𝑘) − 1 =
𝑑 lnΔ(𝑘)
𝑑 ln 𝑘

. (2.62)

The easiest formulation for the primordial power spectrum is the Harrison−Zel’dovich

scale invariant spectrum, in which 𝑛𝑠 = 1 [67, 68]. When 𝑛𝑠 > 1 the spectrum

is described as blue−tilted, while when 𝑛𝑠 < 1 it is referred to as red−tilted. A

general prediction from inflation is a slight deviation from 𝑛𝑠 = 1; this is now

verified at > 6𝜎 evidence by Planck 2018 measurements [13], that indicates that 𝑛𝑠 is

compatible with a slightly red−tilted power spectrum (see table 2.1). Even in the case

in which the primordial fluctuations are well described by the Harrison−Zel’dovich

scale−invariant spectrum, the transfer function introduced in eq. (2.53) would alter

its shape during cosmic time.

2.3.1 Primordial black holes

Recently, a renewed attention has been given to the hypothesis of Primordial Black

Holes
23

(PBH) existence [69–72]. PBH can be born in the early Universe, before

the matter−radiation equivalence described in section 2.1.3: they are high density

regions which collapsed under the effect of gravity, overcoming the pressure

forces and the cosmic expansion acting at the time [70]. Because of their early

formation, PBH are not considered as part of the baryonic matter produced during

the primordial nucleosynthesis, but they enter as candidates DM candidates. Using

Ω𝑃𝐵𝐻 in analogy with section 2.1 to indicate the PBH density, it is customary to

define:

𝑓𝑃𝐵𝐻 =
Ω𝑃𝐵𝐻

Ω𝐷𝑀
, (2.64)

as the DM fraction composed by PBH. The 𝑓𝑃𝐵𝐻 = 1 would indicate that all the DM

is made by PBH; values 𝑓𝑃𝐵𝐻 < 1 would imply the existence of other DM kinds

e.g., WIMPs or axions (see section 2.1.1).

To produce PBH, many mechanisms have been proposed, mostly related with the

existence of large inhomogeneities at the smaller scales in the primordial power

spectrum. This requires particular features in the scale−dependence of eq. (2.61),

due for instance to a blue tilt (i.e., increasing spectrum with decreasing scales,
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24: The running of the spec-

tral index describes the

scale−dependence of 𝑛𝑠 and

it is defined as 𝑛′ =

𝑑𝑛𝑠/𝑑 ln 𝑘.

25: Non−spherical effects

can be non−negligible, lead-

ing to modifications of the

threshold value 𝛿𝑐 that af-

fect the PBH abundance, de-

creasing it [83].

see e.g., [73–75]) or to particular inflationary potentials that create peaks on the

small scales (e.g., chaotic inflation in [76], where initial conditions are randomly

distributed, or curvaton inflation in [77], where adiabatic density fluctuations are

generated from isocurvature perturbations) or the presence of a running index
24

for 𝑛𝑠 (e.g., [75, 78]). Other possible explanations for the existence of PBH exist,

involving e.g., bubble collisions during phase transitions [79, 80] or cosmic strings

[81, 82].

At first approximation, PBH formation can be studied through spherical collapse
25

of a positive curvature perturbation 𝜓 over the FLRW background described in

section 2.1 [72]. Initially, the comoving size of such perturbation would be larger

than the cosmological horizon 𝑑𝐻 from eq. (2.21); therefore, it can be described

through the metric in eq. (2.1) in a locally closed Universe, where the curvature k

is described as:

k = −
𝜓′(𝑟𝑝)
𝑟𝑝

2 + 𝑟𝑝𝜓′(𝑟𝑝)
exp(2𝜓(𝑟𝑝))

, (2.65)

where 𝑟𝑝 is related to the comoving coordinate through 𝑟 = 𝑟𝑝 exp(𝜓(𝑟𝑝)) and

𝜓′
is the derivative of the perturbation 𝜓 with respect to 𝑟𝑝 . This change in the

metric with respect to the flat FLRW case described in section 2.1 propagates to the

Friedmann eq. (2.7) and to the definition of the density contrast, which become

[72]:

𝐻2(𝑡) + k(𝑟)
𝑎2

=
8𝜋𝐺

3

𝜌 , (2.66)

𝛿 =
3k(𝑟)

8𝜋𝐺𝑎2�̄�
=

k(𝑟)
𝐻2𝑎2

. (2.67)

The perturbation in the previous equation grows in time, reaching 𝛿 = 1 at 𝑡𝑐 :

this can be considered as the moment of the PBH formation. The condition of the

collapse at this moment is obtained by comparing the Jeans length 𝑐𝑆𝐻
−1

to the

perturbation size:

𝑐2

𝑆
𝑘2

𝑎2

= 𝐻2 =
k

𝑎2

, (2.68)

and by imposing that 𝛿 > 𝛿𝑐 , where the threshold value 𝛿𝑐 ≃ 𝑐2

𝑆
is set by the Jeans

theory [84]. 𝑐𝑆 is the sound speed defined in eq. (3.8), the value of which is 1/3

in the radiation−dominated era. Therefore, from eq. (2.68), it is possible to set

k = 𝑐2

𝑆
𝑘2

and the condition for the PBH formation is found to be:

𝑐2

𝑆
𝑘2

𝐻2(𝑡𝑐)𝑎2(𝑡𝑐)
>

1

3

. (2.69)

Since the Jeans length at 𝑡𝑐 is roughly the size of the horizon [72], at first approxi-

mation the mass of the formed PBH can be estimated as the mass included in the

horizon at the collapse, that is [71]:

𝑀𝑃𝐵𝐻 ≃ 𝑐3𝑡𝑐

𝐺
≃ 10

15

(︃
𝑡𝑐

10
−23

s

)︃
g . (2.70)

Considering the Planck time 𝑡𝑐 = 10
−43

s, eq. (2.70) states that PBH form with

the Planck mass 𝑀𝑃𝐵𝐻 ≃ 10
−5

g. PBH that formed at 𝑡𝑐 ∼ 10
−4

s after the Big

Bang instead have mass 𝑀𝑃𝐵𝐻 ≃ 10𝑀⊙, while for 𝑡𝑐 ∼ 1s the mass is 𝑀𝑃𝐵𝐻 ≃
10

5 𝑀⊙. Different models of PBH formation assume different scales for the initial

inhomogeneities, providing then different values for PBH masses: for simplicity,
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26: In the years, other

constraints on the PBH

abundance have been

proposed but then disputed

or reduced. This is the

case e.g., of constraints

related with femtolensing

due to light diffraction

effects on tiny PBH

(𝑀𝑃𝐵𝐻 ≲ 10
−13 𝑀⊙)

having Schwarzshild

radius comparable with

the gamma-ray wavelength.

These were discussed e.g., in

[85], but then disregarded

in [86] through arguments

related with the size of

gamma-ray bursts, which

makes them inappropriate

for femtolensing. Similarly

happened to constraints

related with the dynamical

disruption of neutron stars

due to the accretion of tiny

PBH bounded inside thme

[87]. These in fact carry

lots of uncertainties, linked

e.g., with the rotation of the

neutron star that can inhibit

the accretion [88].

usually a narrow, nearly monochromatic distribution is assumed to describe them.

Such models are the simplest, but it is more accurate to use broad mass distributions

[71]: they can be due both to a higher number of scales undergoing the primordial

collapse (and therefore, collapsing in different moments and forming PBH with

different masses) or to accretion of dark or baryonic matter on the PBH some time

after the formation occurred.

Depending on the PBH mass, the value of 𝑓𝑃𝐵𝐻 defined in eq. (2.64) is today

constrained using different techniques and observations. In [71, 72] a summary of

them can be found.
26

Briefly, depending on the PBH mass, the main constraints on

𝑓𝑃𝐵𝐻 can be divided as follows.

Hawking radiation: black holes evaporate because of pair production and 𝛾−ray

emission near their event horizon and therefore have a finite lifetime 𝑡𝐵𝐻 ≃
10

71(𝑀/𝑀⊙)3s [89]. PBH having 𝑀𝑃𝐵𝐻 ≲ 10
15

g, therefore evaporate in

less than the Hubble time (i.e., the age of the Universe) and are no longer

observable today. Their abundance in the early Universe, however, can be

constrained from the extra−galactic 𝛾−ray background and by modelling the

effect they could have on the primordial nucleosynthesis [90, 91].

Non−Gaussianity: some of the models for PBH production implies the presence

of primordial non−Gaussianities. These would be observed also on the CMB

perturbation distribution [71], which is however well constrained by Planck
2018 results [92].

Gravitational lensing: PBH can act as lenses that enhance the light of background

sources or distort them. Depending on 𝑀𝑃𝐵𝐻 and therefore on the size of

the gravitational lens it produces, microlensing (for ∼ stellar mass PBH) or

millilensing (for supermassive PBH) could occur. PBH constraints can be

derived also from the lensing of supernovae IA (see section 3.3.2). As detailed

e.g., in [93–95], lensing magnification induced by the presence of PBH (or

other compact objects) can alter the estimate of the luminosity distance of

the supernova and introduce particular features on the probability density

function of the magnification itself.

Dynamical constraints: the PBH gravitational field would affect the astrophysical

systems, altering them and eventually bringing to their disruption. The

number of observations of such astrophysical systems, then, can be used

to constrain the abundance of PBH with different masses. Small PBH can

pass through white dwarfs increasing the kinetic energy of the atoms they

are made of and so their temperature, eventually bringing to the ignition

of nuclear fusion and the disruption of the stars [96]. Larger PBH can be

constrained in relation with the existence of wide binaries in the DM halo

around our Galaxy [97], of globular clusters [98] and dwarf−galaxies [99].

The Galactic center and the Galactic disk would be affected by the presence

of PBH as well: on one side, dynamical friction would accumulate PBH in

the center of the Galaxy, increasing the mass in this region and altering the

dynamics of nearby stars [98]. On the other side, encounters with PBH would

increase the speed of the stars in the disk [100], exceeding the observed limits

[101].

Accretion constraints: PBH accrete material, both leaving imprints on the CMB and

emitting electromagnetic waves. In the first case, the heating of the accreting

gas and the consequent emission would distort the CMB temperature and

polarization power spectra: limits on these can therefore constrain the PBH

abundance [102]. In the second case, instead, constraints are related to
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27: Pulsar Timing Array

(PTA) refers to long−term

observational campaigns

that regularly measure

the period of millisecond

pulsars i.e., spinning

neutron stars emitting

radio wave beams from

their magnetic poles. If

the time of arrival of the

signals of different sources

varies coherently, this can

hint to the presence of

gravitational waves. See e.g.,

[109, 110] and references

therein for review.

the emission of the hot accreting gas, which should be detectable as a

multi−wavelength radiation [103–105].

Large scale structures: the presence of PBH would enhance the matter inhomo-

geneities described in section 3.1 on the small scales [106], leading to observ-

able features in the power spectrum of distant quasars and of their emission

lines [107].

Gravitational waves: gravitational waves can be produced at the formation of

PBH, since in the non−linear regime tensor modes can be sourced by scalar

perturbations, as described in section 2.2. These gravitational waves would

be part of the cosmological stochastic gravitational wave background [108]

(see section 4.1) that future experiments will be able to detect; in particular,

since their frequency is estimated as 𝑓 = 10
−9(𝑀/30𝑀⊙)−1/2

Hz [72], for

solar masses size PBH they should be detectable in the range of the PTA
27

experiments [111–113]. Moreover, across cosmic time PBH can bound in

binaries, which eventually merge emitting gravitational waves. In the case of

𝑀𝑃𝐵𝐻 ≃ 10 − 100𝑀⊙ , such events could contribute to the black hole merger

rate observed with current interferometers (see chapter 4) and in some

cases overwhelm the signal produced by astrophysical black hole mergers

alone. These are related with the so−called early binaries (see section 3.3.3),

which however carries some uncertainties related with the disruption of such

binaries during the formation of the first DM halos [114–116]. This scenario

will be analysed in detail in chapter 6, where we will present the possibility

of disentangling astrophysical and primordial black hole mergers though

their clustering properties [117].

All the constraints we have today (in [118] the most recent version), assuming a

monochromatic mass distribution, seem to exclude that 𝑓𝑃𝐵𝐻 = 1 except in the

small windows 𝑀𝑃𝐵𝐻 ∈ [10
−16 , 10

−10]𝑀⊙ (asteroid−sublunar size asteroids) and

𝑀𝑃𝐵𝐻 ∈ [10
13 , 10

19]𝑀⊙. Other two windows exist in which PBH density could

be non−negligible i.e, 𝑀𝑃𝐵𝐻 ∈ [10
−7 , 10

−5]𝑀⊙ and 𝑀𝑃𝐵𝐻 ∈ [10, 100]𝑀⊙. The

latest are particularly important, as we will highlight in section 3.3 and chapter 6,

since they can be part of the progenitors of the merger events observed by the

LIGO-Virgo Collaboration [119]. Small abundances and lower values of 𝑓𝑃𝐵𝐻 could

still be allowed. At the same time, by considering a broad mass function, 𝑓𝑃𝐵𝐻 = 1

could be recovered as well (see e.g., [120]). The answer to the question whether

PBH are DM candidates or not, therefore, is still unknown.
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To study the Large Scale Structure (LSS) of the Universe, we need tracers that

map the DM distribution. DM evolves under the effect of gravity, enhancing the

Gaussian distributed primordial peaks in the density field described in chapter 2.

These are the backbone for the formation of virialized structures and the evolution

of baryonic matter, which falls inside the potential wells, condense and cools,

bringing to the formation of astrophysical structures.

Baryonic matter gives then birth to the luminous tracers, such as galaxies: since

many decades from now, surveys in the different wavelengths of the electromagnetic

spectrum have started mapping them, and cosmologists have built estimators to

bridge their observed distribution with structure formation theoretical models and

simulations. In this sense, optical surveys constitutes one of the main sources of

information for cosmology: in their studies, galaxies are treated as discrete points

tracing the underlying LSS.

Galaxies are not the only probe through which LSS are analysed: between the most

known examples, there are the Cosmic Microwave Background and the Intensity

Mapping technique (IM), developed for unresolved radio surveys.
1

Moreover, the

discovery of gravitational waves (GW, see chapter 4), opened a new window in

this kind of analysis: in the next few years, surveys including more and more GW

events will become available, providing a new kind of tracer, alternative to the

traditional electromagnetic ones. In particular, it will be possible to analyse GW

produced by compact object binary mergers by applying the same statistical tools

developed in the galaxy survey case: as chapter 5 will show, some subtleties will

however be needed to make the GW analysis self−consistent.

In this chapter we revise the main features of structure formation and the strategies

commonly adopted to link discrete tracers to the underlying DM distribution. In

particular, in section 3.1 we describe large scale structures in the context of standard

perturbation theory, with particular reference to DM halos. We summarize how

their distribution and clustering can be modelled and we introduce the standard

halo mass function and halo bias adopted in literature. In section 3.2 we specialize

the use of the angular power spectrum to the analysis of discrete tracers. We define

the shot noise contribution and the main observational effects the spectrum is

affected by in redshift space. Finally, in section 3.3 we give an overview of the

formation, distribution and bias of galaxies, SuperNovae IA (SN) and compact

object binary mergers: galaxies are used as a benchmark for the analysis that will be

developed in the next chapters, where binary mergers will be the tracer of interest.

These can be used as standard sirens, using techniques that are analogous to the

ones developed for standard candles in the case of supernovae IA.

3.1 Large scale structures

The primordial fluctuations in the dark matter field described in section 2.2 and

section 2.3 evolved across cosmic time through gravitational collapse, leading to the
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2: At 𝑧 = 0, on scales 𝑘 ≤
0.1 ℎMpc

−1
, perturbations

are small enough to be anal-

ysed in the linear approxi-

mation. In chapter 7 we will

deal in more detail with the

analysis of large and small

scales and we will describe

the issues that the latter in-

troduce. Standard Pertur-
bation Theory (SPT) [128,

129] has been developed.

formation of the large scale structures we see today. During the radiation dominated

era (see section 2.1.3), it is important to study how radiation pressure inhibits the

growth of structures on small scales. During this time, acoustic waves set up in the

cosmic fluid, but they are dissipated by the free streaming of relativistic particles

or imperfect coupling between baryons and photons [127]. All these effects leave

their imprints on the CMB (see e.g., [12]) and can be interpreted in light of the Jeans

instability theory [84].

After matter−radiation equality, radiation pressure drops to zero and density

fluctuations continue evolving under the effect of gravity. The evolution in this case

is more complex and non−linear physics have to be taken into account. In order

to study the evolution on large enough scales,
2

This is based on the 𝑛−th order

expansion of the FLRW metric in eq. (2.1) and of the Einstein eq. (2.4) around their

background values. As for the metric:

𝑔00 = − 𝑎2(𝜏)
(︃
1 + 2

∞∑︂
𝑛=1

1

𝑛!

Ψ(𝑛)
)︃
,

𝑔0𝑖 = 𝑔𝑖0 = −𝑎2(𝜏)
∞∑︂
𝑛=1

1

𝑛!

𝜔(𝑛)
𝑖
,

𝑔𝑖 𝑗 = 𝑎2(𝜏)
[︃(︃

1 − 2

∞∑︂
𝑛=1

1

𝑛!

Φ(𝑛)
)︃
𝛿𝐷𝑖𝑗 +

∞∑︂
𝑛=1

𝛾(𝑛)
𝑖 𝑗

]︃
.

(3.1)

This expansion relies on the Scalar−Vector−Tensor decomposition (SVT), under

which any differentiable traceless symmetric 3−tensor field may be decomposed

into a sum of scalar, vector and tensor fields [130]. Each type of component

represents a different class of phenomena [131]: scalars can be brought back to

Newtonian gravity, vectors are related with the kinetic effect of gravity (also known

as gravitomagnetism) while tensors are produced by the gravitational radiation,

which will described in the form of gravitational waves in chapter 4. In particular, in

eq. (3.1) Ψ(𝑛)
, Φ(𝑛)

, 𝜔(𝑛)
𝑖

and 𝛾(𝑛)
𝑖 𝑗

are the expansions of the scalar potentials Ψ(x, 𝜏),
Φ(x, 𝜏), of the vector 𝜔𝑖(x, 𝜏) and of the traceless tensor 𝛾𝑖 𝑗(x, 𝜏). The last two as

well can be written as the sum of scalar contributions (indicated with ∥), vector

contributions (indicated with ⊥) and, in the case of 𝛾𝑖 𝑗 , a tensor contribution 𝛾𝑖 𝑗𝑇 .

These are:

𝜔𝑖 = 𝜕𝑖𝜔∥ + 𝜔𝑖⊥ , (3.2)

where 𝜕𝑖𝜔∥ is the gradient of the scalar potential and the vector has null divergence

𝜕𝑖𝜔𝑖⊥ = 0, and:

𝛾𝑖 𝑗 = 𝐷𝑖 𝑗𝛾∥ + 𝜕𝑖𝛾𝑗⊥ + 𝜕𝑗𝛾𝑖⊥ + 𝛾𝑖 𝑗𝑇 , (3.3)

where 𝐷𝑖 𝑗 = (𝜕𝑖𝜕𝑗 − 1/3∇2𝛿𝐷
𝑖𝑗
), the vector part is such that 𝜕𝑖𝛾𝑖⊥ = 0 and the tensor

part has 𝛾𝑖
𝑖𝑇

= 0, 𝜕𝑖𝛾𝑖𝑇 = 0. Here and in eq. (3.1), 𝛿𝐷
𝑖𝑗

is the Dirac delta in the spatial

coordinates.

Eq. (3.1) depend on the gauge choice i.e., on the map through which perturbed

points are linked to the background. Properly selecting it, it is possible to eliminate

some non−physical degrees of freedom. Some of the most commonly used gauges

are:

Poisson gauge: it is defined through ∇ · 𝝎 = 0 and ∇ · 𝛾 = 0 and it provides the

relativistic cosmological generalisation of Newtonian gravity [51]. In this case,

in which 𝑔0𝑖 and 𝑔𝑖 𝑗 are transverse and the SVT decomposition of the FLRW

metric, it only involves the two scalar potentials Ψ, Φ (which are called the
Bardeen potentials [128] and they are gauge invariant), one vector potential
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3: The condition𝑢 𝑖 = 0 over

the spatial coordinates de-

fines the frame comoving

with the expansion.

𝜔𝑖⊥, and one transverse−traceless tensor 𝛾𝑖 𝑗𝑇 . In this gauge, the perturbed

FLRW metric from eq. (2.1) takes the form:

𝑑𝑠2 = 𝑎2(𝜏)
[︂
−(1+ 2Ψ)𝑑𝜏2 + 2𝜔𝑖𝑑𝑥

𝑖𝑑𝜏+
[︁
(1− 2Φ)𝛿𝐷𝑖𝑗 + 2𝛾𝑖 𝑗

]︁
𝑑𝑥 𝑖𝑑𝑥 𝑗

]︂
. (3.4)

Longitudinal gauge or conformal Newtonian gauge: it is the restricted version

of the Poisson gauge which holds only for the scalar perturbations, in which

𝑤𝑖 = 0, 𝛾𝑖 𝑗 = 0 and the metric 𝑔�� is diagonal [132]. The two scalar potentials

in this gauge are Φ = −Ψ; in the Newtonian limit, they can be reconducted

to the gravitational potential [133]. eq. (2.1) takes the form:

𝑑𝑠2 = 𝑎2(𝜏)
[︁
−(1 + 2Ψ)𝑑𝜏2 + (1 − 2Φ)𝛿𝐷𝑖𝑗 𝑑𝑥

𝑖𝑑𝑥 𝑗
]︁
. (3.5)

Synchronous gauge: by definition, in this gauge there are no time distortions

i.e., the 𝑔00 and 𝑔0𝑖 elements of the metric are unperturbed. The metric

perturbation ℎ𝑖 𝑗 can instead be decomposed into a trace part ℎ𝑖𝑖 and a traceless

part, made by two vector components 𝑤
∥
𝑖 𝑗
, 𝑤⊥

𝑖 𝑗
and a tensor component 𝛾𝑖 𝑗𝑇

[133]. In this gauge, the perturbed FLRW metric from eq. (2.1) takes the form:

𝑑2𝑠 = 𝑎2(𝜏)
[︁
−𝑐2𝑑𝜏2 + (𝛿𝐷𝑖𝑗 + ℎ𝑖 𝑗)𝑑𝑥

𝑖𝑑𝑥 𝑗
]︁
. (3.6)

Lorentz gauge: it is defined by 𝜕�𝑔��
√−𝑔 = 0 and it can be seen as the linear

order approximation of the De Donder harmonic gauge [134], in which the

Einstein eq. (2.4) can be solved through the wave solutions. This gauge is

commonly used when studying gravitational waves and it will be applied in

chapter 4.

As the SVT theorem states, at first order the scalar, vector and tensor components of

Ψ(x, 𝜏), Φ(x, 𝜏), 𝜔𝑖(x, 𝜏) and 𝛾𝑖 𝑗(x, 𝜏) are independent one from another i.e., they

evolve separately and each type of perturbation can not originate from the others.

At higher orders, instead, mode mixing takes place and e.g., scalar perturbations

can generate tensor modes [135, 136] or vice−versa [137].

It is interesting to restrict to the linear order in the Poisson gauge from eq. (3.4).

Usually, the vector component is neglected because its amplitude decreases rapidly

in time; the scalar component generates density fluctuations, while the tensor

component generates the cosmological stochastic gravitational wave background

[138] section 4.1.2.

The perturbed metric elements can be related to their physical source through

eq. (2.4). To expand them, first of all it is useful to express the density and the

4−velocity as:

𝜌 = �̄� +
∞∑︂
𝑛=1

1

𝑛!

𝛿(𝑛)𝜌 ,

𝑢� =
1

𝑎

(︃
𝛿
�
0
+

∞∑︂
𝑛=1

1

𝑛!

𝑣�(𝑛)
)︃
,

(3.7)

where at linear order 𝑢� = 𝛿
�
0
/𝑎 = 𝛿

�
0
/√−𝑔00 is the comoving fluid velocity

3

and 𝑣 = 𝑑𝒙/𝑑𝜏 the proper 3−velocity; in the case of perturbed spacetime, this

interpretation is not so straightforward [131]. Since the normalisation 𝑔��𝑢
�𝑢� = −1

holds, at first order in the weak field, non−relativistic approximation 𝑢0 = −𝑎(1+Ψ)
and 𝑢𝑖 = 𝑎(𝑣𝑖 + 𝜔𝑖): Ψ represents the effect of redshift and 𝜔𝑖 the dragging of



3 Tracers of the dark 29

4: This holds in the

case of Gaussian per-

turbation in which the

even−order terms, such as⟨︁
𝛿(1)(𝒌1)𝛿(2)(𝒌2)

⟩︁
, vanish.

5: The virial theorem states

that the kinetic energy av-

eraged over time

⟨︁
𝑇
⟩︁

of

a stable system of 𝑛 par-

ticles, bounded by the po-

tential energy

⟨︁
𝑉𝑇𝑂𝑇

⟩︁
, is

2

⟨︁
𝑇
⟩︁

= 𝑛
⟨︁
𝑉𝑇𝑂𝑇

⟩︁
. In cos-

mology, a virialized object

is internally described by its

own self−gravity; with re-

spect to the cosmic expan-

sion on the large scales, all

its parts behave as a single

point particle [140].

inertial frames, which are due to the different clock rates in different position of the

spacetime.

Using the EoS, the pressure perturbation is defined as:

𝛿𝑝 =
𝜕𝑝

𝜕𝜌

|︁|︁|︁|︁
𝑆

+
𝜕𝑝

𝜕𝑆

|︁|︁|︁|︁
𝜌

= 𝑐2

𝑆𝛿𝜌 + 𝛿𝑝𝑛𝑎 , (3.8)

where 𝑆 is the entropy and the subscripts 𝑆, 𝜌 indicate that the transformation as-

sumes respectively constant entropy (adiabatic modes) and constant density (isocur-

vature modes). 𝑐2

𝑆
is the adiabatic speed of sound, while 𝑝𝑛𝑎 the non−adiabatic

pressure component. From eq. (3.7) and eq. (3.8), the perturbed form of the

stress−energy−tensor 𝑇��
can be expressed and, once combined with eq. (3.4) into

the linearized Einstein eq. (2.4), used to compute the perturbation evolution.

If we want to describe clustering on small scales e.g., 𝑘 > 0.1 ℎMpc
−1

at 𝑧 = 0, then

the linear approximation is not enough. In this case, the linear power spectrum

does not capture the full statistical properties of the distribution. Non−linear terms

therefore have to be included by expanding each of the 𝛿(𝒌1) and 𝛿(𝒌2) respectively

to the 𝑛−th or 𝑚−th order, in analogy to eq. (3.7). Eq. (2.36) up e.g., to the fourth

order, becomes:

𝑃(𝑘) =(2𝜋)3𝛿𝐷3

⟨︁ ∞∑︂
𝑛=1

𝛿(𝑛)(𝒌1)
∞∑︂
𝑚=1

𝛿(𝑚)(𝒌2)
⟩︁

=(2𝜋)3𝛿𝐷3

[︁⟨︁
𝛿(1)(𝒌1)𝛿(1)(𝒌2)

⟩︁
+ 2

⟨︁
𝛿(1)(𝒌1)𝛿(2)(𝒌2)

⟩︁
+

+ 2

⟨︁
𝛿(1)(𝒌1)𝛿(3)(𝒌2)

⟩︁
+
⟨︁
𝛿(2)(𝒌1)𝛿(2)(𝒌2)

⟩︁
+ · · ·

]︁
.

(3.9)

The leading order term

⟨︁
𝛿(1)(𝒌1)𝛿(1)(𝒌2)

⟩︁
is the linear power spectrum defined in

eq. (2.36), while the next−to−leading order correction,
4

is given by [139]:

𝑃𝑁𝐿𝑂(𝑘) = (2𝜋)3𝛿𝐷3

[︁
2

⟨︁
𝛿(1)(𝒌1)𝛿(3)(𝒌2)

⟩︁
+
⟨︁
𝛿(2)(𝒌1)𝛿(2)(𝒌2)

⟩︁]︁
= 2𝑃(13)(𝑘) + 𝑃(22)(𝑘) .

(3.10)

The sum between the 𝑃(𝑘) defined in eq. (2.36) and 𝑃𝑁𝐿𝑂(𝑘) defined in eq. (3.10)

is called the 1−loop power spectrum [139]. Non−linear corrections are needed

when studying the very small scales: we will use them in the analysis developed in

section 7.4. In the remaining part of the thesis, instead, we will deal only with large

scales and therefore we will strictly deal with linear order power spectra.

In this context, virialized structures
5

formed, namely DM halos and galaxies.

The former can be studied under the spherical collapse model (see section 3.1.1),

while the latter require to deal with astrophysical effects, such as gas cooling and

fragmentation (see section 3.3.1).

3.1.1 Dark matter halos

Dark matter halos are virialized structures containing the large part of the matter of

the Universe [141]. At first approximation, their formation can be described through

the spherical collapse of a density perturbation having a top−hat [142] or more

complicated profiles [143, 144]. Halo formation takes place if the initial overdensity
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6: In this expression, the

Universe expansion is ne-

glected.

exceeds the mean background density �̄� by [141]:

𝛿0 =
𝛿𝑐(𝑧)
1 + 𝑧 =

3

5

(︃
3𝜋
2

)︃
2/3

. (3.11)

Here, 𝛿0 is the overdensity at initial time, whose value is obtained by extrapolating

through linear theory the critical density value 𝛿𝑐 up to the time of collapse. The

value of 𝛿𝑐 can be described through a proper fitting function (see e.g., [145]) and it

is independent from the mass initially included in the overdensity, that is:

𝑀 =
4𝜋
3

𝑅3

0
�̄� (1 + 𝛿0) ≃

4𝜋
3

𝑅3

0
�̄� , (3.12)

where 𝑅0 is the comoving size of the is the initial 𝛿0 overdensity. Modifications to

eq. (3.11) needs to be done if we want to account for non−spherical collapse (see

e.g., [145]); these however are not considered in this work.

During the collapse, the overdensity size, 𝑅0, shrinks as:
6

𝑅(𝑧)
𝑅0

=
3(1 + 𝑧)

5|𝛿∗ |
1 − cos�

2

, (3.13)

where 𝛿∗ is 𝛿0 extrapolated to the present time through linear theory. The full

collapse is said to happen when the parameter �, whose initial value is � = 0,

assumes the value � = 2𝜋. This however would imply that the density, which

evolves as (1+𝛿) = [𝑅0/𝑅(𝑧)]3, goes to infinity: this divergence is avoided assuming

that the collapse is stopped by the virialization of the halo, which corresponds to

𝛿 = 𝛿𝑐 .

When studying the DM halos in the context of LSS, two are the properties that

need to be modelled: the halo mass function and the halo number density. Some

models for the spherical collapse e.g., [143] also suggest that DM halos develop an

internal density profile 𝜌(𝑟 |𝑚), where the mass 𝑚 is more concentrated at small 𝑟

i.e., close to the center of the halo. This property, however, becomes important only

when studying physical processes inside a single halo, while they can be neglected

in the study of the large scale structures. Clearly, the real process is much more

complicated and it can be described in detail only through simulations (see e.g.,

[146]). The main complications are the a−spherical asymmetry of the collapse and

the hierarchical clustering i.e., the theory under which smaller structures form

sooner and then merge to form larger structures. The spherical collapse, therefore,

has to be combined with the statistics describing a hierarchical random field, which

gives rise to substructures inside the halos themselves [146].

In the simple, spherical collapse scenario, the halo mass function 𝑛ℎ(𝑚) = 𝑑𝑛ℎ/𝑑𝑚
is defined as the number of DM halos per unit mass per comoving volume. It can

be computed starting from the distribution of the peaks in the initial density field

i.e., of the overdensities large enough to collapse and form the halos. This leads

to the following equation, first developed in an expanding Universe by Press and

Shechter [140]. In their work, they model:

𝑚2

�̄�
𝑑𝑛ℎ
𝑑𝑚

𝑑𝑚

𝑚
= � 𝑓 (�)𝑑�

�
, (3.14)

where � = [𝛿𝑐(𝑧)/𝜎(𝑚)]2 and 𝜎(𝑚)2 is the variance of the initial density fluctuation

field extrapolated at the present time through the linear theory. The functional

form of 𝑓 (�) has been computed by different authors, both in semi−analytical ways
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and through fitting formulas related with 𝑁−body simulations. In the standard

Press−Schechter formalism [140], it leads to:

𝑛ℎ(𝑚) ∝ 𝑚−1−𝛼
exp

[︃
−𝑐𝑜𝑛𝑠𝑡

(︃
𝑚1−𝛼

𝑎(𝑡)

)︃
2
]︃
, (3.15)

where the coefficient 𝛼 depends on the mass variance. Other prescriptions, such as

the ones from [147] and [148] are nowadays widely used as well.

In the case in which fluctuations are described by a top−hat profile having scale

𝑅 = (3𝑚/4𝜋�̄�)1/3
and the initial power spectrum is Δ(𝑘) defined in section 2.3, the

variance is:

𝜎2(𝑚) =
∫

𝑑𝑘

𝑘
|𝑊(𝑘𝑅)|2Δ(𝑘) , (3.16)

where |𝑊(𝑘𝑅)| = |3[sin(𝑘𝑅) − 𝑘𝑅 cos(𝑘𝑅)]/(𝑘𝑅)3 | is the transform of the top−hat

profile.

Figure 3.1 shows the halo mass function from [148] computed at different 𝑧 by using

the python.hmf library [149] and adopted in chapter 5.

Figure 3.1: Halo mass func-

tion [148] at 𝑧 = [0, 2, 4, 6, 8]
computed with the

python.hmf library [149].

The minimum and max-

imum halo mass are set

to 𝑚𝑚𝑖𝑛 = 10
8 ℎ−1 𝑀⊙

and 𝑚𝑚𝑎𝑥 = 10
19 ℎ−1 𝑀⊙

respectively.

As for the halo number density, this is modelled by dividing space into cells of

comoving volume𝑉 , each of which contain a certain amount 𝑀 of DM partitioned

into halos [141]. Let 𝑁(𝑚, 𝑧0 |𝑀,𝑉, 𝑧) be the number of halos having mass 𝑚 and

formed at 𝑧0 inside a certain cell observed at 𝑧. This is found by computing how

many halos of a certain mass can form inside the cell at 𝑧0 i.e., by applying the

halo mass function prescription from eq. (3.14) to 𝑉0, the comoving size of the cell

before the collapse. Since initially, in the large cell limit, the density inside the cell

is ≃ �̄� and |𝛿0 | << 1, one gets:

𝑁(𝑚, 𝑧0 |𝑀,𝑉, 𝑧) = 𝑛(𝑚, 𝑧0 |𝑀,𝑉, 𝑧)𝑉0 ≃ 𝑛(𝑚, 𝑧0 |𝑀,𝑉, 𝑧)𝑀
�̄�

= 𝑛(𝑚, 𝑧0 |𝑀,𝑉, 𝑧)𝑉(1 + 𝛿0) .
(3.17)

The value of 𝑛(𝑚, 𝑧0 |𝑀,𝑉, 𝑧) can be expanded in terms of 𝛿𝑐 as a function of the

average value of the initial halo mass function 𝑛ℎ(𝑚, 𝑧0) as:

𝑛(𝑚, 𝑧0 |𝑀,𝑉, 𝑧) = 𝑛(𝑚, 𝑧0) +
𝛿0

1 + 𝑧

(︃
𝜕𝑛(𝑚, 𝑧0)

𝜕𝛿𝑐

)︃|︁|︁|︁|︁
𝛿𝑐 (𝑧0)

+... (3.18)
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7: In the Lagrangian frame,

the observer follows the evo-

lution of a single particle/-

cell/halo across time and

space. This represents an

alternative to the Eulerian

frame, where the observer is

kept in a fixed position.

Eq. (3.18) will be used in section 3.1.2 to define the clustering properties of the halos

with respect to the underlying DM distribution.

Finally, following the formalism by [150, 151], the halo number density can be

written as the discrete sum of the halos in each comoving position 𝒙𝑖 :

𝑛(𝑚) =
⟨︁∑︂

𝑖

𝛿𝐷(𝑚 − 𝑚𝑖)𝛿𝐷3(𝒙′ − 𝒙𝑖)
⟩︁
. (3.19)

3.1.2 Clustering and bias

Eq. (3.18) introduced the expression of the halo mass function inside a cell of a

certain volume 𝑉 containing the mass 𝑀 of dark matter. The halo overdensity in a

given cell with respect to the average [141] is described by:

𝛿ℎ(𝑚, 𝑧 𝑓 |𝑀,𝑉, 𝑧) =
𝑁(𝑚, 𝑧 𝑓 |𝑀,𝑉, 𝑧)
𝑛ℎ(𝑚, 𝑧 𝑓 )𝑉

− 1 = 𝛿 − (1 + 𝛿) 𝛿0

1 + 𝑧

(︃
𝜕 ln 𝑛(𝑚, 𝑧0)

𝜕𝛿𝑐

)︃|︁|︁|︁|︁
𝛿𝑐 (𝑧0)

≃
(︃
1 +

𝑞� − 1

𝛿𝑐(𝑧0)
+

2𝑝/𝛿𝑐(𝑧0)
1 + (𝑞�)𝑝

)︃
𝛿

=
[︁
1 + 𝑏1(𝑚, 𝑧0)

]︁
𝛿.

(3.20)

where in the first line the expansion from eq. (3.18) was applied, while in the second

we used the expression for 𝑛ℎ(𝑚, 𝑧0) reported in [147] and only the linear terms in

𝛿 were kept. � = [𝛿𝑐(𝑧)/𝜎(𝑚)]2 was defined in section 3.1.1, while 𝑝, 𝑞 are fitting

coefficients, whose values can be set to 𝑞 = 1, 𝑝 = 0 [141].

In eq. (3.20), the quantity 𝑏1(𝑚, 𝑧0) is the Lagrangian
7 linear bias. . This states that

the halo overdensity is linearly proportional to the DM overdensity in the cells and

it describes the difference between the clustering of the two: when 𝑏1(𝑚, 𝑧1) > 1,

halos are more clustered with respect to the average underlying DM field, while if

𝑏1(𝑚, 𝑧1) < 1, their distribution is sparse. In the case in which 𝑞 = 1, 𝑝 = 0, the

condition 𝑏1(𝑚, 𝑧1) > 1 is satisfied for � > 1, that is for massive halos. These form

in the densest cells i.e., in the densest regions of the DM Gaussian random field,

which are found to be as well the most clustered [152].

The hierarchical merger model affects the linear bias redshift dependence. In fact,

since smaller objects form before, the bias is expected to grow during cosmic time,

since the massive halos are rarer in the past. At the same time, it was found in [153]

that if the DM field contains some level of primordial non−Gaussianity, this induces

a scale−dependent contribution to the halo bias. This is analytically parametrized

as:

Δ𝑏(𝑚, 𝑧0 , 𝑘) = 𝑏1(𝑚, 𝑧0) 𝑓𝑁𝐿𝛿𝑐
3Ω𝑚(1 + 𝑧)
𝑐2𝑘2𝑟2

𝐻
𝐷1(𝑧)

, (3.21)

Linear bias 𝑏1(𝑚, 𝑧0) is only an approximated description of the halo clustering

properties which applies to very large scales. On small scales, to have a proper

description of the relation between DM overdensities and halos, a perturbative

expansion (similar to the one described in section 2.2) [154] is needed:

𝛿𝑡(𝜏, 𝒙) =
∑︂
𝑂

𝑏𝑂(𝜏)𝑂(𝜏, 𝒙) +
∑︂
𝑂

𝜖𝑂(𝜏, 𝒙)𝑂(𝜏, 𝒙) . (3.22)

In this case, 𝛿𝑡(𝜏, 𝒙) is the overdensity, depending on the conformal time 𝜏 and

the comoving position 𝒙, of the DM tracer 𝑡: this can represent the halos, but it
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8: For a review of all the bias

operators, see [154] and ref-

erences therein.

9: Different is the case of

cosmological simulations,

where both the DM power

spectrum and the DM halo

power spectrum can be esti-

mated. We will analyse this

possibility in chapter 7.

can also be referred to galaxies or other tracers (see section 3.3). The key point of

eq. (3.22) is the presence of the 𝑂(𝜏, 𝒙) operators and the 𝑏𝑂(𝜏) bias parameters,

which describe the processes involved in the formation and clustering of tracers up

to the a certain order, related to the smallest scale one wants to characterize. The

second term in eq. (3.22) represents a stochastic contribution to the bias, due to

the fact that the tracer formation depends also on the initial conditions on small

scales [154], which have a random distribution, as seen in section 2.3. Each 𝜖𝑂(𝜏, 𝒙)
is uncorrelated from the others on large scale.

As detailed in [154], 𝑏𝑂(𝜏) parameters are expressed in the Eulerian frame; the

linear term is then related to its Lagrangian expression, which was used in eq. (3.20),

by:

𝑏
(1)
𝑂
(𝜏) = 1 + 𝑏1(𝑚, 𝑧0) . (3.23)

The functional expression of all the Eulerian bias parameters is found by studying

how the clustering evolves under the effect of gravity when the number of sources

is conserved. In this case, 𝛿𝑡 must obey the continuity equation, which can be

rewritten from its expression in eq. (2.29) as:

𝜕𝛿𝑡
𝜕𝜏

+ 𝜕𝑥𝑖𝑣
𝑖 = −𝑣 𝑖 𝜕

𝜕𝑥 𝑖
𝛿𝑡 − 𝛿𝑡𝜕𝑥𝑖𝑣

𝑖 , (3.24)

where 𝑣 𝑖 are the components of the tracer velocity, which is assumed to be equal to

the matter velocity (i.e., no velocity bias). Solving the equation in the perturbative

approach, the set of linearly independent operators 𝑂(𝜏, 𝒙) are found at each order

in the expansion. Assuming DM as a pressure−less ideal fluid, one can find that,

up to second order, two operators are necessary to describe the local, deterministic

bias. These are related with the DM density contrast field 𝛿 and with the tidal field
described by the traceless tensor [155]:

𝐾𝑖 𝑗 =

(︃
𝜕𝑖𝜕𝑗

∇2

−
𝛿𝐷
𝑖𝑗

3

)︃
𝛿 . (3.25)

Stochastic and higher order operators
8

are needed when studying the smaller

scales, where the deviation from the linear regime in not negligible [141]. These will

be needed in chapter 7 when studying the bias of binary mergers on quasi−linear

scales i.e., 𝑘 ∈ [0.1, 0.3] ℎMpc
−1

. In chapter 5, instead, the linear approximation

will be assumed since only large scales are considered.

In the linear approximation, knowing the bias expansion for a generic tracer 𝑡, its

auto−power spectrum is related to the DM power spectrum defined in section 2.2.2

simply through:

𝑃𝑡𝑡(𝑘) =(2𝜋)3𝛿𝐷3

⟨︁
𝛿𝑡(𝒌1)𝛿𝑡(𝒌2)

⟩︁
≃ (2𝜋)3𝛿𝐷3

⟨︁
𝑏1

𝑂𝛿(𝒌1)𝑏1

𝑂𝛿(𝒌2)
⟩︁

=
[︁
𝑏
(1)
𝑂

]︁
2

𝑃(𝑘)
(3.26)

Depending on the tracer, the bias assumes a different functional form: in this section

we referred to DM halos, but in practice these are unobservable.
9

To map the Large

Scale Structures, luminous tracers are required: the most largely used are galaxies,

which form inside the most massive DM halos: their formation is summarized in

section 3.3. In the same section we will present also an alternative tracer, which is

the focus of this thesis work, namely the gravitational wave events produced by

binary compact object mergers.
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3.2 Number counts angular power spectrum

The starting point of a concrete survey analysis is the calculation of the power

spectra of the point processes which sample the underlying DM density field

through the discrete tracers. Since in the following chapters we will perform a

tomographic analysis, in this section we illustrate in detail the derivation of the

source angular power spectrum.

The observable to be taken into account is the source number density 𝑛𝑡(𝒙). Its

value in the source rest frame can be related to the observed value per redshift bin

𝑑𝑧 per solid angle 𝑑Ω through:

𝑛𝑡(𝒙)𝑑𝑉 =
𝑑2𝑁

𝑑𝑧𝑑Ω
𝑑𝑧𝑑Ω . (3.27)

The discrete nature of the sampling implies that 𝑛𝑡(𝒙) is:

𝑛𝑡(𝒙) =
∑︂
𝑑𝑉𝑖

𝛿𝐷𝑡 (𝒙 − 𝒙𝑖) =
∑︂
𝑖

1

𝑟2
sin�

[︁
𝛿𝐾(𝑟 − 𝑟𝑖)𝛿𝐾(� − �𝑖)𝛿𝐾(𝜙 − 𝜙𝑖)

]︁
, (3.28)

where the presence of the Dirac delta 𝛿𝐷 , discretized in the three spherical

coordinates through the Kroenecker deltas 𝛿𝐾 , indicates that the counting of

the tracers is performed in the infinitesimal volumes 𝑑𝑉𝑖 , each one containing

either 𝑁𝑖 = 0 or 𝑁𝑖 = 1 tracer. The occupation number 𝑁𝑖 is Poisson distributed.

The source overdensity is then:

�̂�𝑡(𝒙) =
1

�̄�𝑡𝑟2
sin�

∑︂
𝑖

𝑁𝑖

[︁
𝛿𝐾(𝑟 − 𝑟𝑖)𝛿𝐾(� − �𝑖)𝛿𝐾(𝜙 − 𝜙𝑖)

]︁
. (3.29)

It is possible then to follow eq. (2.42) to project �̂�𝑡(𝒙) over the harmonic space, so to

define the observed number counts angular power spectrum:

�̂�ℓ = 𝛿𝐷ℓ1ℓ2𝛿
𝐷
𝑚1𝑚2

⟨︁
�̂�𝑡 ,ℓ1𝑚1

�̂�
∗
𝑡 ,ℓ2𝑚2

⟩︁
. (3.30)

Neglecting the monopole term, and using eq. (3.29), �̂�𝑡 ,ℓ𝑚 can be expanded as:

�̂�𝑡 ,ℓ𝑚 =
∑︂
𝑖

∫
𝑑Ω

𝑁𝑖

�̄�𝑡𝑟2
sin�

[︁
𝛿𝐾(𝑟 − 𝑟𝑖)𝛿𝐾(� − �𝑖)𝛿𝐾(𝜙 − 𝜙𝑖)

]︁
𝑌∗
ℓ𝑚,𝑖

=
∑︂
𝑖

𝑁𝑖

�̄�𝑡𝑟2

𝛿𝐾(𝑟 − 𝑟𝑖) 𝑌∗
ℓ𝑚,𝑖 ,

(3.31)

where in the spherical harmonic 𝑌ℓ𝑚,𝑖 (defined in eq. (2.40)) the Ω𝑖 dependence

has been omitted for clarity. Therefore:

⟨︁
�̂�𝑡 ,ℓ1𝑚1

�̂�
∗
𝑡 ,ℓ2𝑚2

⟩︁
=
∑︂
𝑖 𝑗

⟨︁
𝑁𝑖𝑁𝑗

⟩︁
�̄�2

𝑡

1

𝑟4

[︁
𝛿𝐾(𝑟 − 𝑟𝑖)𝛿𝐾(𝑟 − 𝑟 𝑗)

]︁
𝑌∗
ℓ1𝑚1 ,𝑖

𝑌ℓ2𝑚2 , 𝑗 . (3.32)

Using the properties of the Poisson distribution, eq. (3.32) can be split into two

parts: {︄⟨︁
𝑁𝑖𝑁𝑗

⟩︁
= �̄�2

𝑡 [1 +
⟨︁
𝛿𝑡 ,𝑖𝛿∗𝑡 , 𝑗

⟩︁
]Δ𝑉𝑖Δ𝑉𝑗 if 𝑖 ≠ 𝑗⟨︁

𝑁2

𝑖

⟩︁
= �̄�𝑡Δ𝑉𝑖 if 𝑖 = 𝑗

. (3.33)
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where 𝛿𝑡 ,𝑖 𝑗 represent the value of the intrinsic field from eq. (3.29) inside the

volumes Δ𝑉𝑖 𝑗 .

By converting Δ𝑉𝑖 𝑗 = 𝑟2Δ𝑟ΔΩ and neglecting the monopole term again, eq. (3.32)

becomes:⟨︁
�̂�𝑡 ,ℓ1𝑚1

�̂�
∗
𝑡 ,ℓ2𝑚2

⟩︁
=
⟨︁∑︂
𝑖≠𝑗

Δ𝑟𝑖Δ𝑟 𝑗 ΔΩ𝑖ΔΩ𝑗

⟨︁
𝛿𝑡 ,𝑖𝛿

∗
𝑡 , 𝑗

⟩︁
·

·
[︁
𝛿𝐾(𝑟 − 𝑟𝑖) 𝛿𝐾(𝑟 − 𝑟 𝑗)

]︁
𝑌∗
ℓ1𝑚1 ,𝑖

𝑌ℓ2𝑚2 , 𝑗+

+
∑︂
𝑖=𝑗

1

𝑟2�̄�𝑡
Δ𝑟𝑖ΔΩ𝑖𝛿

𝐾(𝑟 − 𝑟𝑖) 𝑌∗
ℓ1𝑚1 ,𝑖

𝑌ℓ2𝑚2 ,𝑖

⟩︁
Δ𝑟,ΔΩ→0

=
⟨︁∫

𝑑𝑟𝛿𝐾(𝑟 − 𝑟𝑖)
∫

𝑑𝑟𝛿𝐾(𝑟 − 𝑟 𝑗)
∫

𝑑Ω

∫
𝑑Ω𝑌∗

ℓ1𝑚1 ,𝑖
𝑌ℓ2𝑚2 , 𝑗𝛿𝑡 ,ℓ1𝑚1

𝛿∗𝑡 ,ℓ2𝑚2

⟩︁
+

+ 𝛿𝐾𝑖𝑗
⟨︁∫

𝑑𝑟
1

𝑟2�̄�𝑡
𝛿𝐾(𝑟 − 𝑟𝑖)

∫
𝑑Ω 𝑌∗

ℓ1𝑚1 ,𝑖
𝑌ℓ2𝑚2 ,𝑖

⟩︁
= 𝛿𝐷𝑡,ℓ1ℓ2𝛿

𝐷
𝑚1𝑚2

⟨︁
𝛿𝑡 ,ℓ1𝑚1

𝛿∗𝑡 ,ℓ2𝑚2

⟩︁
+ 𝛿𝐷𝑡,ℓ1ℓ2𝛿

𝐷
𝑚1𝑚2

𝛿𝐾
𝑖𝑗

𝑟2

𝑖
�̄�𝑡
.

(3.34)

By moving to the observed redshift space (𝑧,Ω), the observed angular power

spectrum between the redshift bins 𝑧𝑖 = [𝑧𝑚𝑖𝑛
𝑖

, 𝑧𝑚𝑎𝑥
𝑖

] and 𝑧 𝑗 = [𝑧𝑚𝑖𝑛
𝑗

, 𝑧𝑚𝑎𝑥
𝑗

] is:

�̂�ℓ (𝑧𝑖 , 𝑧 𝑗) = 𝐶ℓ (𝑧𝑖 , 𝑧 𝑗) +
𝛿𝐾
𝑖𝑗

𝑟2

𝑖
�̄�𝑡

= 𝐶ℓ (𝑧𝑖 , 𝑧 𝑗) +
𝛿𝐾
𝑖𝑗

�̄� 𝑖

. (3.35)

The second term in eq. (3.34) is the Poisson shot noise: �̄� 𝑖 represents the average

angular density of sources inside one bin, which is computed as:

�̄� 𝑖 = 𝑟2

𝑖 �̄�𝑡 =

∫ 𝑧 𝑖𝑚𝑎𝑥

𝑧 𝑖
𝑚𝑖𝑛

𝑑𝑧
𝑑2𝑁

𝑑𝑧𝑑Ω
𝑊(𝑧𝑖 , 𝑧) , (3.36)

where the transformation from the source rest frame to the observed space is made

by means of eq. (3.27) and through the change of coordinates 𝑑𝑟 = 𝑟2𝑑𝑟 → 𝑑𝑧𝑑Ω,

integrated over the radial distance.𝑊(𝑧𝑖 , 𝑧) describes how sources are distributed

inside each redshift bin: usually, it is defined either as a top−hat or a Gaussian

filter. If the survey does not observe the full sky, eq. (3.36) has to include either the

detector angular selection function or a the observed sky fraction 𝑓𝑠𝑘𝑦 . The shot

noise represents an extra−contribution to the observed angular power spectrum,

arising from the variance of the Poisson point process, which is a direct consequence

of the discrete and stochastic nature of the tracer.

As introduced in section 2.2.2, the number angular power spectrum can also be

written as a function of the underlying DM power spectrum, in the following way:

𝐶ℓ (𝑧𝑖 , 𝑧 𝑗) =
2

𝜋

∫
𝑑𝑘 𝑘2𝑃𝑡(𝑘)

∫
𝑑𝜒𝑖 𝑗ℓ (𝑘𝜒𝑖)

∫
𝑑𝜒𝑗 𝑗ℓ (𝑘𝜒𝑗)

=
2

𝜋

∫
𝑑𝑘 𝑘2𝑃(𝑘)

∫
𝑑𝑧𝑖

𝑑𝜒𝑖
𝑑𝑧𝑖

𝑗ℓ [𝑘𝜒(𝑧𝑖)]Wℓ (𝑧𝑖)
∫

𝑑𝑧 𝑗
𝑑𝜒𝑗

𝑑𝑧 𝑗
𝑗ℓ [𝑘𝜒(𝑧 𝑗)]Wℓ (𝑧 𝑗)

(3.37)
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≃ 2

𝜋

∫
𝑑𝑘 𝑘2P(𝑘)𝑇(𝑘) ·

·
∫

𝑑𝑧𝑖
𝑑𝜒𝑖
𝑑𝑧𝑖

𝑗ℓ (𝑘𝜒𝑖)𝑊(𝑧𝑖)
[︃
𝑏𝑡(𝑧𝑖)

𝑑𝑁𝑡

𝑑𝑧𝑖
𝐷1(𝑧𝑖) +Ψℓ (𝑘, 𝑧𝑖)

]︃
·

·
∫

𝑑𝑧 𝑗
𝑑𝜒𝑗

𝑑𝑧 𝑗
𝑗ℓ (𝑘𝜒𝑗)𝑊(𝑧 𝑗)

[︃
𝑏𝑡(𝑧 𝑗)

𝑑𝑁𝑡

𝑑𝑧 𝑗
𝐷1(𝑧 𝑗) +Ψℓ (𝑘, 𝑧 𝑗)

]︃
.

In the third line we introduced the linear approximation. We recall here that P(𝑘)
is the primordial power spectrum (see section 2.3), 𝑇(𝑘) and 𝐷1(𝑧) respectively are

the transfer function and the linear growth function introduced in section 2.2.1

and Ψℓ (𝑘, 𝑧) indicates the observational space distortions due to LSS described

in section 3.2.1. Note that 𝐷1(𝑧) depends on the dark energy or modified gravity

model assumed. The window functions:

Wℓ (𝑧𝑖 , 𝑗) =𝑊(𝑧𝑖 , 𝑗)
[︃
𝑏𝑡(𝑧𝑖 , 𝑗)

𝑑𝑁𝑡

𝑑𝑧𝑖 , 𝑗
𝐷1(𝑧𝑖 , 𝑗) +Ψℓ (𝑘, 𝑧𝑖 , 𝑗)

]︃
, (3.38)

accounts for different aspects:

▶ The observed number distribution of the tracer 𝑑𝑁/𝑑𝑧.
▶ The bias of the tracer with respect to the underlying DM distribution i.e.,

𝑏𝑡(𝑧) defined through the relation 𝛿𝑡(𝑧) = 𝑏𝑡(𝑧)𝛿(𝑧) introduced in sec-

tion 3.1.2 and section 3.3, which in this case is assumed to be linear, local and

scale−independent. This, combined with 𝐷1(𝑧), can be rewritten as the term

Ψ𝛿(𝑘, 𝑧).
▶ The survey selection effects, which are collected in the survey window

function𝑊(𝑧) introduced in eq. (3.36);

▶ The perturbations Ψℓ (𝑘, 𝑧), described in section 3.2.1.

Modelling eq. (3.37) is computationally expensive because of the presence of the

spherical Bessel functions, which rapidly oscillate. To avoid this problem, at least

on small scales, the flat sky approximation can be introduced. This is done through

the Limber approximation [156], firstly applied to cosmological studies of the

power spectrum in [157]. To apply it, let us rewrite the angular power spectrum in

dependence of the first type Bessel functions 𝐽ℓ+ 1

2

(𝑘𝜒) the were already defined in

section 2.2.2:

𝐶ℓ (𝑧𝑖 , 𝑧 𝑗) =
∫

𝑑𝑘𝑘𝑃(𝑘)
∫

𝑑𝜒𝑖 𝑓𝑖(𝜒𝑖)𝐽ℓ+ 1

2

(𝑘𝜒𝑖)
∫

𝑑𝜒𝑗 𝑓𝑗(𝜒𝑗)𝐽ℓ+ 1

2

(𝑘𝜒𝑗) , (3.39)

where we encapsulated in 𝑓𝑖 , 𝑗(𝜒𝑖 , 𝑗) =
[︁
Wℓ (𝑧𝑖 , 𝑗)𝑑𝜒𝑖 , 𝑗/𝑑𝑧𝑖 , 𝑗

]︁
/√𝜒𝑖 , 𝑗 all the radial

dependencies. For ℓ + 1/2 = � > 0, it is known that the Bessel functions grow

monotonically if their argument 𝑥 = 𝑘𝜒 is comprises between 0 and �, while they

start rapidly oscillating for higher values. By following the procedure that it is

revised e.g., in [158] and references therein, it is possible to express the Bessel

functions as:

lim

𝜖→0

∫ +∞

0

𝑑𝑥 exp

[︁
−𝜖(𝑥 − �)

]︁
𝑓 (𝑥)𝐽�(𝑥) = 𝐵0 𝑓 (�) + 𝐵1 𝑓

′(�) + 𝐵2 𝑓
′′(�) + ... (3.40)

where the 𝐵𝑛 coefficients are computed through the Taylor expansion as:

𝐵𝑛 =
(−1)𝑛
𝑛!

lim

𝜖→0

𝜕

𝜕𝜖𝑛

∫ +∞

0

𝑑𝑥 exp

[︁
−𝜖(𝑥 − �)

]︁
𝐽�(𝑥) . (3.41)
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Since the integral of the Bessel is computed as:∫ +∞

0

𝑑𝑥 exp

[︁
−𝜖(𝑥 − �)

]︁
𝐽�(𝑥) = 1 − 𝜖2

2

+ �𝜖3

6

+ ... (3.42)

the 𝐵𝑛 coefficients from eq. (3.41) reduce to 𝐵0 = 1, 𝐵1 = 0, 𝐵2 = −1/2, ... and

they can be used to simplify eq. (3.39). By keeping only the leading order (i.e., by

approximating each Bessel function as the Dirac delta located at its first peak), in

the limit 𝜖 → 0 eq. (3.40) reduces to:∫ +∞

0

𝑑[𝑘𝜒] 𝑓 (𝑘𝜒)𝐽ℓ+ 1

2

(𝑘𝜒) ≃ 𝑓

(︃
ℓ + 1

2

)︃
, (3.43)

and therefore, by setting ℓ + 1/2 = 𝑘𝜒 and by applying the change of variable

𝜒 → [𝑘𝜒]/𝑘, we can write:

𝐶ℓ (𝑧𝑖 , 𝑧 𝑗) ≃
∫

𝑑𝑘 𝑘𝑃(𝑘)
𝑓𝑖(𝜒𝑖)
𝑘

𝑓𝑗(𝜒𝑗)
𝑘

, (3.44)

from which, by again changing the integration variable through 𝑑𝑘 = 𝑑[𝑘𝜒]/𝜒 =

𝑘𝑑𝜒/𝜒, the angular power spectrum in the Limber approximation can finally

recovered as:

𝐶ℓ (𝑧𝑖 , 𝑧 𝑗) ≃
∫

𝑑𝜒

𝜒2

𝑃

(︃
ℓ + 1/2

𝜒

)︃ [︃
𝑑𝜒𝑖
𝑑𝑧𝑖

W(𝑧𝑖)
]︃ [︃
𝑑𝜒𝑗

𝑑𝑧 𝑗
W(𝑧 𝑗)

]︃
. (3.45)

As e.g., [159–162] describe, this only works when the radial width of the selection

function applied to 3.37 is Δ𝜒 >> 1/𝑘 i.e., it is larger than the scale of the

perturbation. Moreover, ℓ has to be large and, when cross−spectra between different

redshift bins are computed, their selection functions have to overlap.

Eq. (3.37) can be expanded to the case in which the cross−angular power spectrum

is computed between two different tracers 𝑡1 , 𝑡2. In this case, the expression simply

has to be translated into:

𝐶𝑡1𝑡2
ℓ

(𝑧𝑖 , 𝑧 𝑗) =
2

𝜋

∫
𝑑𝑘 𝑘2𝑃(𝑘)

∫
𝑑𝑧𝑖

𝑑𝜒𝑖
𝑑𝑧𝑖

𝑗ℓ (𝑘𝑧𝑖)W𝑡1
ℓ
(𝑧𝑖)

∫
𝑑𝑧 𝑗

𝑑𝜒𝑗

𝑑𝑧 𝑗
𝑗ℓ (𝑘𝑧 𝑗)W𝑡2

ℓ
(𝑧 𝑗) .

(3.46)

The window functions W
𝑡1
ℓ
(𝑧𝑖) and W

𝑡2
ℓ
(𝑧 𝑗) in eq. (3.46) differ from one another,

since each one separately characterizes the distribution and observed properties

of the tracers 𝑡1 and 𝑡2. We will use such formulation in section 5.4.3 to derive

forecasts of future survey combining gravitational waves and supernovae IA in a

multi−tracer approach.

3.2.1 Redshift space distortions

The emitted signals (either EM or GW) have to travel through LSS. This leads to an

apparent modification of the observed position of the tracers with respect to their

intrinsic position [55, 163–167].

There are several physical contributions to the distortions that needs to be taken

into account to build a fully consistent analysis:
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10: The effect of peculiar ve-

locities in altering the ob-

served position of nearby

galaxies was already esti-

mated in the previous years

[168–171] and applied to the

2−point correlation func-

tion [172, 173].

11: A similar effect can

be related with the so

called Alcock−Paczyński
effect. This was firstly mea-

sured by the authors of [174]

with respect to galaxy dis-

tribution in clusters and it

was based on the compari-

son between their observed

angular size and their radial

dimension in redshift space.

Since intrinsically the clus-

ter should be spherical, the

ratio between the two esti-

mates provided a test for the

cosmological models. The

same reasoning can be gen-

eralized to the comparison

between the estimate of the

angular diameter distance

𝐷𝐴 defined in eq. (2.19) and

the radial distance related

with𝐻(𝑧) (see e.g., [175] and

references therein).

Peculiar velocities and Doppler effect: the gravitational potential of matter over-

densities induces a motion in the tracers, which is detached from the Universe

expansion. If this provides a velocity component along the Line of Sight (LoS),

the mis−estimation of the recession velocity can propagate to the Hubble law

in eq. (2.3), leading to the wrong estimation for the tracer distance [163].
10

Peculiar velocities induce distortions both on the large and the small scales.

In fact considering e.g., a set of sources circularly distributed around a DM

overdensity, the observed distribution on large scales gets squeezed,
11

while

the small scales, where velocities are bigger because of non−linearities, get

stretched in the radial direction and form the so−called Fingers−of−God
[176]. Figure 3.2 sketches these two configurations. In the following the

distortions due to the mis−estimation of the Hubble law will be analysed in

detail.

Weak lensing: this projection effect is due to the fact that lensing changes the

luminosity of the tracers. It can happen then that some of them, which

would be too dim to be observed, get magnified, entering the observational

window. At the same time, the magnification brings to a mis−estimation of

the observed distance of the source, making it look closer to the observer (see

e.g., [161, 177–180]). This effect is analysed in detail in the following.

Gravitational potential effects: while travelling from the source to the observer,

the photons and the gravitational waves enter the potential wells created

by DM overdensities. In this way, on one side the time they need to travel

a certain distance changes: according to GR, this determines the Shapiro
time delay. Moreover, getting inside the potential well they gain energy,

which is then lost when they leave it. Since the Universe expansion makes the

overdensities stretch during the time the photons and GW travel inside them,

the energy loss is lower than the energy gain; the opposite happens in the case

of underdensities. These effects produce either a blue−shift (in the case of

overdensities) or a redshift (in the case of underdensities) called Sachs−Wolfe
effect, which can lead to the mis.estimation of the tracer position. Since this

takes place anytime the photons and GW cross an overdensity, the effect

is cumulative and has to be integrated along the LoS, giving rise to the

Integrated Sachs−Wolfe effect [181].

Figure 3.2: Sketch of the

effect due to peculiar ve-

locities in the linear (top

row) and non−linear (bot-

tom row) configurations. In

the latter, the high value of

the velocities largely alter

the observed position of the

sources.

At the most general level, when all of these effects are taken into account, cosmic

translational invariance is broken, making it necessary to redefine eq. (2.42) and

therefore changing the angular power spectrum definition. However, it is customary
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12: The derivation of space

distortions in fully GR for-

malism (see e.g., [166, 167])

is beyond the scope of the

thesis. The corrections this

would introduce in the re-

sults of the analysis pre-

sented in chapter 5 and

chapter 6 are anyway be-

low the intrinsic level of ac-

curacy of the forecast tools

adopted.

13: In the isotropic and ho-

mogeneous Universe, �̄�𝒔 =

�̄�𝒓 . However, when consid-

ering the anisotropies due

to LSS, the density distribu-

tion along two LoS can be

different.

to deal with different levels of approximation and in a practical analysis part of

them are neglected. The appropriate approximation level to be used depends on

the survey characteristics.

In this thesis, results are obtained by assuming the following prescriptions:

▶ The window function is sufficiently large, so the isotropy and homogeneity

conditions are on average satisfied.

▶ All the tracers inside a certain redshift bin are found at the same distance

from the observer, indicated either through the redshift 𝑧 or the comoving

distance.

▶ The observer is far enough from the tracers to assume that all the LoS are

parallel one with respect to the others i.e., the plane−parallel approximation

holds and the waveform of the incoming signal is well described by a plane

wave. If this was not the case, wide angle effects would come into play

(see [182–186] and figure 3.3 for an heuristic representation).

In these conditions, the leading order effects in the redshift space distortions are

peculiar velocities and lensing magnification. These, together with the effect of

lensing convergence, are the only ones taken into account in the analysis developed

in chapter 5 and chapter 6.

Here we review the derivation of the redshift distortions due to peculiar velocities

using the Newtonian formalism.
12

To do so, we will indicate with 𝒔 the radial

coordinate along the LoS in the observed redshift space, and with 𝒓 the one in

real space. Both can always be reconducted to the observed and real redshifts

𝑧𝑜𝑏𝑠 , 𝑧 (or comoving distances 𝜒𝑜𝑏𝑠 , 𝜒); in the plane−parallel approximation, the

identification between these coordinates is straightforward.

Peculiar velocities

As firstly described in [163], peculiar velocities induced by DM overdensities affect

the estimation of the tracer distance with respect to the observer. In fact, the

gravitational pull that DM exerts on the tracer makes it deviate from the Hubble

flow. The observed velocity of the tracer along the LoS is then found by combining

the contribution of the recession velocity 𝒗𝐻 (due to the Universe expansion) and

the peculiar velocity 𝒗𝑟 (due to the DM gravitational potential). Using the projection

along the LoS of this combined velocity 𝒗𝑡𝑜𝑡 = (𝒗𝐻 + 𝒗) · �̂� in the Hubble law from

eq. (2.3), therefore, leads to a misestimation of the observed redshift with respect

to the real one:

𝑧𝑜𝑏𝑠 = 𝑧 + 𝛿𝑧 = 𝑧 + 𝒗 · �̂� . (3.47)

By assuming the fiducial cosmology, the observed redshift is converted to the

observed comoving distance, which again differs from the real one as:

𝜒𝑜𝑏𝑠 = 𝜒 + 𝜕𝜒

𝜕𝑧
𝛿𝑧 = 𝜒 + 𝒗 · �̂�

𝐻(𝑧) . (3.48)

Let 𝑠 = 𝒔 · �̂� = 𝜒𝑜𝑏𝑠 , 𝑟 = 𝒓 · �̂� = 𝜒 and 𝑣 = 𝒗 · �̂� respectively be the radial coordinates

in observed and real space and the velocity, all projected along the LoS. Since

the peculiar velocities introduce a projection effect, the number of the tracers is

conserved between the two spaces i.e., none of them is either destroyed or created.

In this case, since the tracer number densities in the two spaces 𝑛𝒔 ,𝒓
are both related

to the mean number densities
13 �̄�𝒔 ,𝒔

through 𝑛𝒔 ,𝒓 = �̄�𝒔 ,𝒓 [1 + 𝛿𝒔 ,𝒓 ], o:
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𝑛𝒔𝑑3𝑠 =𝑛𝒓𝑑3𝑟

�̄�𝒔[1 + 𝛿𝒔]𝑑3𝑠 =�̄�𝒓 [1 + 𝛿𝒓 ]𝑑3𝑟

1 + 𝛿𝒔 = [1 + 𝛿𝒓 ] �̄�
𝒓

�̄�𝒔
𝑟2𝑑𝑟

𝑠2𝑑𝑠
=[1 + 𝛿𝒓 ] 𝑛𝒓

𝑛𝒓+𝒗/𝐻
𝑟2𝑑𝑟

(𝑟 + 𝑣/𝐻)2𝑑𝑠 ,
(3.49)

where the distance dependence of the Hubble factor 𝐻 has been omitted for clarity.

The quantity 𝑑3𝑟/𝑑3𝑠 = 𝑟2𝑑𝑟/[(𝑟 + 𝑣/𝐻)2𝑑𝑠] is the Jacobian 𝐽 of the transformation

between the observed and the real spaces. It can be rewritten as:

𝐽 =
𝑟2

(𝑟 + 𝑣/𝐻)2

(︃
𝑑𝑠

𝑑𝑟

)︃−1

=

[︃
𝑟

𝑟 + 𝑣/𝐻

]︃
2
[︃
1 + 𝜕

𝜕𝑟

(︃
𝑣

𝐻

)︃]︃−1

≃
[︃
1 + 𝑣

𝑟𝐻

]︃−2
[︃
1 − 𝜕

𝜕𝑟

(︃
𝑣

𝐻

)︃]︃
≃ 1 − 𝜕

𝜕𝑟

(︃
𝑣

𝐻

)︃
− 2

𝑟

𝑣

𝐻
.

(3.50)

In the last equation, non−linear terms have been neglected, therefore this expression

only holds on the large scales. Combining eq. (3.49) and eq. (3.50) and expanding:

�̄�𝒓

�̄�𝒓+𝒗/𝐻
=

[︃
�̄�(𝒓 + Δ𝒓)
�̄�(𝒓)

]︃−1

≃ 1 − 1

�̄�𝒓
Δ𝒓
𝑑�̄�𝒓

𝑑𝑟
≃ 1 − 1

�̄�𝒓
𝑣

𝐻

𝑑�̄�𝒓

𝑑𝑟
, (3.51)

one gets:

1 + 𝛿𝒔 = [1 + 𝛿𝒓 ]
[︃
1 − 1

�̄�𝒓
𝑣

𝐻

𝑑�̄�𝒓

𝑑𝑟

]︃ [︃
1 −

(︃
𝜕

𝜕𝑟
+ 2

𝑟

)︃
𝑣

𝐻

]︃
𝛿𝒔 = 𝛿𝒓 −

[︃
𝜕

𝜕𝑟
+ 1

𝑟

(︃
2 + 𝑟

�̄�𝒓
𝑑�̄�𝒓

𝑑𝑟

)︃]︃
𝑣

𝐻
= 𝛿𝒓 −

(︃
𝜕

𝜕𝑟
+ 𝛼
𝑟

)︃
𝑣

𝐻
,

(3.52)

where:

𝛼 = 2 + 𝑑 ln �̄�𝒓

𝑑 ln 𝑟
=
𝑑 ln 𝑟2�̄�𝒓

𝑑 ln 𝑟
. (3.53)

The 𝛼/𝑟 term, which is usually called the Doppler effect [185–187], is commonly

neglected in the plane−parallel approximation, being subdominant with respect to

the other one, when the observer is far from the tracer. It is relevant, however, when

considering wide angle surveys, since its contribution depends on the different

distribution DM can have along different LoS. Figure 3.3 sketches the behaviour

of the peculiar velocity space distortions in the parallel approximation and of the

Doppler term.

The peculiar velocity and Doppler terms depend on how LSS are distributed in the

Universe, therefore on their evolution history and on the particular model assumed

to describe the dark energy or modified gravity contributions that dominate the

energy density of the Universe (see section 2.1.1 and section 2.2.1 for detail). For

this reason, it is useful to rewrite them in terms of the growth rate:

𝑓 =
𝑑 ln𝐷1

𝑑 ln 𝑎
. (3.54)

Through the continuity eq. (2.31), in fact, 𝜕𝑣/𝜕𝑟 = ∇𝒙 · 𝒗 = −𝐻 𝑓 𝛿𝒓 is found, since:

𝑑𝛿𝒓

𝑑𝑡
+ ∇𝒙 · 𝒗 = 0

1

𝑎

𝑑𝑎

𝑑𝑡

𝑎

𝛿𝒓
𝑑𝛿𝒓

𝑑𝑎
𝛿𝒓 + ∇𝒙 · 𝒗 =

[︃
𝐻
𝑑 ln 𝛿𝒓

𝑑 ln 𝑎
𝛿𝒓
]︃
+ ∇𝒙 · 𝒗 = 0 ,

(3.55)
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Figure 3.3: Sketch of the

induced perturbations of

the observed source posi-

tion due to peculiar veloc-

ities. The black dot repre-

sents the source position in

real space with its intrinsic

redshift 𝑧, while the grey

crosses represents its esti-

mated position and redshift

𝑧𝑜𝑏 in redshift space. The

upper plot shows how the

peculiar velocity 𝒗 due to

the presence of a DM over-

density (indicated as LSS)

deviates the measured 𝒗𝑡𝑜𝑡
with respect to the recession

velocity linked to the Hub-

ble law. The lower plots, in-

stead, shows the difference

between the induced effect

in plane−parallel approxi-

mation and in wide angle

configuration, where also

different DM distributions

along the different LoS are

considered.

and 𝑑 ln 𝛿𝒓/𝑑 ln 𝑎 ≃ 𝑑 ln𝐷1/𝑑 ln 𝑎. It is useful now to move the analysis in Fourier

space. The Fourier transform of the peculiar velocity contribution is:

𝑣𝑘 =

(︃
𝑘𝑟

𝑘

)︃
2

(∇𝒙 · 𝒗) = −�2 𝑓 𝐻𝛿𝒓 = −
(︃
𝑖

𝑘

𝜕2

𝜕𝑟2

)︃
𝑓 𝐻𝛿𝒓 , (3.56)

where 𝑘𝑟 is the Fourier transform of the LoS component, while 𝑘 is the full

wavevector. The factor � = 𝒓 · 𝒌 is expressed in terms of the derivative along the

LoS transformed to the Fourier space. Then, in the plane−parallel approximation:

𝛿𝒔
𝑘
= 𝛿𝒓

𝑘
+ �2 𝑓 𝛿𝒓

𝑘
= 𝛿𝒓

𝑘

[︃
1 +

𝑓

𝑘2

(︃
𝜕2

𝜕𝑟2

)︃]︃
. (3.57)

The relation in eq. (3.56) is used to compute the Ψ contribution in eq. (3.37) in the

plane−parallel approximation, where the radial coordinate is identified with the

redshift 𝒓 ∼ 𝑧:

Ψ ≃ Ψ𝛿 +Ψ𝜕𝑣 = 𝑏𝑡(𝑧)𝐷1(𝑧) +
𝑓

𝑘2

𝜕2

𝜕𝜒2

, (3.58)

therefore the angular power spectrum assumes the expression:

𝐶ℓ =
2

𝜋

∫
𝑑𝑘𝑘2P(𝑘)𝑇(𝑘)·

·
∫

𝑑𝑧𝑖

[︃
𝑏𝑡(𝑧𝑖)

𝑑𝑁𝑡

𝑑𝑧𝑖
𝐷1(𝑧𝑖)𝑗ℓ (𝑘𝜒(𝑧𝑖)) − 𝑗

′′
ℓ (𝑘𝜒𝑖)

𝑓𝑖

𝑘2

]︃
·

·
∫

𝑑𝑧 𝑗

[︃
𝑏𝑡(𝑧 𝑗)

𝑑𝑁𝑡

𝑑𝑧 𝑗
𝐷1(𝑧 𝑗)𝑗ℓ (𝑘𝜒𝑗) − 𝑗

′′
ℓ (𝑘𝜒𝑗)

𝑓𝑗

𝑘2

]︃
.

(3.59)

where 𝑗
′′
ℓ
(𝑘𝜒) is the second derivative of the spherical Bessel function. Note that the

use of the plane−parallel approximation that lead to expression eq. (3.59) neglects

the 𝛼/𝑟 term related with the Doppler effect.
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Lensing

A direct consequence of the equations of general relativity is that light gets bent in

the presence of a gravitational potential. When applied to the study of the Universe,

this implies that at each redshift the distribution of LSS affects the propagation of

the light coming from further sources; in the context of GR, a similar effect exist for

gravitational waves.

LSS, in fact, behaves as extended lenses and, depending on the relative position

between them, the observer and the background tracers, their effects can be divided

into two classes: strong lensing and weak lensing. Strong lensing takes place when

the angular separation between the lens and source, as seen by the observer, is

small. In this case, the image of the source gets highly distorted or even multiple

images can show up. When, instead, the angular separation is large, the weak
lensing regime has to be considered. In this case, the image of a single source gets

barely modified, but its distortion is coherent with the ones of all the other sources

in the projected field around the lens. Therefore, performing statistical analysis

over an ensamble of tracers makes it possible to detect the effect of the lens and

to put constraints on the LSS: first analyses in this directions can be found in [161,

177–180].

In the study of cosmological survey, only weak lensing effects are taken into account.

To model them, the FLRW metric from eq. (2.1) needs to be written in the case of

small fluctuations in the longitudinal gauge as in eq. (3.5):

𝑑𝑠2 = 𝑎2(𝜏)
[︁
−(1 + 2Φ)𝑑𝜏2 + (1 − 2Φ)𝑑𝜒2 + 𝜒2(1 − 2Φ)(𝑑�2 + sin

2 �𝑑𝜙2)
]︁
. (3.60)

The weak gravitational potential Φ can be modelled as a thin, plan lens [188] which

affects the travel path of a photon through the deflection angle:

𝛼 = − 2

𝑐2

∫ 𝜒

0

∇⊥Φ 𝑑𝜒 , (3.61)

where the gradient ∇⊥ is computed in the orthogonal direction with respect to the

LoS. This deviation leads to a change in the observed position and luminosity of

the source, depending on the lens mass distribution and on the relative position

between the source, the lens and the observer.

As described in [189], in a flat Universe, assuming the comoving rest frame and the

linear approximation, the lensing potential is defined as:

𝜙 =
2

𝑐2

∫ 𝜒

0

𝑑𝜒′ 𝜒 − 𝜒′

𝜒𝜒′ Φ, (3.62)

In this case, eq. (3.61) can be related to the change from the unlensed to the lensed
coordinates by:

M𝑖 𝑗 = 𝛿𝐷𝑖𝑗 −
𝜕𝛼

𝜕�𝑖
= M𝛿𝐷𝑖𝑗 −

𝜕

𝜕�𝑖

𝜕

𝜕�𝑗
𝜙

M= =
⎛⎜⎜⎝
1 −

𝜙11 + 𝜙22

2

−
𝜙11 − 𝜙22

2

−𝜙12 + 𝜔

−𝜙12 + 𝜔 1 −
𝜙11 + 𝜙22

2

+
𝜙11 − 𝜙22

2

⎞⎟⎟⎠
=

(︃
1 − � − 𝛾1 −𝛾2 + 𝜔
−𝛾2 + 𝜔 1 − � + 𝛾1

)︃
.

(3.63)
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14: Note that in the case of

magnitude B(𝑧) has to be

below O(𝑧) for the source to

be associated with the bin,

since magnitude has a re-

verse scale.

This relation holds also in the case of more than one thick and non−planar lens

[189]. M is called the magnification matrix and its elements depends on the scalar
convergence � = ∇2𝜙/2, the shear 𝛾 = 𝛾1 + 𝑖𝛾2 and the anti−symmetric rotation

𝜔, which is negligible. The shear quantifies an anisotropic stretching, while the

convergence represents an isotropic change of the observed size of the source,

computed integrating eq. (3.62) along the LoS [165]:

� =

∫ 𝜒

0

𝑑𝜒′ (𝜒 − 𝜒′)
𝜒𝜒′ ∇2

�̂�
𝜙[𝜒′, �̂�𝜒′] , (3.64)

where ∇2

�̂�
𝜙[𝜒′, �̂�𝜒′] are the angular components of the covariant derivative of the

lensing potential on a sphere having radius 𝜒′
.

The inverse of the magnification matrix describes how the tracer brightness gets

magnified by the presence of the lens [190, 191]:

� = (det |M|)−1 =
1

|(1 − �)2 − 𝛾2 | ≃ 1 + 2� . (3.65)

� is called the magnification. Its presence can determine a variation in the observed

power spectra of DM tracers. Let us consider a tomographic survey in which sources

are assigned to different redshift bins through the observed window function𝑊(𝑧)
from eq. (3.36). It can happen that a magnified source, due to the increase of its

apparent brightness and to the mis−estimation of its redshift, is assigned to the

wrong bin. This effect changes the observed number of sources in each bin with

respect to the intrinsic one through:

𝑛𝑜𝑏𝑠 = 𝑛𝑡𝑟𝑢𝑒[1 + (5𝑠∗ − 2)]� . (3.66)

This equation introduces the so called magnification bias 𝑠∗, which depends on the

slope of the logarithm of the source distribution in redshift and it can be described

through:

𝑠∗(𝑧) = −
[︁
𝑑 log𝑁/𝑑𝑧

]︁ (︁
B(𝑧) > O(𝑧)𝑙𝑖𝑚

)︁
𝑑O(𝑧)

|︁|︁|︁|︁
O(𝑧)

(3.67)

where O(𝑧) defines the boundary above which a source having observed brightness

B is associated with a certain bin. In the case of EM surveys, usually O(𝑧) is

identified with the apparent magnitude.
14

For gravitational wave survey instead

the Signal−to−Noise Ratio (𝑆𝑁𝑅) eq. (4.46) is used.

Combining the effects of the convergence field and of the magnification, the window

function Ψ𝑙𝑒𝑛𝑠
required by eq. (3.37) can be defined. Following [165], it can be

written as:

Ψ𝑙𝑒𝑛𝑠 ≃ (2 − 5𝑠∗)� , (3.68)

then, by using the Fourier transform and the harmonic projection, the term:

𝐶 𝑙𝑒𝑛𝑠ℓ =
2

𝜋

∫
𝑑𝑘𝑘2P(𝑘)𝑇(𝑘)·

·
∫

𝑑𝑧𝑖 (2 − 5𝑠 𝑖∗)
ℓ (ℓ + 1)

2

∫ 𝜒𝑖

0

𝑑𝜒′
[︃
𝜒𝑖 − 𝜒′

𝜒𝑖𝜒′
[︁
Φ(𝜒′) +Ψ(𝜒′)

]︁
𝑗ℓ (𝑘𝜒′)

]︃
·

·
∫

𝑑𝑧 𝑗 (2 − 5𝑠
𝑗
∗)
ℓ (ℓ + 1)

2

∫ 𝜒𝑗

0

𝑑𝜒′
[︃
𝜒𝑗 − 𝜒′

𝜒𝑗𝜒′
[︁
Φ(𝜒′) +Ψ(𝜒′)

]︁
𝑗ℓ (𝑘𝜒′)

]︃
,

(3.69)

has to be added to eq. (3.59). Here, the lensing potential has been split as 𝜙 = Φ+Ψ
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15: Higher 𝑚 implies an

higher velocity dispersion

inside the halo, therefore the

cooling is less efficient and

it takes more time.

by using the scalar potentials from the longitudinal gauge metric perturbation in

eq. (3.5) [165].

3.3 Tracers

The LSS can be mapped using different tracers; these are distributed differently

across cosmic time and in space. The plethora of instruments that nowadays

observe the sky in all the EM bands, together with the recently−born observational

campaigns of gravitational waves (which will be described in detail in chapter 4),

neutrinos and cosmic rays, provide an enormous set of data, that can be analysed

through the statistical tools presented in section 3.2. As long as we are concerned

with the estimation of cosmological parameters through clustering, regardless of

the kind of observation performed or of the instrument needed, all the tracers

are treated analogously, since they are located and mapped as point Poisson

processes.

However, their different formation processes are fundamental to characterize

the relation they have with the distribution of DM halos and therefore with the

smooth DM field i.e., their bias. Such processes are usually highly non−linear:

semi−analytical prescriptions can be given to model them, but simulations are

needed to deal with the variety of parameters included.

In the following, we will introduce the formation processes and the characteristics of

the distribution and clustering of galaxies (section 3.3.1), supernovae (section 3.3.2)

and compact object binary mergers (3.3.3) of both astrophysical and primordial

origin. The firsts are the most widely used tracers in current cosmology, while the

others will be used in the analysis developed in chapter 5, chapter 6 and chapter 7.

3.3.1 Galaxies

In the approach firstly outlined in [192], galaxies and stars form from the cooling of

the baryonic gas that fell in the potential wells created by the virialized DM halos

described in section 3.1.1. The efficiency of galaxy formation and the properties a

galaxy inherits depend first of all on the mass of the host halo. This determines

the quantity of cold gas available: e.g., small halos are unable to form bright, and

hence massive, galaxies. The situation however is complicated by many physical

effects: for example, the gas cooling time increases with 𝑚,
15

making the galaxy

formation slower in massive halos [141, 193]. The star formation rate, the feedback

due to stellar evolution (e.g., energy injection due to supernovae explosion, see

section 3.3.2) and the angular momentum of the DM halo influence the evolution

history as well [141]. Mergers of galaxies can also take place, decreasing the number

of dim galaxies but increasing the number of the luminous ones.

Usually, to describe galaxy formation a broken power−law is adopted [193]. This

defines the average number �̄�
𝑘
𝑔 of galaxies of a certain type 𝑘 that can be found

inside an halo as:

�̄�
𝑘
𝑔 =

⎧⎪⎪⎪⎨⎪⎪⎪⎩
0 if 𝑚 < 𝑚𝑚𝑖𝑛

(𝑚/𝑚1)𝛼 if 𝑚𝑚𝑖𝑛 ≤ 𝑚 ≤ 𝑚𝑐𝑟𝑖𝑡

(𝑚/𝑚2)𝛽 if 𝑚 > 𝑚𝑐𝑟𝑖𝑡

. (3.70)
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16: The absolute magnitude

is defined as the observed

magnitude an object would

have if it was located at

10 pc from the observer. It

can be computed from the

observed apparent magni-

tude m∗ through the dis-

tance modulus:

m∗ −M∗ = 5 log
10

[︃
𝐷𝐿

10 pc

]︃
,

(3.71)

where 𝐷𝐿 is the luminos-

ity distance (compare with

eq. (2.16)). Here we refer to

bolometric magnitudes i.e.,

the measurement of the to-

tal energy emitted by the ob-

ject.

17: The initial mass func-

tion (IMF) describes how

stellar masses that form in

one star−formation event

distribute. One of the most

widely used is the Kroupa

IMF [202]:

K(𝑀∗)𝑑𝑀∗ = 𝐴𝑀−𝛼
∗ ,

(3.74)

where 𝛼 = 0.3 if 0.01𝑀⊙ ≤
𝑀∗ < 0.08𝑀⊙ , 𝛼 = 1.3 if

0.08𝑀⊙ ≤ 𝑀∗ < 0.5𝑀⊙
and 𝛼 = 2.3 if 𝑀∗ ≥ 0.5𝑀⊙
.

18: The EAGLE suite is de-

scribed in 7.1.2; this is the

simulation used by [204,

205] to produce the cata-

logues I used to develop the

analysis in chapter 5, chap-

ter 6 and chapter 7.

The parameters 𝑚𝑚𝑖𝑛 , 𝑚𝑐𝑟𝑖𝑡 , 𝑚1 , 𝛼, 𝛽 fully characterize the galaxy formation:

𝑚𝑚𝑖𝑛
is the minimum mass an halo can have, to be able to form such galaxies,

𝑚𝑐𝑟𝑖𝑡
is where the power−law breaks and 𝑚1 represents the mass of the halos that,

on average, contain only one galaxy of this kind. For continuity 𝑚2 = (𝑚1)𝛼/𝛽 ·
(𝑚𝑐𝑟𝑖𝑡)1−𝛼/𝛽.

The prescription that is commonly adopted [194–197] states that, when a single

galaxy is present, it forms in the central region of the halo. If the halo is massive

enough to form other galaxies, these are distributed around it and they are

called satellite galaxies. The central−satellite galaxies configuration is a first level

approximation, which is altered e.g., when galaxy mergers take place.

Observationally, instead, galaxies are characterized by the luminosity function and

the stellar mass function. The luminosity function Φ(𝐿∗) describes the number of

galaxies per unit volume with luminosity in the range [𝐿∗ , 𝐿∗ + 𝑑𝐿∗]. This is related

to the absolute magnitude
16 M∗ through:

𝐿∗ = 𝐿0

∗ · 10
−0.4M∗ , (3.72)

where 𝐿0 is the zero point of the scale through which the luminosity is calibrated.

The luminosity function is usually described through the double-Schechter function

[198–200]:

Φ(𝐿∗)𝑑𝐿∗ =
[︃
𝜙∗

1

(︃
𝐿∗

�̄�∗

)︃𝛼1

+ 𝜙∗
2

(︃
𝐿∗

�̄�∗

)︃𝛼2

]︃
exp

[︃
−𝐿∗
�̄�∗

]︃
𝑑𝐿∗

�̄�∗
, (3.73)

where �̄�∗ is the characteristic luminosity, 𝜙∗
1,2 are normalization factors and 𝛼1 < 0

is the parameter describing the slope of the function, which makes the number

of galaxies increasing when the luminosity is lower. This can lead to divergences:

to avoid them, the turn−over parameter 𝛼2 is adopted to change the slope in the

luminosity function at the lower 𝐿∗.

The stellar mass function Φ(𝑧, 𝑀∗ , 𝑆𝐹𝑅) measures the number of galaxies per unit

volume depending on their stellar mass 𝑀∗ i.e., the mass of the galaxy made by

stars, and star formation rate 𝑆𝐹𝑅. This measures how much of the baryonic gas

mass is converted into stars in a certain time interval e.g.,𝑀⊙ yr
−1

, and it is generally

estimated from observations (see [201] for a review) or simulations. The stellar

mass function is in turn described by a Schechter function, with a similar functional

form as to the one in eq. (3.73). The stellar mass function is directly related with

the luminosity function through the mass−to−light ratio, which depends on the

initial mass function
17

and the evolution of the star formation rate. It is usually

described as:

𝑀∗
𝐿∗

≃ 𝑐𝑜𝑛𝑠𝑡 . (3.75)

In [203], the value of the ratio is computed considering different IMF and assump-

tions; in the case of the Kroupa IMF from eq. (3.74), 𝑀∗/𝐿∗ ∈ [0.6, 1.4].

The analytic description of both the luminosity function in eq. (3.73) and the

stellar mass function for a certain galaxy class, together with the parameters that

characterize it, are usually calibrated on simulations. For example, the stellar mass

function of the EAGLE simulation suite
18

[206, 207] (integrated over the 𝑆𝐹𝑅 and

interpolated) is shown in figure 3.4. Note that Φ(𝑧, 𝑀∗) decreases with 𝑀∗ and that

larger halos are formed only at low 𝑧.
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Figure 3.4: Stellar mass

function modelled from

the EAGLE simulation. The

𝑆𝐹𝑅 dependence has been

marginalized. The different

curves refer to different

snapshots: 𝑧 ≃ 0.1 (black

continuous line), 𝑧 ≃ 1

(black dashed line), 𝑧 ≃ 2

(blue continuous line), 𝑧 ≃
6 (blue dashed line). The

lines are interrupted where

Φ(𝑧, 𝑀∗) = 0. See chapter 5

for detail.

19: See chapter 7 for a sum-

mary of the different simu-

lation types.

20: In chapter 5, when

speaking about the HOD we

will always refer to

⟨︁
𝑁 𝑘
𝑔 |𝑚

⟩︁
,

implicitly assuming that all

the properties and condi-

tions described in this sec-

tion are satisfied.

HOD bias

To analytically model the clustering of galaxies with respect to the underlying DM

field, the Halo Occupation Distribution (HOD) framework can be used.

This is based on the conceptual separation between the description of halo formation

and distribution from section 3.1.1 and the galaxy formation introduced in the

previous section. While the first one is completely determined (at least at linear

level) once that the cosmological model is chosen, the second relies on many

physical processes that take place within the halos and turn out to populate them

with galaxies having different properties [193]. The HOD framework relies on the

assumption that galaxy formation inside a certain halo is statistically independent

from the environment the halo is found in i.e., processes that happens on scales

larger than the halo size are not taken into account.

By applying the HOD formalism, it is possible to characterize the galaxy clustering

dependence on the halo and galaxy properties one is interested in (e.g., mass,

color or luminosity) and to relate it with the different formation models and with

simulations,
19

in order to test them (see e.g., [196, 197, 208–210]).

The key element of the HOD framework is the probability distribution 𝑃(𝑁 𝑘
𝑔 |𝑚)

that a DM halo of virial mass 𝑚 forms 𝑁 𝑘
𝑔 galaxies. This can be defined separately

for each galaxy class 𝑘 and it is based on the efficiency of galaxy formation in

dependence of the halo mass, as described in section 3.3.1. Additional elements in

the HOD framework are the relations between the galaxy and DM position and

velocity distributions within halos [193]. All of them can be modelled either from

simulations or through semi−analytical approaches.

Starting from the conditional probability 𝑃(𝑁 𝑘
𝑔 |𝑚), the expected number of galaxies

within an halo is computed as:
20

⟨︁
𝑁 𝑘
𝑔 |𝑚

⟩︁
=

∫ +∞

𝑚𝑚𝑖𝑛

𝑑𝑚 𝑃(𝑁 𝑘
𝑔 |𝑚)𝑁 𝑘

𝑔 . (3.76)

From this quantity, the galaxy bias can be estimated. Many works exist in this

direction (see e.g., [141, 195, 209, 211, 212]), in which it is customary to distinguish

between the 1−halo and the 2−halo contributions: the former term refers to galaxies

forming inside the same halo, while the latter is related with the presence of galaxy
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pairs from spatially correlated halos. The 1−halo term gives the galaxy number

density and dominates on small scales [193]. It reads:

𝑛𝑘
𝑔,1ℎ

(𝑧) =
∫ +∞

𝑚𝑚𝑖𝑛

𝑑𝑚 𝑛(𝑧, 𝑚)
⟨︁
𝑁 𝑘
𝑔 (𝑁 𝑘

𝑔 − 1)|𝑚
⟩︁

2

. (3.77)

The quantity 𝑛(𝑧, 𝑚) is the halo mass function defined in section 3.1.1, while⟨︁
𝑁 𝑘
𝑔 (𝑁 𝑘

𝑔 − 1)|𝑚
⟩︁

is computed applying eq. (3.76) to 𝑁 𝑘
𝑔 (𝑁 𝑘

𝑔 − 1).

On the large scales, instead, the galaxy number density mainly depends on the

2−halo contribution and it is:

𝑛𝑘
𝑔,2ℎ

(𝑧) =
∫ +∞

𝑚𝑚𝑖𝑛

𝑑𝑚 𝑛(𝑧, 𝑚)
⟨︁
𝑁 𝑘
𝑔 |𝑚

⟩︁
. (3.78)

The large scale contribution is the most relevant in the study of cosmological surveys:

as described in section 3.1.1 and section 3.1.2, on large scales the cosmological

perturbations are well described by the linear approximation. The clustering of the

DM halos with respect to the underlying DM distribution is then described by the

linear bias in eq. (7.29). From this, the bias of the tracer (galaxies in this case) is

estimated in the HOD framework as the weighted average of the halo bias 𝑏(𝑧, 𝑚)
[141, 193, 194], therefore:

𝑏𝑘𝑔(𝑧) =
∫ +∞

𝑚𝑚𝑖𝑛

𝑑𝑚 𝑛(𝑧, 𝑚) 𝑏(𝑧, 𝑚)
⟨︁
𝑁 𝑘
𝑔 |𝑚

⟩︁
𝑛𝑘𝑔(𝑧)

. (3.79)

The galaxy bias 𝑏𝑘𝑔(𝑧) in eq. (3.79) depends on how the galaxy class 𝑘 is defined: this

implies that different galaxy populations are differently clustered with respect to

the underlying DM field. For example, the bias behaves differently in dependence

of:

▶ The galaxy stellar mass and star formation rate. This is analysed in detail

in chapter 5; in particular figure 5.9 shows that galaxies with higher star

formation rate are more clustered. The same happens for more massive

galaxies: this is due to the fact that such galaxies form in more massive DM

halos, which are born from the densest, and therefore the most clustered

[152], peaks of the DM distribution.

▶ The galaxy luminosity. Following the mass−to−light ratio prescription from

eq. (3.75), the more a galaxy is luminous, the more it is massive. Therefore,

analogously to the previous point, more luminous galaxies are more clustered

since they form in the most massive halos.

▶ The galaxy color and morphological type. [213] e.g., shows that early−type

galaxies (i.e., the ones where star formation is no longer active) are found in

bigger halos, since on average they are more massive than late−type ones

(i.e., star forming, mainly spiral galaxies), therefore they are more clustered.

This is confirmed observationally by the fact that galaxy clusters are mainly

made by early−type galaxies, while late−type ones are mainly found in the

field [214].

3.3.2 Supernovae IA

Supernovae are transient events in which a star suddenly increases its brightness

and then fades away. Two main classes of supernovae exist, which have different



3 Tracers of the dark 48

21: For this reason, from

now on we will only deal

with supernovae IA; when

speaking about supernovae

or SN, we will always refer

to this class.

22: To develop the full anal-

ysis, calibrations of the abso-

lute magnitude are needed

to deal with systematic ef-

fects (see e.g., [224]).

progenitors and are caused by different explosion mechanisms: type IA, related

with white dwarfs in binary systems, and type II, which corresponds to the final

fate of a massive star (see section 3.3.3).

From the cosmological point of view, supernovae IA constitute the most interesting

group.
21

Their origin resides in the evolution of stellar binaries in which a white

dwarf (see section 3.3.3) accretes material from a companion star. When the white

dwarf mass reaches the Chandrasekhar limit 𝑀𝐶ℎ [215], violent thermal reactions

are ignited and the white dwarf is completely destroyed by the supernova event

[216–219]. Supernovae Ia can be found in all kinds of galaxies, both the star forming

and the quiescent ones [220].

Whenever a supernova IA is observed, the explosion mechanism and the decay

processes which the stellar material undergoes are similar. For this reason, as firstly

noted by [221, 222], the shape of the observed light curves is at first approximation

homogeneous, with the brightness peak reached within 15 days and followed by a

slow decline. Once that corrections of the systematic effects, such as dust absorption,

have been performed, empirical relations exist to describe the light curve shapes in

the different observational bands (see [220] for a general review).

Standard candles

As well as the shape of the light curve, also the supernova intrinsic luminosity

near the peak can be estimated from physical motivated models [220]. This turns

out to be related with the mass at which the white dwarf explodes: since it is

always ≃ 𝑀𝐶ℎ , the intrinsic luminosity is to first approximation the same for all

the supernovae [223]: for this reason they are called standard candles.

The intrinsic luminosity is related to the absolute magnitude as depicted in

section 3.3.1. This can be compared with the observed apparent magnitude by the

means of the distance modulus in eq. (3.71): in this way, the supernova luminosity

distance 𝐷𝐿 can be estimated.
22

At the same time, the redshift 𝑧 of the supernova

can be estimated from the spectrum either of its host galaxy or the supernova itself

(see e.g., [225] for a comparison between the two methods).

Luminosity distance and redshift are related through the Hubble parameter defined

in eq. (2.10). Locally, the relation is simply 𝐷𝐿 = 𝑐𝑧/𝐻0, while at higher redshift it

gets expanded into [15]:

𝐷𝐿 ≃
𝑐𝑧

𝐻0

[︃
1 + 1

2

[1 − 𝑞0]𝑧 −
1

6

[1 − 𝑞0 − 3𝑞2

0
+ 𝑗0]𝑧2

]︃
, (3.80)

where 𝑞0 = 𝑞(𝑡 = 0) = −(�̈�/𝑎)(�̇�/𝑎)−2 |0 and 𝑗0 = 𝑗(𝑡 = 0) = �⃛�𝑎(�̇�/𝑎)−3
. Therefore

having a SN dataset, the parameter 𝐻0 can be estimated. In the Hubble diagram

that compares either 𝐷𝐿 or the apparent magnitude with 𝑧 or, analogously, the

recession velocity, the value of 𝐻0 depends on the inclination of the (quasi−)linear

dependence between the two. As introduced in chapter 2, the quantity obtained

through this technique [15–17] is in tension with respect to the value estimated

from CMB data analysis [13].
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23: The GW signal pro-

duced by the inspiral phase

of binary evolution has

lower frequency and am-

plitude with respect to the

merger ones, therefore it

is more difficult to be ob-

served from the ground. The

ring−down phase, on the

other hand, is more diffi-

cult to be modelled and anal-

ysed. Things would change

if one considers different

GW detectors e.g., the space

ones, or different progen-
itors i.e., compact objects

in different classes of mass.

However, as long as the GW

sources are resolved and

they can be interpreted in

light of a point−like Pois-

son distribution, the anal-

ysis here described can be

self−consistently extended

to include them. Things, ob-

viously, change when the

study focuses on the GW

stochastic background sec-

tion 4.1.

3.3.3 Binary mergers

A brand new tracer for cosmological surveys lies in compact object binaries. As

chapter 4 explores in detail, the orbital motion of these systems evolves solely

through the emission of gravitational radiation [134, 226]. The signal they emit in

the form of gravitational waves changes in frequency and amplitude according to

parameters as the compact object masses and relative inclination, their distance,

the orbital velocity.

Regardless on the specific characteristics of the GW signal, which are presented in

section 4.3, compact binaries can be considered as point sources that map the LSS,

in complete analogy to galaxies in section 3.3.1 and supernovae in section 3.3.2. For

this purpose, we will always refer to the merger phase of tenths of solar mass−size

binaries:
23

current and future ground GW detectors, in fact, are designed to observe

mainly their typical frequencies and amplitudes (see section 4.2 for detail).

In this class of sources, the progenitor origin can be of two types: astrophysical or

primordial. To the first type belong black holes and neutron stars that are remnants

of the stellar evolution, while in the second case primordial black holes introduced

in section 2.3 are considered. All these objects get bound either at their birth or

through dynamical processes: in this way, they create the binary systems that then

evolve and eventually merge, producing GW.

Binaries of interest are the ones that merge within the Hubble time:

𝜏𝐻0
=

1

𝐻0

, (3.81)

i.e., whose GW emission is observable today. Since the orbital separation evolves

according to eq. (4.50), the binary coalescence time i.e., the time that elapses between

its formation and the merger, can be estimated through [227]:

𝑡𝑐𝑜𝑎𝑙 =
5

256

𝑐5

𝐺3

𝑎4

0

𝑚1𝑚2(𝑚1 + 𝑚2)
1

𝐹(𝑒) , (3.82)

where 𝑚1 , 𝑚2 are the masses of the compact objects in the binary, the factor 𝐹(𝑒)
depends on the binary eccentricity and 𝑎0 is the progenitor separation when the

binary evolution starts to be governed only GW emission. Requiring that 𝑡𝑐𝑜𝑎𝑙 < 𝜏𝐻0

provides an estimate for 𝑎0: figure 3.5 shows some examples depending on the

progenitor masses. It is evident that only when the progenitors are very close

one to the other, the binary can be driven by GW to merge in a time that allows

its observation. Therefore, either the progenitors are really close since the binary

formation, or other processes must shrink their orbits.

Depending on the channel that brought to the binary formation, GW events have a

different distribution in the spacetime of the Universe. The clustering they have

with respect to the underlying DM field, and therefore their bias, changes as well.

With the goal in mind of using binary mergers as tracers of LSS, it is then important

to well understood and characterize the binary formation processes. This is done

in the following.

Astrophysical binaries

The stellar evolution can produced three kind of compact objects: white dwarfs

(WD), neutron stars (NS) and Astrophysical Black Holes (ABH).
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Figure 3.5: Coalescence

time 𝑡𝑐𝑜𝑎𝑙 in Gyr computed

as in eq. (3.82) as a func-

tion of the initial separa-

tion 𝑎0 expressed in pc and

of the progenitor masses.

These are assumed to have

equal mass in each sys-

tem i.e., 𝑚1 = 𝑚2 =

100𝑀⊙ (black continuous

line), 50𝑀⊙ (blue contin-

uous line), 10𝑀⊙ (black

dashed line). 𝑡𝑐𝑜𝑎𝑙 is com-

pared with the Hubble time

𝜏𝐻
0

(blue dashed line) from

eq. (3.81): note that, to merge

within the Hubble time, the

initial separation should be

𝑎0 ≃ 10
−6

pc ≃ 0.2AU (AU

is the distance between the

Earth and the Sun).

24: Clearly, a very stream-

lined and wrapped up de-

scription is given here.

25: Three different types of

star clusters exist: globu-

lar clusters, young clusters

and nuclear clusters. Glob-
ular clusters are very old (≃
12 Gyr), quiescent systems.

They are strongly bounded

by the gravitational interac-

tions between the ≃ 10
4 −

10
6

stars of which they are

formed, which distribute in

a spherical shape of ≃ 3 pc

radius. Young clusters (≃
0.1 − 1 Gyr) are star form-

ing regions which contain

less than 10
3

massive stars.

Nuclear clusters are found

near the center of the galax-

ies. They are old (≃ 12 Gyr),

very dense systems, which

contain ≃ 10
6 − 10

8
stars in-

side a region of ≃ 2 − 5 pc

side.

White dwarfs are core remnants produced by the evolution of small stars. They

are composed by electron−degenerate matter and emit light only through thermal

radiation [228]. The gravitational collapse of such compact objects is prevented by

the pressure of the degenerate gas; however, an upper limit 𝑀𝐶ℎ ≃ 1.4𝑀⊙ exists

for their mass, above which self−gravity can no longer be sustained: this is called

the Chandrasekhar limit [215]. Because of their small mass, the GW they produce

are not observable with ground detectors section 4.2; for this reason, we will ignore

them in the following.

Massive stars i.e., with masses 𝑚∗ ≥ 8𝑀⊙, instead, produces neutron stars and

black holes. Single massive stars evolve
24

through nuclear reactions until iron is

produced in the core: since subsequent atom fusions do not release energy, the

pressure drops and the stellar core contracts up to nuclear density ≃ 10
17

kg m
3

[229]. The core collapse prompts the type II supernova event, which expels the outer

layers of the star while converting the core into a very compact object: depending

on its mass, the degenerate neutron pressure can either stop the collapse, forming

a neutron star, or be beaten by self−gravity, in which case a black hole is left as

a remnant [230–232]. The possibility for these compact objects to form a binary

that merge within the Hubble time is related to the density of the environment in

which they are found: while stars in the field are too spread for this to happen,

crowded places such as star clusters
25

are ideal. Here, three−body encounters

produce energy exchange between the different bodies, bringing some of them to

bound in binaries close enough to merge and produce observable GW [233].

Sometimes, from the same gas cloud two gravitationally bound stars might form

[234]. It happens that one of them evolves into a compact object and the other

transfers mass onto it: by doing so, its core and the compact object can be incorpo-

rated into a common envelope. The drag produced by the presence of the envelope

shrinks the orbit of the two objects: after this phase, either they merge or the

energy they release during the inspiral removes the envelope (see [233, 235] for a

review). The close binary formed in the second scenario, after that the second star

evolves into a compact object as well, gives rise to the binaries of interest for GW

observations [236].
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Primordial black hole binaries

As described in section 2.3, current constraints on the abundance on primordial

black holes [118] leave open the possibility that such objects exist in the mass

window 𝑚𝑃𝐵𝐻 ∈ [10, 100]𝑀⊙. It is then worth to investigate if PBH form binaries

that merge within a Hubble time. There are two possible formation channels to

account for, from which so−called early PBH binaries and late PBH binaries
form.

Early PBH binaries were firstly theorized by [237, 238] as systems that bound

together and decoupled from the Universe expansion in the radiation dominated

era section 2.1.3. To estimate their abundance and merger rate, the first ingredient

required is the mean comoving separation between two points at the time 𝑡𝑒𝑞 of

the matter−radiation equivalence:

�̄� =
1

𝑎(𝑡𝑒𝑞)

(︃
𝑚𝑃𝐵𝐻

𝜌𝑒𝑞

)︃
1/3

, (3.83)

where 𝜌𝑒𝑞 is the average background density at 𝑡𝑒𝑞 and 𝑎(𝑡𝑒𝑞) the scale factor at that

time. Assuming that PBH with a monochromatic mass distribution (see section 2.3)

form at 𝑡 and that their comoving distances are uniformly distributed in [0, �̄�], the

condition for the binary formation at time 𝑡 [237] is set by:

𝜌𝑃𝐵𝐻(𝑡) > 𝜌𝑟(𝑡) → 𝜌𝑒𝑞

(︃
�̄�

𝜒(𝑡)

)︃
3

>
𝜌𝑒𝑞

𝑎(𝑡)4 (3.84)

where 𝜒(𝑡) is the comoving distance between two PBH, which defines the radius of

a sphere enclosing the density 𝜌𝑃𝐵𝐻(𝑡). When this density becomes larger than the

average background density 𝜌𝑟(𝑡), whose value is computed from 𝜌𝑒𝑞 by assuming

the density time evolution described in eq. (2.25), the binary bounds and decouples

from the cosmic expansion. This happens when 𝑎4(𝑡) =
[︁
𝜒(𝑡)/�̄�

]︁
3

, which using

physical distances implies 𝑎(𝑡) =
(︁
𝑥(𝑡)/�̄�

)︁
3
]︁
. Since binaries randomly bounds

wherever PBH are located, they follows closely the DM distribution both at the

formation and throughout the cosmic time evolution [114]. For this reason, their

bias can be modelled as a constant, whose value is:

𝑏𝐸 = 1 . (3.85)

The second ingredient to take into account at this point is that the binary is not

isolated, but surrounded by the rest of the DM field, being this made of other PBH

or not. The presence of other bodies exerts tidal forces on the binary, which enhance

the angular momentum of the PBH it is made of, preventing their heads−on

collision [238] and increasing the time required for the binary to inspiral, retarding

the merger and making it observable today [237]. Moreover, when other PBH

are present, they can disrupt the binary through three−body interactions [115],

reducing the number of mergers observable today. For this reason, the early PBH

binary merger rate R𝐸
has to be defined in dependence on the PBH abundance

and therefore to the 𝑓𝑃𝐵𝐻 factor defined in eq. (2.64). In section 6.2, a model for

R𝐸( 𝑓𝑃𝐵𝐻) based on [114] is introduced.

Late PBH binaries represent another possible formation channel, which is related

with dynamical encounters. Such systems are formed when two PBH approach

each other and, after losing energy through GW emission due to the variation of
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Figure 3.6: Cross−section 𝜎
of the PBH−PBH encounter

described in eq. (3.86). The

masses as chosen to de-

scribe the window of in-

terest of the analysis i.e.,

𝑚𝑃𝐵𝐻 = 100𝑀⊙ (black

continuous line), 𝑚𝑃𝐵𝐻 =

50𝑀⊙ (blue continuous

line), 𝑚𝑃𝐵𝐻 = 10𝑀⊙ (black

dashed line). The relative ve-

locities instead takes the val-

ues 𝑣𝑃𝐵𝐻 ∈ [0.1, 10] km/s,

which are the most rele-

vant for two−body forma-

tion [119] (the lower bound

relates with the virial ve-

locities of the oldest halos,

while the upper is chosen to

have a negligible number of

heads−on collisions).

their quadrupole moment (see section 4.1), get bound [119]. If the relative velocity

of the PBH is 𝑣𝑃𝐵𝐻 , the cross−section of this process can be computed as [239, 240]:

𝜎 = 2𝜋

(︃
85𝜋

6

√
2

)︃
2/7𝐺2(𝑚1 + 𝑚2)10/7𝑚

2/7

1
𝑚

2/7

2

𝑐10/7𝑣
18/7

𝑃𝐵𝐻

= 𝜋

(︃
85𝜋

3

)︃
2/7

𝑅2

𝑠

(︃
𝑣𝑃𝐵𝐻

𝑐

)︃−18/7

, (3.86)

where the second equality assumes that the distribution of the PBH masses is

monochromatic i.e., 𝑚1 = 𝑚2 = 𝑚𝑃𝐵𝐻 . The Schwarzschild radius is defined in

eq. (2.63); figure 3.6 shows the cross−section for monochromatic PBH in different

class of masses.

Also in this case, PBH bounds in binaries closely following the DM distribution.

However, since dynamical captures take place later on in the Universe history, they

have to be analyse considering that DM halos already formed. Therefore, the values

𝑣𝑃𝐵𝐻 assumes are distributed depending on the velocity dispersion inside them,

which in turns depends on the halo mass 𝑚. As [117, 119] firstly highlighted, this

implies that massive halos are disfavoured as PBH binaries hosts, since the high

𝑣𝑃𝐵𝐻 their mass distribution determines lowers the value of the cross−section in

eq. (3.86).

Typical halos where late PBH binaries can be found have 𝑚 < 10
6 𝑀⊙ [117]. The

clustering of their mergers, therefore, is in first approximation the same as this kind

of halos; their bias can be then approximated with the halo bias from eq. (5.35): in

[117], its value is constant with redshift and it is set to be:

𝑏𝐿 = 0.5 . (3.87)

Mixed scenarios can be considered in which PBH form both early and late binaries.

In this case, the overall abundance of PBH with respect to the overall DM abundance

depends on both the formation mechanisms. Generally, in this case, the merger rate

is found to be higher in the case of early PBH binaries [241]; different combinations

of the two will be described in chapter 6.
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Astro + primordial scenario

Nothing a priori prevents the formation of binaries in which one progenitor has

primordial origin while the other comes from stellar evolution. In this case as

well more than one possible channel exist: either the PBH takes part in the stellar

evolution since the beginning, or it gets bound to an astrophysical black hole through

a dynamical encounter.

The first case is similar to the common envelope scenario described for astrophysical

black holes: estimates on its efficiency and rate are currently under development

[242].

The second, instead, can be modelled analogously to the formation of late PBH

binaries. The key point of its analysis is the cross−section of the process 𝜎, defined in

eq. (3.86) where, in this case,𝑚1 , 𝑚2 are the masses respectively of the astrophysical

compact object and of the PBH, and 𝑣𝑃𝐵𝐻 = 𝑣𝑟𝑒𝑙 is the relative velocity between

the two. Some interesting considerations can be made by looking at the functional

form of 𝜎: first of all, its value decreases for small masses; the existence of NS−PBH

systems therefore is largely disfavoured with respect to ABH−PBH. Moreover, as

already discussed in the case of late PBH binaries, an high relative velocity, such as

the one PBH acquires in massive halos, would prevent the bounding between the

two objects. Since, however, ABH form inside galaxies and therefore, as discussed

in section 3.3.1, in massive halos, the probability of existence of ABH−PBH binaries

seems to be at first look highly suppressed.

The only places in which the formation of such systems should be relevant are

limited regions, inside the massive halos, in which the density is high and the

velocities are low. This can happen e.g., inside star clusters. Some recent works [243,

244] study the probability of ABH−PBH dynamical encounters inside globular

clusters, but young and nuclear clusters should be interesting candidates as well.

Since, however, deeper analysis still needs to be performed in this direction,

ABH−PBH systems are neglected in the analysis developed in chapter 5 and

chapter 6.
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Since their first observation in 2015 [245], gravitational waves (GW) established

themselves as a new, powerful tool to study the Universe.

GW are described by general relativity as spacetime perturbations produced by

accelerated masses. Their observation is carried on through instruments called

gravitational wave interferometers: in the first observational campaign (from

09/2015 to 01/2016 [246]) the LIGO interferometers (Hanford and Livingston, USA

[247]) were used, while in the second (11/2016 − 08/2017 [246, 248, 249]) and third

(04/2019 − 03/2020 [250, 251]) campaigns also the Virgo interferometer (Pisa, Italy

[252]) was included. A bit less than 100 GW events have been observed during the

three campaigns, all produced by the inspiral and collapse of two astrophysical

compact objects one on the other, mainly black hole pairs. These are commonly

called merger binaries. In the years to come, the number of GW observations will

increase, thanks to the upgraded versions of the LIGO and Virgo instruments and

to new interferometers entering their network (e.g., KAGRA in Japan [253, 254]).

The building of the so called third generation interferometers, such as the Einstein

Telescope [255–257], will finally lead in the mid 2030 to GW maps of the full sky,

accounting for 10
5 − 10

6
merger events probed up to very high distances.

Such GW maps will provide an invaluable tool to study cosmology and to under-

stand the structure and content of the Universe as a whole. Having a larger GW

dataset will deepen this kind of analysis, allowing to study GW surveys in analogy

to the already existing galaxy surveys, as chapter 3 described.

In this chapter we revise the main features that has to be considered when dealing

with GW, from both the theoretical side and with regard to observations. The review

presented in this chapter does not pretend to be exhaustive: we limit ourselves to

introduce the most important concepts, to give a taste of the great potentialities

that this new−born kind of measurement reserves. In particular, section 4.1 we

show how general relativity implies the existence of gravitational waves and their

propagation. Moreover, we revise how GW can be generated and the different kind

of sources today we are aware of. In section 4.2 we summarize the main features of

gravitational wave interferometers and we describe the current and future detectors

and the sources they will be sensitive of. Finally in section 4.3 we describe two

applications of GW to cosmological studies, namely using them as standard sirens

and to map large scale structures.

4.1 GW theory

Gravitational waves are defined by the analytical solution of the Einstein eq. (2.4) in

the weak field limit and in the linear approximation (see e.g., [11, 134]). In this:
1

𝑔�� = ��� + ℎ�� , (4.1)
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2: This condition is derived

by inserting the wave ex-

pression in eq. (4.6):

0 =

(︃
− 𝜕2

𝜕𝑥2

0

+ 𝜕2

𝜕𝑥2

𝑗

)︃
·

· 𝐴 exp

[︁
𝑖𝑘�𝑥�

]︁
= − 𝜕

𝜕𝑥0

(︁
−𝐴𝑖𝑘0·

· exp

[︁
−𝑖𝑘0𝑥0 + 𝑖𝑘 𝑗𝑥 𝑗

]︁ )︁
+

+ 𝜕

𝜕𝑥 𝑗

(︁
𝐴𝑖𝑘 𝑗 ·

· exp

[︁
−𝑖𝑘0𝑥0 + 𝑖𝑘 𝑗𝑥 𝑗

]︁ )︁
= −𝐴2(𝑘0)2 + 𝐴2(𝑘 𝑗)2·
· exp

[︁
−𝑖𝑘0𝑥0 + 𝑖𝑘 𝑗𝑥 𝑗

]︁
.

(4.7)

|ℎ�� | << 1 being a little perturbation over the flat Minkowski background described

by the metric ��� = (−1, 1, 1, 1). Eq. (4.1) is used to perturb the Riemann tensor:

𝑅𝜎
�𝜌� = 𝜕𝜌Γ

𝜎
�� − 𝜕�Γ

𝜎
�𝜌 + Γ𝜎𝛼𝜌Γ

𝛼
�� − Γ𝜎𝛼�Γ

𝛼
�𝜌 , (4.2)

as 𝑅
�
�𝜌𝜎 = [𝜕𝜌ℎ�𝛽(𝜕�ℎ𝛽𝜎 + 𝜕𝜎ℎ𝛽� − 𝜕𝛽ℎ�𝜎) − 𝜕𝜎ℎ�𝛽(𝜕�ℎ𝛽𝜌 + 𝜕𝜌ℎ𝛽� − 𝜕𝛽ℎ�𝜌)]/2,

where Γ𝜎�� is the Christoffel symbol related to the covariant derivatives in a curved

spacetime:

Γ𝜎�� =
1

2

𝑔𝜎𝜌(𝜕�𝑔𝜌� + 𝜕�𝑔𝜌� − 𝜕𝜌𝑔��) . (4.3)

At the first order in ℎ��, by contracting the 𝛽 index and setting 𝜕𝛽ℎ�𝛽 = 0 if 𝛽 ≠ �,

the previous equation can be written as:

𝑅��𝜌𝜎 =
1

2

(𝜕�𝜕𝜌ℎ�𝜎 + 𝜕�𝜕𝜎ℎ�𝜌 − 𝜕�𝜕𝜌ℎ�𝜎 − 𝜕�𝜕𝜎ℎ�𝜌) . (4.4)

Eq. (4.4) is used to linearize the Einstein eq. (2.4) through the definition of ℎ = ���ℎ��
and ℎ̄�� = ℎ�� − ���ℎ/2:

□ℎ̄�� + ���𝜕
𝜌𝜕𝜎 ℎ̄𝜌𝜎 − 𝜕𝜌𝜕� ℎ̄�𝜌 − 𝜕𝜌𝜕� ℎ̄�𝜌 = −16𝜋𝑇�� . (4.5)

where □ = ���𝜕�𝜕� = 𝜕�𝜕� is the d’Alembert operator. In the Lorentz gauge

defined in section 3.1, 𝜕� ℎ̄�� = 0 and eq. (4.5) reduces to:

□ℎ̄�� =
(︁
−𝜕2

0
+ ∇2

)︁
ℎ̄�� = −16𝜋𝑇�� . (4.6)

The study of eq. (4.6) in the case 𝑇�� ≠ 0 describes the production of the metric

perturbations ℎ�� because of the matter−energy distribution defined by 𝑇��. The

condition 𝑇�� = 0 characterizes instead the perturbation propagation outside the

matter distribution i.e., in the vacuum. Since eq. (4.6) in this case can be solved as a

wave equation, the perturbations are identified as gravitational waves.

4.1.1 GW propagation

Eq. (4.6) with 𝑇�� = 0 is solved in each of its components h(𝑥�) by the plane wave

h(𝑥�) = 𝐴 exp

[︁
𝑖𝑘�𝑥�] (see e.g., [11, 134]), 𝐴 being the amplitude and 𝑘� = (𝜔, 𝒌).

𝜔 is defined with respect to the wave frequency 𝑓 as 𝜔 = 2𝜋 𝑓 , and 𝒌 = 𝑘 𝑗

is a vector along the propagation direction. 𝑘� is a null 4−vector, for which

𝑘�𝑘� = −(𝑘0)2 + (𝑘 𝑗)2 = 0.
2

The plane wave solution can be extended to ℎ̄��: the

propagation of these perturbations is then described as ℎ̄�� = A�� exp

[︁
𝑖𝑘�𝑥�

]︁
,

A�� being a 4 × 4 symmetric matrix containing the amplitudes of all the h(𝑥�)
components [11].

As shown e.g., in [134], the ℎ̄�� can be transformed into a transverse−traceless

tensor by the means of the Lorentz gauge condition 𝜕�𝑔��
√−𝑔 = 0 = 𝜕� ℎ̄�� and

through the coordinate transformation 𝑥� → 𝑥� + ��. This is done by choosing

�0 in order to set the traceless condition 𝑇𝑟(ℎ̄��) = ��� ℎ̄�� = 0. In this case it is

possible to define:

ℎ̄ = ��� ℎ̄�� = ���
(︃
ℎ�� −

1

2

���ℎ

)︃
= ℎ − 1

2

4ℎ = −ℎ = 0 .

(4.8)
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3: In this case the cartisian

coordinates therefore are

𝒙 = (x, y,z).

The remaining 3 functions �𝑗 are used to set ℎ0𝑗 = 0; in this way, the 0 component

of the Lorentz gauge conditions becomes −𝜕0ℎ00 + 𝜕 𝑗ℎ0𝑗 = 0 and therefore ℎ00 is

constant in time. This represents the static part of the gravitational potential, due

to the GW sources, while it implies that ℎ00 = 0 for GW. Consequently, the Lorentz

gauge condition requires that also the spatial components are 𝜕 𝑗ℎ𝑖 𝑗 = 0, making

the tensor transverse.

When these conditions are fulfilled, the Transverse−Traceless (TT) gauge is de-

fined. Here, the tensor ℎ�� = ℎ𝑇𝑇�� is symmetric and it has only 2 degrees of freedom,

which indicate that GW have two different polarizations.

The solutions of eq. (4.6) in the TT gauge are the plane waves defined by:

ℎ𝑖 𝑗 = 𝑒𝐴𝑖𝑗 (𝒌) exp

[︁
𝑖𝑘�𝑥

�
]︁
. (4.9)

𝑒𝐴
𝑖𝑗

are the two polarization tensors:{︄
𝑒+
𝑖 𝑗
= 𝑢𝑖𝑢𝑗 − 𝑣𝑖𝑣 𝑗

𝑒×
𝑖 𝑗
= 𝑢𝑖𝑣 𝑗 + 𝑣𝑖𝑢𝑗 ,

(4.10)

where 𝑢𝑖 , 𝑗 and 𝑣𝑖 , 𝑗 are the components of the basis vectors 𝒖 ⊥ 𝒗 ⊥ 𝒌. For a plane

wave propagating in the 𝒌 direction, the components lay on the 𝒌 transverse plane

[134], since:

𝜕 𝑗ℎ𝑖 𝑗 =
𝜕

𝜕𝑥 𝑗
(𝑒𝐴𝑖𝑗 exp

[︁
−𝑖𝑘0𝑥0 + 𝑘 𝑗𝑥 𝑗

]︁
) = 𝑖𝑘 𝑗(𝑒𝐴𝑖𝑗 exp

[︁
𝑖𝑘�𝑥�

]︁
) = 0 , (4.11)

which implies 𝑖𝑘 𝑗ℎ𝑖 𝑗 = 0 and 𝑘 𝑗ℎ𝑖 𝑗 = 0. Thanks to this property, by defining

a Cartesian coordinate system in which 𝒌 is along the z = (0, 0, 1) axis while

𝒖 = (1, 0, 0) = x and 𝒗 = (0, 1, 0) = y,
3 ℎ𝑇𝑇

𝑖𝑗
can be written as:

ℎ𝑇𝑇𝑖𝑗 =
⎛⎜⎝
ℎ+ ℎ× 0

ℎ× −ℎ+ 0

0 0 0

⎞⎟⎠𝑖 𝑗 cos(𝜔(𝑡 − z)) . (4.12)

The values ℎ+ and ℎ× are the amplitudes of the two polarizations and 𝑡 describes

the time evolution. Their effect on a circular distribution of masses is sketched in

figure 4.1.

Figure 4.1: Sketch of the ℎ+
(top) and ℎ× (bottom) polar-

ization effects on a circular

distribution of masses. The

GW in this case propagates

in the z direction, orthogo-

nal with respect to the plane

(x, y) in which the mass dis-

tribution is found.
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4: This is equivalent to the

Fourier space since:

𝑑3𝑘 = |𝑘 |2𝑑𝑘𝑑Ω
= (2𝜋)3 𝑓 2𝑑𝑓 𝑑Ω .

(4.14)

5: The homogeneous part of

eq. (4.16) is:

−𝜕2𝐺(𝒙)/𝜕𝑡2+∇2𝐺(𝒙) = 0 .

(4.17)

Under these conditions, GW affect the 4−interval 𝑑𝑠2
as (see e.g., [134]):

𝑑𝑠2 = − 𝑑𝑡2 + 𝑑z2 + [1 + ℎ+ cos(𝜔(𝑡 − z))]𝑑x2+
+ [1 − ℎ+ cos(𝜔(𝑡 − z))]𝑑y2 + 2ℎ× cos(𝜔(𝑡 − z))𝑑x𝑑y .

(4.13)

Moreover, the GW tensor can be expanded in the frequency space
4

as:

ℎ𝑇𝑇𝑖𝑗 (𝑡 , 𝒙) =
∫ +∞

−∞
ℎ̃ 𝑖 𝑗( 𝑓 , 𝒙) exp

[︁
−2𝜋𝑖 𝑓 𝑡

]︁
𝑑𝑓 , (4.15)

where ℎ̃ 𝑖 𝑗( 𝑓 , 𝒙) is the Fourier transform of the components in the plane transverse

to z.

4.1.2 GW sources

To study how GW are produced when 𝑇�� ≠ 0, let us consider the generic equation:

− 𝜕2

𝜕𝑡2
𝐹(𝒙) + ∇2𝐹(𝒙) = 𝑗(𝒙) , (4.16)

where 𝑗(𝑥�) = 𝛿𝐷(𝑡)𝛿(𝐷3)(𝒙) is a scalar field. The solution of its homogeneous part
5

is 𝐺(𝒙) = [𝑂(𝑡 − 𝑟) + 𝐼(𝑡 + 𝑟)]/𝑟 (where 𝑟 =
√
x+ y + z) i.e., the superposition of

the waves 𝑂(𝑡 − 𝑟) and 𝐼(𝑡 + 𝑟). The first one is the causal solution, propagating

from the source to infinity with 𝑣 = 𝑐, while the second propagates from infinity

to the source: this is usually neglected since it has no physical meaning. For

non−homogeneous equations, solutions are reached for the limit 𝑟 → 0 in a small

volume 𝑉 through:

lim

𝑟→0

∫
𝑉

𝑑3𝑥

[︃
− 𝜕2

𝜕𝑡2
𝐺(𝒙) + ∇2𝐺(𝒙)

]︃
= lim

𝑟→0

∫
𝑉

𝑑3𝑥 𝑗(𝑥�) = 𝛿𝐷(𝑡) . (4.18)

In this limit,𝑂(𝑡−𝑟) does not diverge,𝐺(𝒙) ≃ 1/𝑟 and 𝜕2𝐺(𝒙)/𝜕𝑡2 ≃ 1/𝑟. Moreover,

𝑑3𝑥 ≃ 𝑟2𝑑𝑟, therefore 𝑑3𝑥 · 𝜕2𝐺(x)/𝜕𝑡2 → 0. By using the divergence theorem:

lim

𝑟→0

∫
𝑉

𝑑3𝑥∇2𝐺(𝒙) = lim

𝑟→0

∫
𝜕𝑉
𝑑𝑠 𝒌 · ∇𝐺 , (4.19)

eq. (4.18) becomes:

lim

𝑟→0

∫
𝜕𝑉
𝑑𝑠 𝒌 · ∇𝐺 ≃ lim

𝑟→0

4𝜋𝑟2

[︃
1

𝑟2

𝑂(𝑡 − 𝑟) + 1

𝑟

𝑑𝑂(𝑡 − 𝑟)
𝑑𝑟

]︃
= −4𝜋𝑂(𝑡) = 𝛿𝐷(𝑡) .

(4.20)

Therefore, considering 𝑟 = |𝒙 − 𝒙𝑒 | where 𝒙𝑒 = 𝒙(𝑡𝑒), 𝑡𝑒 being an arbitrary origin,

the Green functions are defined as:

𝐺(𝒙) =
1

𝑟
𝑂(𝑡 − 𝑟) = − 𝛿𝐷(𝑡 − 𝑡𝑒 − |𝒙 − 𝒙𝑒 |)

4𝜋|𝒙 − 𝒙𝑒 |
. (4.21)

These solve the eq. (4.16) through the convolution:

𝐹(𝑡 , 𝒙) =
∫

𝑑𝑡𝑒𝑑𝒙𝑒 𝑗(𝑡𝑒 , 𝒙𝑒) 𝐺(𝑡 − 𝑡𝑒 , 𝒙 − 𝒙𝑒) . (4.22)
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6: The mass and momen-

tum conservation are valid

only on first approxima-

tion: since the GW emis-

sion makes the source lose

energy and momentum, a

back−reaction should be in-

troduced. This is considered

when solving the Einstein

eq. (2.4) in the non−linear

regime.

7: 𝑇00
in eq. (4.25) indicates

that the total energy den-

sity should be considered;

for non−relativistic sources,

this can be approximated

through the matter density

𝜌.

8: A topological defect can

be visualized as a discon-

tinuity between two man-

ifolds e.g., due to a phase

transition that behaves dif-

ferently between them.

In the specific case of GW production (see e.g., [134]), the Green functions can

be used to solve eq. (4.6). In fact, in this case, 𝐺(𝑡 − 𝑡𝑒 , 𝒙 − 𝒙𝑒) is a solution of

□𝐺(𝑡 − 𝑡𝑒 , 𝒙 − 𝒙𝑒) = 𝛿(𝐷4)(𝑡 − 𝑡𝑒 , 𝒙 − 𝒙𝑒), where (𝑡𝑒 , 𝒙𝑒) are the time at which the

GW is emitted and the source position, respectively. The GW expression therefore

is found analogously to eq. (4.22) through the convolution:

ℎ̄��(𝑥) = − 16𝜋

∫
𝑑𝑡𝑒

∫
𝑑3𝑥𝑒 𝐺(𝑡 − 𝑡𝑒 , 𝒙 − 𝒙𝑒)𝑇��(𝑡𝑒 , 𝒙𝑒)

= 4

∫
𝑑3𝒙𝑒

1

|𝒙 − 𝒙𝑒 |
𝑇��(𝑡 − |𝒙 − 𝒙𝑒 |, 𝒙𝑒) .

(4.23)

Using the local conservation of 𝑇��, one can demonstrate (see e.g., [11, 134] for the

full derivation) that the mass and the linear momentum are conserved,
6

therefore

no monopole and dipole radiations are produced. However:

ℎ̄
𝑖 𝑗(𝑡 , 𝒙) →

𝑟→∞
2

𝑟
Ï(𝑡 − 𝑟) , (4.24)

where:

I𝑖 𝑗(𝑡) =
∫

𝑑3𝑥 𝑇00(𝑡 , 𝒙)𝑥 𝑖𝑥 𝑗 ≃
∫

𝑑3𝑥 𝜌(𝑡 , 𝒙𝑒) 𝑥 𝑖𝑥 𝑗 , (4.25)

is the mass tensor, which describes how the mass is distributed depending on the

second time derivative.
7

Eq. (4.24), therefore, indicates that to produce the GW

strain ℎ̄ 𝑖 𝑗(𝑡 , 𝒙), the mass quadrupole is needed i.e., the second time derivative of

the mass distribution has to vary: this can either happen on a short time scale or

continuously, as the following sections describe.

Transient sources

Transient sources whose emission can be singularly detected are also indicated

as resolved sources (see e.g., [258, 259] for a review). Two main categories are

identified in this case: bursts and binary emissions.

GW bursts are produced by very energetic and asymmetric events, such as su-

pernovae explosions (see e.g., [260]), magnetars i.e., neutron stars with very high

magnetic fields see (e.g., [261]), or more exotic sources, such as cosmic string

i.e., primordial topological defects
8

(see e.g., [262]). The GW signal of all these

bursts is still not well modeled: signatures of their presence is searched in the

datasets by looking at relevant peaks through a coherent analysis between different

interferometers (see e.g., [126, 258]).

The case is very different for binary mergers. Once they form (and eventually

shrink) as described in section 3.3.3, the orbital evolution is completely due to

GW: these are produced by the quadrupole moment (see eq. (4.24) produced

by the motion of the two compact objects orbiting each other. In the Newtonian

approximation, if the objects have masses 𝑚1 , 𝑚2 and orbit in the (x, y) plane:

x = 𝑅 cos

(︃
𝜔𝑡 + 𝜋

2

)︃
y = 𝑅 sin

(︃
𝜔𝑡 + 𝜋

2

)︃
z = 0 , (4.26)

where 𝑅 is the orbital radius and 𝜔 their angular velocity. In this case, the
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9: The expression can be

straightforward generalized

for a GW propagating in a

generic direction.

10: In the post−Newtonian
approximation, spin angu-

lar momenta are consid-

ered for the bodies that

make up the binary. The

GW waveform then includes

higher order multipoles of

the energy−momentum ten-

sor and corrections for the

amplitude of each multipole

component.

quadrupole components are:

Ïxx =2�𝑅2𝜔2

cos(2𝜔𝑡)
Ïyy = − Ïxx

Ïxy =2�𝑅2𝜔2

sin(2𝜔𝑡) .
(4.27)

In the previous expression,� = 𝑚1𝑚2/(𝑚1+𝑚2) is the reduced mass and 𝑓 = 2𝜔/2𝜋
is the frequency of the emitted GW [134], which increases while the objects move

faster, approaching one another. The evolution of 𝑓 depends on the chirp mass:

𝑀𝑐ℎ𝑖𝑟𝑝 =
(𝑚1𝑚2)3/5

(𝑚1 + 𝑚2)1/5

= �3/5𝑀2/5 , (4.28)

where 𝑀 = 𝑚1 + 𝑚2 is the total mass. In fact, by computing the energy emitted

through GW through the derivative of the quadrupole momentum:

𝑑𝐸

𝑑𝑡
∝ −

⟨︁
�⃛�xy �⃛�xy − 1

3

(�⃛�xx)2
⟩︁
∝ −(𝜔𝑀𝑐ℎ𝑖𝑟𝑝)10/3 , (4.29)

the GW frequency evolution turns out to be:

�̇� ∝ 𝑓 11/3𝑀
5/3

𝑐ℎ𝑖𝑟𝑝
. (4.30)

The amplitudes of the two polarizations ℎ+ , ℎ× defined in eq. (4.12) varies depend-

ing on the direction in which the GW is observed. Perpendicularly to the orbital

plane (i.e., in z direction), ℎ𝑇𝑇
𝑖𝑗

is circular polarized and the two components are:
9

ℎ+ = −8𝑚𝜔2
𝑅2

𝑟
cos(2𝜔𝑡) , ℎ× = 8𝑚𝜔2

𝑅2

𝑟
sin(2𝜔𝑡) . (4.31)

Along any direction in the orbital plane, instead, the radiation is completely +
polarized and its amplitude is ℎ+ = 4𝑚𝜔2𝑅2/𝑟, weaker than the previous case.

Intermediate cases present an elliptical polarization due to the relative amplitude

of ℎ+ and ℎ×. As it is evident from eq. (4.31), the amplitude of the signal depends

as well from the masses of the two bodies in the binaries: the larger the mass, the

louder the signal will be [134].

Depending on how the GW is modelled, the evolution of the motion of coalescing

binaries can be divided into three phases:

▶ The inspiral, a long−lasting, small periodic emission, in which the signal is

analytically modelled as emitted by a quasi−circular motion in Newtonian or

post−Newtonian
10

approximation.

▶ The merger between the objects, where numerical, post−Newtonian tech-

niques are used.

▶ The ring down, a very fast process during which the object formed in the

merger stabilizes, whose modelization is the most difficult.

For each phase, templates of the GW waveform are available [263]. These depend

on many parameters (see e.g., [264]): the masses and spins of the progenitors,

the binary position in the sky and its distance and orientation with respect to

the observer. Waveform templates are used to performed the matched−filtering
analysis of the datasets: they are built spanning the full parameter space, including

information on the detector noise described in section 4.2, and they are convoluted
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11: For ground−based de-

tectors, unresolved binary

black holes and binary neu-

tron stars coalescences build

up the strongest astrophysi-

cal background [257].

with the detector output, so to find slices of it that correlate with the modelled

signal shape [263].

Continuous sources

Continuous GW emitters exist as well and they should be detectable in the

background of the resolved ones. Examples of astrophysical sources are spinning

non−axisymmetric neutron stars, accretion disks and early−stage binary inspirals

[258].

Numerous and weak sources e.g., mergers from very distant or low mass sources,

can as well overlap incoherently and build up the continuous emission of the

so called astrophysical background (see e.g [265–267] for reviews on the topic).

Because of their stochastic nature, GW emissions that produce the backgrounds

can be treated as random variables:

ℎ𝑖 𝑗(𝑡 , 𝒙) =
∫

𝑑𝑓

∫
𝑑2Ω ℎ𝑖 𝑗( 𝑓 , 𝒏) exp

[︁
𝑖2𝜋 𝑓 (𝑡 + 𝒏 · 𝒙)

]︁
, (4.32)

i.e., as a superposition of sinusoidal plane waves, having frequency is 𝑓 and

propagating along all the 𝒏 directions in the sky. In analogy to section 2.2.2 and

section 3.2, the GW statistical description can be given through their power spectra

(see e.g., [267, 268]):⟨︁
ℎ𝐴( 𝑓 ,Ω)ℎ∗𝐴′( 𝑓 ′,Ω′)

⟩︁
=

3𝐻2

0

32𝜋3

𝛿(𝐷2)(Ω,Ω′)𝛿𝐾(𝐴, 𝐴′)𝛿𝐷( 𝑓 − 𝑓 ′)
Ω𝐺𝑊 | 𝑓 |
𝑓 3

,

=
1

16𝜋
𝑆ℎ( 𝑓 )𝛿(𝐷2)(Ω,Ω′)𝛿𝐾(𝐴, 𝐴′)𝛿𝐷( 𝑓 − 𝑓 ′) ,

(4.33)

where in the first line we defined:

Ω𝐺𝑊 =
𝑓𝑜𝑏𝑠

𝜌𝑐

∫
𝑑𝑧

(1 + 𝑧)𝐻(𝑧)
𝑑𝐸( 𝑓 , 𝑧)
𝑑𝑓

. (4.34)

as the fractional energy density spectrum, whose functional form depends on the

source of the background. The equivalence takes into account the fact that the

frequency observed 𝑓𝑜𝑏𝑠 is redshifted with respected to the emitted one 𝑓 ; 𝜌𝑐 is

the critical density defined in section 2.1. In particular, when the source of the GW

energy are the unresolved binaries,
11

eq. (4.34) becomes [266]:

Ω𝐺𝑊 =
𝑓𝑜𝑏𝑠

𝜌𝑐

∫
𝑑𝑧

𝑁(𝑧)
(1 + 𝑧)𝐻(𝑧)

𝑑𝐸( 𝑓 , 𝑧)
𝑑𝑓

∝ 𝑀
5/3

𝑐ℎ𝑖𝑟𝑝
𝑓

2/3

𝑜𝑏𝑠
𝑁0

⟨︁
(1 + 𝑧)−1/3

⟩︁
, (4.35)

where 𝑁(𝑧) is the comoving number density of sources, 𝑁0 its value integrated

over all the redshifts and:⟨︁
(1 + 𝑧)−1/3

⟩︁
=

1

𝑁0

∫ 𝑧𝑚𝑎𝑥

𝑧𝑚𝑖𝑛

𝑁(𝑧)
(1 + 𝑧)3 𝑑𝑧 . (4.36)

The fractional energy density spectrum is related to the strain power spectral

density function 𝑆ℎ( 𝑓 ) defined in eq. (4.47) and introduced in the second line of

eq. (4.33), simply through:

𝑆ℎ( 𝑓 ) =
3𝐻2

0

2𝜋2

Ω𝐺𝑊 ( 𝑓 )
𝑓 3

. (4.37)
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12: In some theories e.g.,

involving parity symmetry

breaking, the unpolarized

condition is broken.

The existence of a cosmological background has been hypothesised as well (see

e.g [138, 269–271] for reviews on the topic). GW in this case can be produced

by many different processes. Some of them are related with the inflationary era:

primordial quantum oscillations give rise to tensor metric fluctuations (compare

with chapter 2) that represents a tiny but irreducible contribution to the stochastic

gravitational wave background [271]. The presence of extra−fields with respect

to the standard slow−roll inflation or of particular symmetries can enhance the

amount of GW expected (details can be found e.g., in [270, 271]). Other contri-

butions to the cosmological GW background can come from PBH formation and

merger, topological defects, phase transitions or physical processes that take place

between the end of inflation and the primordial nucleosynthesis (see section 2.1.3.

Depending on the process which is taken into account, the energy density spec-

trum Ω𝐺𝑊 and the power spectral density 𝑆ℎ( 𝑓 ) can be modelled. In general, the

cosmological GW background is expected to be isotropic (i.e., 𝛿(𝐷2)(Ω,Ω′) over

different sky directions), stationary (i.e., 𝛿𝐷( 𝑓 − 𝑓 ′)), Gaussian and unpolarized
12

(i.e., 𝛿𝐾(𝐴, 𝐴′)).

No direct detection either of the astrophysical nor the cosmological stochastic

background have been measured yet [272]. To separate the background contribution

from the detector noise it is crucial to cross−correlate data from pairs of detectors,

located in different places. Even if challenging, the detection of the astrophysical

background is taken for granted in the near future with the new observational runs

of LIGO−Virgo−Kagra Collaboration [273]. The goal of observing the cosmological

background is even more tough: first of all, it is necessary to remove the astrophysical

contribution through an accurate data processing. Even if this point would be

achieved, the amplitude of the cosmological GW background could be too tiny to

be observed. From some of the theoretical models for the inflationary mechanism,

however, a high enough signal is expected to be observed in the LISA band [270,

271] and also through the Einstein Telescope [257]. The sensitivity curves of these

detectors are showed in figure 4.3 and their characteristics are presented in the

following section.

4.2 GW detectors

Despite other ideas have been proposed for the direct or indirect detection of

GW, the detectors that up to now played the central role for GW science are the

interferometers. These are based on two main concepts:

▶ GW deform spacetime differently in the various directions.

▶ Light beams that travel different paths and accumulate relative phases

interfere constructively or destructively.

The easiest configuration that can be thought for a GW interferometer is the

Michelson−Morley sketched in figure 4.2 (see e.g., [274] for a review). Here, the

light beam produced by a laser passes though a beam split that divides it into

two path. These defines the interferometer arm, at the end of which two mirrors

reflects the light back to the start. The reflected light beams recombine inside the

beam splitter when crossing it the second time: in this way, in the final signal an

interference figure can be found, due to the different optical path lengths the two

arms defined.
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Figure 4.2: Sketch of the

Michelson−Morley interfer-

ometer. The laser enters

the system from the left

(dashed grey line), impacts

on the beam splitter and

gets separated in two beams.

These are reflected by the

mirrors (continuous grey

line) and recombines in the

beam splitter. The output

light (double−continuous

grey line), when measures,

contains the interference

due to the phase difference

accumulated by the two

beams along the interferom-

eter arms.

13: We are assuming that en-

ergy is conserved inside the

interferometer.

14: Remember that 𝐺 = 𝑐 =

1 in this chapter.

15: Here we refer to the arm

along the x axis but the

same holds for the one along

y. The beam splitter is lo-

cated in (0, 0) in the detector

plane, while the mirror is in

𝐿x, being 𝐿 the length of the

detector arm at rest. 𝑡0 , 𝑡1
and 𝑡2 ≃ 𝑡0+2𝐿x are respec-

tively the times when the

laser photons leaves from

the beam splitter position,

reach the mirror and gets

back to the beam splitter,

where they interfere.

16: For the y arm the sign of

the second term is inverted.

In particular, after the beams recombine, the light energy is:

𝐸 = 𝐸x + 𝐸y =
𝐸0

2

(︃
exp

[︁
𝑖(𝑘𝑙x− 𝜔𝑙𝑡 + 𝜙x)

]︁
+ exp

[︁
𝑖(𝑘𝑙y − 𝜔𝑙𝑡 + 𝜙y)

]︁ )︃
(4.38)

where x, y are the two arms, 𝐸0 the energy
13

the laser enters the system with,

and 𝜔𝑙 𝑘𝑙 = 𝜔𝑙 its angular frequency and wavevector.
14 𝜙x,y are the phases due to

the mirror reflections and to the different arm lengths. Therefore, the intensity the

detector measures at rest is:

𝐼 = 𝐸 · 𝐸∗

=
𝐸2

0

4

(︃
2 + exp

[︁
𝑖(𝑘𝑙x+ 𝜙x − 𝑘𝑙y − 𝜙y)

]︁
+ exp

[︁
−𝑖(𝑘𝑙x+ 𝜙x − 𝑘𝑙y − 𝜙y)

]︁ )︃
=
𝐸2

0

2

[︁
1 + cos

(︁
𝑘𝑙(x− y) + 𝜙x − 𝜙y

)︁ ]︁
.

(4.39)

When a GW passes by, the spacetime is stretched. As [134] describes, working in

the TT gauge defined in section 4.1, the interferometer mirrors can be thought

as free falling particles, while the metric in which the laser photons travel is the

one in eq. (4.13). The different contributions the GW provides in the two arm

directions determine a change in the time the laser beams require to travel them.

Let us consider a GW orthogonal to the detector plane i.e., x, y coincides with the

detector arms. The TT gauge metric is then reduced to:

𝑑𝑠2 = −𝑑𝑡2 + (1 + ℎ+(𝑡))𝑑x2 + (1 − ℎ+)𝑑y2 + 𝑑z2 = 0 , (4.40)

and the travelled distance in each arm is:
15

2𝐿x =

|︁|︁|︁|︁∫ 𝐿x

0

𝑑𝑥

|︁|︁|︁|︁ + |︁|︁|︁|︁∫ 0

𝐿x

𝑑𝑥

|︁|︁|︁|︁ = ∫ 𝑡1

𝑡0

𝑑𝑡

(︃
1 − 1

2

ℎ+(𝑡)
)︃
+
∫ 𝑡2

𝑡1

𝑑𝑡

(︃
1 − 1

2

ℎ+(𝑡)
)︃

= 𝑡2 − 𝑡0 +
1

2

∫ 𝑡2

𝑡0

𝑑𝑡 ℎ0(𝑡) cos

(︁
𝜔𝐺𝑊 𝑡

)︁
,

(4.41)

where in the last equation we applied eq. (4.12). After some algebraic manipulations

[134] eq. (4.41) can be rewritten to express the laser travel time inside the x arm

as:
16

𝑡2 − 𝑡0 = 2𝐿x + 𝐿xℎ+
(︁
𝑡0 + 𝐿x

)︁ sin

(︁
𝜔𝐺𝑊𝐿x

)︁
𝜔𝐺𝑊𝐿x

. (4.42)
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17: The noise characteristic

strain can be compared with

the strain of the observed

GW ℎ̃( 𝑓 ). In this way, the

signal−to−noise ratio is de-

fined as:

𝑆𝑁𝑅2 =

∫ +∞

0

𝑑𝑓
4| ℎ̃( 𝑓 )|2
𝑆𝑛( 𝑓 )

=

∫ +∞

−∞
𝑑 log 𝑓

[︃
ℎ𝑠 ( 𝑓 )
ℎ𝑛( 𝑓 )

]︃
2

,

(4.46)

where ℎ𝑠 ( 𝑓 ) = 2 𝑓 | ℎ̃( 𝑓 )|
is the source characteristic

strain, defined in order to

compute the signal power

spectral density in analogy

to eq. (4.45) as:

𝑆ℎ( 𝑓 ) =
ℎ2

𝑠 ( 𝑓 )
𝑓

. (4.47)

For 𝐿x >> 2𝜋/𝜔𝐺𝑊 , the GW oscillations average out while travelling along the

interferometer arm: this sets to 𝑓 ≃ 2/𝐿 the minimum GW frequency the detector

can observe depending on the length of its arms. Finally, considering the light

beams travelling both the x and y arms that rejoin the beam splitter at the same 𝑡2
i.e., with different 𝑡

x,y

0
, the phase shift between them is:

Δ𝜙 = 𝜔𝑙(𝑡x
0
− 𝑡y

0
)

≃
[︃
2(𝐿x − 𝐿y) + 4𝐿ℎ0 cos

(︁
𝜔𝑙(𝑡 − 𝐿)

)︁ sin

(︁
𝜔𝑙𝐿

)︁
𝜔𝑙𝐿

]︃
𝜔𝑙 = Δ𝜙0 + Δ𝜙𝐺𝑊 .

(4.43)

While the first term can be reconducted to the at rest phase shift, the second is the

phase shift induced by the GW. Depending on the GW frequency,Δ𝜙𝐺𝑊 determines

the optimal length the detector should have to measure it; this is reached when:

Δ𝜙𝐺𝑊 ≃ sin(𝜔𝐿) = 1 → 𝐿 ≃ 𝜋
2𝜔𝐺𝑊

≃ 1

2 𝑓
. (4.44)

The previous equation indicates that for e.g., 𝑓 ≃ 100Hz the optimal length of the

detector arms would be 𝐿 ≃ 750km. Clearly, this is not achievable: to increase the

photon travelled paths, therefore, optical cavities are inserted in the interferometer

arms (see e.g., [275]). These are mirrors configurations that increase the number of

reflections the laser goes into: in this way, the effective travelling−time before the

recombination in the beam splitter is longer and the phase shift between the two

beams gets increased.

Real interferometers are more complicated than the standard Michelson−Morley

one sketched in figure 4.2. On top of the presence of optical cavities, other technical

supplies have been introduced to lower as much as possible the instrumental noise

and to increase the detector sensitivity (see e.g., [275–277] for a summary). This

is usually defined through the noise power spectral density: this is the Fourier

transform of the auto−correlation function of the noise (see e.g., [264, 278]):⟨︁
𝑛( 𝑓 )𝑛( 𝑓 ′)∗

⟩︁
=

1

2

𝛿𝐷( 𝑓 − 𝑓 ′) 𝑆𝑛( 𝑓 ) =
ℎ2

𝑛( 𝑓 )
𝑓

(4.45)

where in the second equation the noise characteristic strain has been defined.
17

Figure 4.3 shows the value of

√︁
𝑆𝑛( 𝑓 ) for some of the current and future planned

GW detectors (these will be described later on in this section), compared with

the power spectral density that would be observed for GW emitted by binaries in

different mass ranges.

Generally, the main noise contribution that shapes the noise power spectral density

are (see e.g., [276, 277]):

Quantum noise: it dominates at high frequencies and it is due to the quantum

nature of light. On one side, it provides a shot noise contribution in the

counting of the laser photons, while on the other it determines a radiation

pressure on the mirrors, introducing spurious contributions to the variations

of their positions.

Thermal noise: it is present at all frequencies and it is due to the internal dissipation

of the instruments e.g., mechanical variations in the mirror suspensions due

to temperature variations or Brownian thermal noise in the mirror coatings.

Seismic noise: for ground−based detectors, it dominates at low frequencies and it

is due to the movements in the mirror positions due to human activities and

tides.
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Figure 4.3: Noise power

spectral density from

eq. (4.45) computed for

the detectors discussed

in the text (aLIGO is one

of the notations used in

literature to indicate the

updated configurations of

this detector; in the text we

will refer it simply as LIGO).

This is compared with the

GW power spectral density

computed through eq. (4.47)

of binaries in different

mass ranges: [1, 100]𝑀⊙
size black holes (purple,

on the right), massive

[10
4 , 10

7]𝑀⊙ black holes

(orange, in the central

region) and extreme mass

ratio inspirals (blue, on the

left) i.e., stellar mass size

black holes falling onto a

supermassive black hole.

The plot is obtained through

the publicly available code

gwplotter [278].

Newtonian noise: for ground−based detectors, it dominates the lowest frequen-

cies; it is related to the stochastic fluctuations of the local gravitational field

e.g., due to variations in the atmospheric pressure or to seismic waves.

The relative relevance of each noise contribution and the possible solutions that have

been studied to deal with it differs depending on the interferometer configurations.

In the following, we will present a small overview of the GW detectors today

available and of the ones coming online in the next future.

4.2.1 Present: second generation detectors

The GW detectors that operated until now are the two advanced LIGO [247] and

the Virgo [252] interferometers, respectively located in the USA and in Italy. Their

configuration is the one described in the previous section: two orthogonal arms,

4km long for LIGO and 3km long for VIRGO, forming an L−shape inside which the

laser light travels in vacuum condition. The directions of the arms of the two LIGO

interferometers are aligned: in this way, when a GW is detected, its waveform is

the same in both the LIGO instruments, providing a cross−check of the reliability

of the detection above the local noise. However, since in this way the two have a

very similar antenna pattern (see section 4.3), this choice reduces the possibility

of disentangling the two polarizations. LIGO and VIRGO are currently being

upgraded so to improve their sensitivity; observational activities will restart at the

end of 2022. A further improvement is then planned in order to reach the target

sensitivity during the fifth observational campaign (O5, planned ∼ 2025).

L−shape detectors with sensitivities comparable with the advanced LIGO and

Virgo are commonly called second generation interferometers. Another detector

of this kind already exist: Kagra [253, 254], in Japan, who became operational at

the beginning of 2020 and that will join the O4 campaign. Kagra has 3km long

arms and mirrors in cryogenic conditions to reduce the thermal noise. The plan

exists [273] to build another detector, analogous to the LIGO ones, in India: this
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18: ET will reach 𝑓 ≃ 1Hz:

lower frequencies are inac-

cessible from the ground, be-

cause of Newtonian noise,

which can not be removed

neither shielded.

would join the network during O5. In this way, having four second generation

interferometer, we will improve the 𝑆𝑁𝑅 of detected GW between 10 and 1000 Hz

coming from almost all directions in the sky.

The detector horizons of LIGO and Virgo during the third observational run (O3,

[250, 251]), together with the planned horizon for next campaigns are indicated in

table 4.1.

BBH BNS

Distance Redshift Distance Redshift

LIGO O3 2 − 3 Gpc 0.3 − 0.5 110 − 130 Mpc ≃ 0.02

Virgo O3 1 Gpc 0.2 50 Mpc ≃ 0.1
LIGO O5 8 Gpc 1.1 330 Mpc 0.07

Virgo O5 3 − 6 Gpc 0.5 − 0.9 150 − 260 Mpc 0.03 − 0.05

Kagra 200 − 600 Mpc 0.04 − 0.1 8 − 25 Mpc < 0.01

Kagra O5 3 Gpc 0.5 130 Mpc 0.03

LIGO India O5 8 Gpc 1.1 330 Mpc 0.07

Table 4.1: Estimated ob-

served horizon for the cur-

rent and future second gen-

eration interferometers up

to the target sensitivity fore-

casted for O5. The horizon

distances for binary neu-

tron stars (BNS) are taken

from [273]; the ones for

binary black holes (BBH)

are estimated as 𝑑𝐵𝐵𝐻 ≃
𝑑𝐵𝑁𝑆(𝑀𝐵𝐵𝐻

𝑐ℎ𝑖𝑝
/𝑀𝐵𝑁𝑆

𝑐ℎ𝑖𝑟𝑝
)5/6 ≃

𝑑𝐵𝑁𝑆 · 25
5/6

. Redshifts are

computed form distances by

inverting 2.15 in the fiducial

cosmology table 2.1.

4.2.2 Future from the ground: ET

In about 10 years, the so called third generation interferometers will be realized.

They will be able to measure GW with smaller amplitudes and they will increase

the sensitivity frequency band, both on the low
18

an high frequency region.

One possible configurations to do so is the one proposed for the Einstein Telescope

(ET, [255–257]): it will suffer less by seismic noise since it will be placed underground

and it will have cryogenically cooled mirrors to reduce the thermal vibrations.

ET is proposed to be built having 10km arms placed in a triangular−shape, so to

be equally sensitive to both the ℎ+ , ℎ× polarizations. Each arm will contain two

interferometers, one specialized to measure the lower frequencies and the other for

the higher frequencies. ET horizon, especially for BBH, will be incredibly larger

with respect to the second generation detectors: as described in table 4.2, it will

observe the Universe up to the time when the first stars were born [255–257]. For

this reason, ET will be crucial for cosmological studies: this is the detector we will

adopt in chapter 5 and chapter 6 to perform forecasts on future GW surveys.

4.2.3 Future from the space: LISA, BBO

The only solution we have to remove the Newtonian noise so to measure the

lower frequencies is to observe GW from space. Isolated from every ambient

noise and from the terrestrial gravity gradient, thanks to ≃ 10
6
km long arms, they

will measure GW in the frequency range 𝑓 ∈ [10
−5 , 10

−1]Hz (see [279, 280] and

references therein). The sources of GW in this range are different with respect to the

ones probed with ground−detectors: in fact, such low frequencies are produced

either during the merger phase of very massive black holes with 𝑀 ∈ [10
4 , 10

7]𝑀⊙
or in the inspiralling of stellar mass size BNS and BBH. This open a very interesting

perspective for multi−band GW analysis: inspiralling binaries observed at the

higher edge of the frequency band of space interferometers can reach the merger
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19: The ecliptic is the appar-

ent path over which the Sun

moves when seen from the

Earth reference system. It

is given by the intersection

between the terrestrial or-

bital plane and the celestial

sphere.

phase in a few year, becoming then observable with ground−based detectors (see

e.g., [257, 281]). Another important GW source for space−based detectors will be

the GW stochastic background (both of astrophysical and cosmological origin)

described in section 4.1.2.

The building of a space interferometer has some peculiarities with respect to the

ground based ones. First of all, they have to be constructed by placing spacecrafts

in orbit along the ecliptic:
19

the length of the baseline, therefore, is enormous and it

allows the measurement of very low 𝑓 . Each of the spacecrafts is a free falling mass,

from which a laser is sent in the direction of the others: the received laser is not

reflected but its phase is registered, while a similar laser is sent back to the origin.

The interference between the two lasers, therefore, does not take place directly but

it is realized in post−processing through the so called time−delay interferometry
(see e.g., [282]). Moreover, the motion of the spacecrafts along the orbit make them

change their relative inclination with respect to the observed sky: the sensitivity to

the two polarizations, as well as the antenna patterns defined in section 4.3, are in

this case time dependent. Noise sources of space interferometers are different as

well e.g., the effect of quantum noise is dominant and the positions of the spacecraft

can be affected by the solar radiation pressure.

LISA (Laser Interferometer Space Antenna, [279, 280]) will be the first space detector

we will build. It will be made of three spacecrafts, each equipped with two lasers

so to create six interferometers. They will lay in a plane inclined of ≃ 60
◦

with

respect to the ecliptic, in near−equilateral triangular formation. The arms will be

≃ 2.5 · 10
6

km long. LISA operations are planned to start in the end of the 2030.

Another proposed future space−based detectors is BBO (Big Bang Observer, see e.g.,

[283]). In its pre−-conceptual design, a constellation of 4 clusters of 3 spacecrafts is

created, each of which forming a LISA−like detector. Two of these clusters, being

located at the same position, will enhance the sensitivity of the detector; the others,

widely separated around the orbit, will increase the angular resolution. BBO will

be the most sensitive to GW in the 0.1 − 1Hz band [284].

4.3 GW and cosmology

Astrophysical, being them transient or continuous, and cosmological GW sources

described in section 4.1.2 can both be used to set constraints on the cosmological

models that describe the structure and the evolution of the Universe.

Particularly relevant are binary mergers, since they are by far the most numerous

sources that will be detected by current and future interferometers. Their study

provides different applications for cosmology; here we summarize two of them

that will be relevant for the analyses developed in chapter 5 and chapter 6.

4.3.1 Binary mergers

Let us summarize how the observed GW signal produced by binary orbital evolution

looks like.

As described e.g., in [264, 285], the GW strain measured by a detector is:

ℎ(𝑡) = F𝑖 𝑗ℎ𝑖 𝑗(𝑡) ∝
𝑄(�, 𝜙,𝜓, �)�𝑀

𝑅(𝑡)𝐷 cos

(︃∫
2𝜋 𝑓 𝑑𝑡

)︃
, (4.48)
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where F𝑖 𝑗
is the antenna pattern i.e., the operator that transforms the GW tensor

into the scalar output measured by the detector, which defines the functional form

of the 𝑄 function. The antenna pattern mixes the contribution of the two GW

polarizations: to disentangle them, more than one detection of the same wave is

needed. 𝐷 is the distance to the source, (�, 𝜙) describe the sky position, 𝜓 is the

polarization angle and � the inclination of the binary orbit with respect to the LoS

= (sin� cos 𝜙, sin� sin 𝜙, cos�). It holds:

cos � = �̂� · 𝒏 , (4.49)

being �̂� the orbital angular momentum unit vector. The function 𝑅(𝑡) is obtained

by integrating:

𝑑𝑅

𝑑𝑡
=
𝑑𝑅

𝑑𝐸

𝑑𝐸

𝑑𝑡
= −𝑅

𝐸

𝑑𝐸

𝑑𝑡
= −64

5

�𝑀2

𝑅3

, (4.50)

where 𝑑𝑅/𝑑𝐸 is the orbit size, which decreases due to the GW energy loss (see e.g.,

as [264] and reference therein).

The strain tensor ℎ𝑖 𝑗 can be divided into the two components ℎ𝐴 = ℎ+ , ℎ×, which

can be Fourier transformed into:

ℎ̃𝐴( 𝑓 ) = Ξ𝐴(cos �)ℎ̃0( 𝑓 ) (4.51)

where Ξ+ = (1 + cos 2�)/2, Ξ× = −𝑖 cos � and [264]:

ℎ̃0( 𝑓 ) =
√︃

5

24

𝜋−2/3𝐷−1𝑀
5/6

𝑐ℎ𝑖𝑟𝑝
𝑓 −7/6

exp[𝑖Ψ( 𝑓 )] for 𝑓 ⩾ 0 . (4.52)

In the previous equation, the function Ψ( 𝑓 ) depends on the chirp mass 𝑀𝑐ℎ𝑖𝑟𝑝

defined in eq. (4.28), the reduced mass function �, the spin parameter 𝛽 and the

time 𝑡𝐶 and waveform phase 𝜙𝐶 at the coalescence. The signal amplitude and

frequency both increases as 𝑡 → 𝑡𝐶 . The measured strain (see [264] for the full

calculation) is then:

ℎ̃( 𝑓 ) = 𝑄(�, 𝜙,𝜓, �)Ξ𝐴(cos �) exp

[︁
−2𝜋𝑖(𝒏 · 𝒙) 𝑓

]︁
ℎ̃0( 𝑓 )

=
𝑄

𝐷
𝑀

5/6

𝑐ℎ𝑖𝑟𝑝
𝑓 −7/6

exp[𝑖Ψ( 𝑓 )] .
(4.53)

This expression is valid until the model transits to the ring down phase.

Finally, the antenna pattern determines also the sensitivity of the detector with

respect to the different parts of the sky. Except for the regions aligned with the

arms bisector, interferometers are sensitive to GW coming from all directions. The

localization of their source through a single measurement, therefore, is very difficult.

Having a network of detectors, instead, solves the issue since triangulation can be

performed [273, 286, 287]. This is based on the comparison between the arrival

times of the wave at the different detectors. When two of them are considered, the

observed region is a ring concentric with their baseline; with three detector, the sky

localization reduces to two patches on the sky, symmetric with respect to the plane

in which the three detectors lay. One of the patches can usually be excluded through

the analysis of the GW amplitudes and phases measured by the different detectors

[288], or through the presence of a fourth detector. The size of the uncertain sky

localization region depends on the accuracy in the measurement of the delay−time

between the detectors on top on other parameters that determines the 𝑆𝑁𝑅 of the

waveform e.g., the mass of the progenitors.
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20: The only assumption re-

quired to estimate 𝐷𝐿 from

the GW waveform is that it

is well described by GR. Fol-

lowing e.g., [134] or [289],

it is possible to show that

combining the GW strain

in eq. (4.53) with the GW

frequency evolution from

eq. (4.30), at first approxi-

mation it holds:

𝐷𝐿 =
5

96𝜋2

𝑐

ℎ

�̇�

𝑓
. (4.56)

21: The use of binary black

holes in this sense is more

challenging. This will be ex-

ploited in section 5.1.

Standard sirens

When observing GW sources at cosmological distances, the measured frequency

differs from the intrinsic one as 𝑓𝑜𝑏𝑠 = 𝑓 /(1+ 𝑧), because of the Universe expansion.

The no−shifted measured waveform from eq. (4.53) can not be reconstructed, since

ℎ(𝑡) is invariant under the transformation:[︁
𝑓 , 𝑀𝑐ℎ𝑖𝑟𝑝 , �, 𝑅, 𝐷, 𝑡

]︁
→

[︃
𝑓

1 + 𝑧 , 𝑀𝑐ℎ𝑖𝑟𝑝(1+𝑧), �(1+𝑧), 𝑅(1+𝑧), 𝐷(1+𝑧), 𝑡(1+𝑧)
]︃
.

(4.54)

On one hand, this represents an issue since the redshifted parameters:

𝑀𝑧 = (1 + 𝑧)𝑀𝑐ℎ𝑖𝑟𝑝 , �𝑧 = (1 + 𝑧)� , (4.55)

are degenerate with the redshift 𝑧, therefore the value of the latter can no be

estimated. However, from the redshifted waveform it is possible to get a direct

estimate of the luminosity distance 𝐷𝐿 = 𝐷(1 + 𝑧) defined in eq. (2.18).

This opens an incredible opportunity: binary mergers turns out to be self−calibrated20

standard sirens [25, 153, 290, 291].

Let us consider a binary neutron star merger.
21

Its GW emission can be accompanied

by an electromagnetic multi−band counterpart, powered by the energetic processes

that disrupt the neutron stars and produce shock waves and nuclear reactions [292].

A short 𝛾−ray burst can be observed right after the GW, followed by a bright UV,

optical and infrared kilonova transient. In the end, X−ray and radio emissions are

produced as well.

In the case of the binary neutron star merger GW170817 [293], the EM counterpart

was observed in all the wavelengths, starting from the 𝛾−emission (GRB 170817A,

[294]), up to the kilonova, whose observations lasted from hours to days depending

on the wavelength, and to the X−ray (9 days after the merger) and radio (16 days)

emissions [292]. Such an incredible dataset brought to a huge amount of scientific

results, including the 𝐻0 estimate [26]. The GW waveform of GW170817 was used

to infer the luminosity distance to the source, while the redshift was estimated

through the electromagnetic counterpart.

The value of 𝐻0 estimated with this approach is right in the middle between the

CMB and the local estimates described in section 3.3.2 and it is independent from

both of them. Since GW170817 is up to now the only event that allowed us to

perform this analysis, however, the 𝐻0 confidence regions have large uncertainties.

The situation will certainly improve in the next years: [27] estimates that with the

observation of ≃ 50 binary neutron star events (≃ 5 yr observations with O5, see

section 4.2) it will be possible to constrain 𝐻0 with a ≃ 2% precision. Whether this

will confirm the validity of one of the existing estimates or push for the search for

new physics to solve the 𝐻0 tension, is still to be seen.

LSS tracers

As anticipated in chapter 3, binary mergers can be used as tracers of the large scale

structures. Their distribution and clustering properties depend on the origin of their

progenitors and on the formation channel assumed: section 3.3.3 already showed

some examples, that will be operationally adopted and analysed in chapter 5 and

chapter 6.
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It is worth mentioning here which are the peculiarities of GW surveys that make

them an interesting alternative to the already well−known and largely used galaxy

surveys. Clearly, since with current detectors only a small number of events in

the local Universe can be observed (see e.g., catalogues from [248, 250, 251]), such

considerations has to be made with respect to future surveys. Since binary mergers

are the main interest for this thesis, the best choice is to deal with third generation

ground−based detectors, such as the Einstein Telescope [255–257], and to compare

it with a near future galaxy survey such as Euclid [295].

Table 4.2 compares a 1 yr ET−like survey with a Euclid−like survey. ET GW

catalogues will contain a smaller number of events with respect to the Euclid galaxy

maps. However, ET horizon will spread up to very high redshifts, well above the

observational limit of Euclid. Considering also that, as described at the beginning

of this section, ET can observe GW coming from almost all directions, this implies

that the cosmic volume it will probe will be bigger than a future Euclid−like survey.

It is then the perfect instrument to study large scale effects: the linear bias is one

of them, but also primordial non−Gaussianity and wide angle space distortions

(which were described in section 3.2.1) will be perfect targets for such an instrument.

On the contrary, small scales will be inaccessible to ET because of its poor sky

localization, unless detector networks are take into account.

Table 4.2: Comparison between the specs of a 1 yr ET−like survey for binary black holes (BBH) and binary neutron stars (BNS) as

described in [257] and a photometric Euclid−like survey as from [295].

ET−like Euclid−like

BBH 𝑚 ∈ [20, 100]𝑀⊙ BNS

Observed number of sources 10
5 − 10

6
7 · 10

4
3 · 10

6

Maximum redshift observed ≃ 20 ≃ 2 − 3 ≃ 2

Sky fraction observed Full sky (put in sqdeg) Full sky 15000deg
2 ≃ 40%

Sky localization uncertainty > 100deg
2 ≥ 100deg

2
negligible

GW surveys are therefore complementary to galaxy surveys under many different

points of view. This is not all: more than using the two as independent probes, each

of which finalized to the study of particular topics, the cross−correlation between

GW and galaxy surveys will as well be a tool for the cosmological studies First of

all, as section 5.1 will describe in more detail, cross−correlations will allow us to

associate redshift to gravitational wave events through statistical techniques (see

e.g., [296, 297]). Moreover, they provide a way to compare luminosity distance and

redshift space distortions. Some studies exist (see e.g., [298, 299]) that show how this

will be suitable to perform tests on modified gravity models. Cross−correlations

will also be useful to study the GW progenitor formation channels. As we will

describe in detail in chapter 6, in fact, astrophysical and primordial black hole

binaries have different distributions relatively to galaxies. While we will exploit

the implication of this information for GW−only surveys, previous works that

proposed this technique adopted it in the context of cross−correlations [117, 300,

301].

The following chapters will present the analyses we carried on in this direction.
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The observation of Gravitational Waves described in chapter 4 opened a new

window to study the Universe. As described in chapter 2 and chapter 3, cosmology

has so far mainly relied on ElectroMagnetic signals (EM): the possibility we have

now to exploit a new kind of measurement represents an unprecedented occasion

for researchers in all fields, pledging to provide an incredible amount of data

in the years to come. Interesting prospects arise from the idea of analysing GW

surveys in the same fashion as galaxy surveys: by studying the statistics of GW as

independent but correlated tracers of the large scale structure, would then boost

our understanding of the cosmological and astrophysical models describing the

formation of GW progenitors.

Despite the fact that LIGO and Virgo interferometers already registered tens of

GW events from binary black hole mergers [246, 248, 250, 251, 302], this kind of

analysis is still not possible: because of the limited detector horizon, all the events

were observed in the very local Universe. With the building of third generation

(see section 4.2) ground−based detectors such as the Einstein Telescope [255–257],

instead, statistical analysis of GW survey will become reality: not only the sensitivity

of these instruments will be higher by an order of magnitude and their horizon will

be pushed up to very high distances, but also lower frequency bands will become

observable. Despite this, however, the total number of events will still be small

with respect to galaxy surveys. It is clear then that a huge effort is required from

the scientific community to prepare the ground to analyse these data in the most

optimal way.

The study of the clustering of the mergers, in particular, can be used as a tool to

study both cosmology and astrophysics. As described in section 3.1.1, dark matter

in the Universe was initially smoothly distributed. The fluctuations that arose in

its field evolved under their gravitational potentials, and formed the randomly

distributed DM halos. As [192] firstly showed, within DM halos galaxies were born:

as it was seen in section 3.3 their statistical properties are then derived from the halo

distribution itself. Through a slight expansion of this procedure, the distribution of

GW events from binary mergers can be used to trace DM as well. Since mergers

either happen inside galaxies (if they are of astrophysical origin) or sparse along

the LSS (when their progenitors are primordial), they can be used as LSS tracers as

well.

In this chapter we focus on GW produced by astrophysical binary mergers, either

involving black holes or neutron stars. We present the work we realised to produce

some forecast for ET. All the results reported here were published in [2, 3], while

the analysis is here presented in more detail. In the next chapter we will instead

deal with the possible existence of primordial black hole mergers.

In particular, in section 5.1 we present the problem of dark sirens i.e., binary mergers

without electromagnetic counterpart, for which the redshift can not be measured.

We describe some possible solutions, among which we decided to focus on the

use of luminosity distance space: here, the computation of space distortions and

lensing requires some modifications with respect to the standard redshift space.
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1: EM signals in this case

require the presence of gas.

Currently, there are no con-

firmed detections for bi-

nary black hole counter-

parts; some possible candi-

dates related with accretion

disks of active galactic nu-

clei (AGN) are reported in

[309].

In section 5.2 we compute a first approximated expression for both of them. In

section 5.3 we describe how we modelled the source number distribution and

bias we adopted in our analysis. The technique through which we computed the

forecasts is described in section 5.4, while our results are presented in section 5.5

and section 5.6. In the former section we perform a first analysis to understand the

capability of ET and other, more advanced, detector configurations in constraining

cosmological and bias parameters. In the latter, we improve the analysis over

several points, the most important of which is the implementation of a multi−tracer

technique involving supernovae IA.

5.1 The dark sirens problem

As discussed in chapter 4, binary mergers of compact objects will become a powerful

tool to study cosmology thanks to their property of being standard sirens [284,

290]. This means that the distance from the source to the observer can be estimated

relying only on the model of the GW waveform, without the need of calibrations.

When working in the framework of general relativity, the distance measured from

the GW source is analogous to the luminosity distance defined in eq. (2.18). In this

case, even if it is measured differently, luminosity distance represents the same

coordinate for both GW events and electromagnetic tracers, such as galaxies or

supernovae. In some scenarios involving dark energy or modified gravity, this

is no longer true: the luminosity distance estimated from the gravitational wave

signal𝐷𝐺𝑊
𝐿

turns out to be different from the electromagnetic one𝐷𝐸𝑀
𝐿

, both in the

background (see e.g., [303, 304]) and when considering fluctuations (compare with

[305, 306]). The radial coordinates 𝐷𝐺𝑊
𝐿

and 𝐷𝐸𝑀
𝐿

in these frameworks therefore

differ one from the other and the combination of the two should constrain dark

energy or modified gravity models (see e.g., [307]). In the following, I will always

assume GR as the framework where both GW and EM surveys are analysed.

Despite the great potential, particularly to measure 𝐻0 (see e.g., the pioneering

work of [25] and the recent measurements by [26, 308]), the use of standard sirens

presents a huge drawback: while luminosity distance can be directly estimated

from the GW, this is not the case for the redshift. Redshift, as described in chapter 2

and chapter 3, is the standard coordinate used to map cosmological surveys: when

studying low 𝑧 EM surveys, it can be simply derived from the galaxy emission

spectrum and it is easily related to cosmology through the Hubble law in eq. (2.3).

When considering mergers that produce GWs, instead, redshift is not a direct

observable.

As described in chapter 4, in the case of neutron star mergers, if an EM counterpart is

identified, the redshift can be estimated from its emission. This, however, happened

only once so far. Other two binary neutron star mergers were confirmed [302] but

no EM counterpart was identified.

This technique can not be used for black hole mergers, since it is difficult that

an EM signal would be emitted
1

: for this reason, binary black hole mergers are

also called dark sirens. Other techniques then need to be developed if one wants

to associate a redshift to the GW event. The first is to identify the host galaxy
where the merger took place. The direct match between the GW emission and the

galaxy is not straightforward: as described in chapter 4, sky localization for GW

interferometers is very poor if less than three detectors are considered. Even in

that cases, the uncertainty can difficultly be lower than ≃ 5 − 10deg
2
: in such large
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2: In the GR framework,

𝐷𝐸𝑀
𝐿

= 𝐷𝐺𝑊
𝐿

i.e., the lumi-

nosity distance coordinate is

analogous for the two types

of signals. In modify grav-

ity frameworks it is possi-

ble to break this equality: in

that case, the radial coordi-

nate in LDS defined in the

case of EM or GW signals

differ. However, by know-

ing the gravity model, it

is possible to re−map one

survey with respect to the

other so to make the analy-

sis self−consistent.

patches, many galaxies can be found. Each of them resides at different redshift:

understanding which is the one that hosts the merger usually requires to apply

statistical techniques related with the probability distribution of the merger (see e.g.,

[310]). When performing statistical analyses of GW events, however, the knowledge

of the redshift of each merger is not crucial. Cross−correlations between GW

surveys and galaxy survey, in this case, can solve the problem of dark sirens through

statistical techniques as e.g., the authors of [296, 297] show. This however introduce

uncertainties related to the formation process and degeneracies with cosmological

parameters.

Another interesting application of cross−correlation techniques in this field is the

so called clustering−based redshift method. This was first developed in [311–313]

for photometric and continuum radio surveys, in which the redshift of the sources

is unknown. It is based on the computation of the angular cross−spectrum (defined

in eq. (3.46)) between this sample with unknown redshift and a survey where

the redshift distribution is well measured (e.g., a spectroscopic galaxy survey).

Let us assume that the known−redshift sample is unbiased with respect to the

unknown−redshift one and that all the sources of the latter are located at the

same redshift �̄�. In this case, it is possible to split into redshift bins [𝑧𝑖 , 𝑧𝑖 + 𝑑𝑧]
the known−redshift sample; the unknown−redshift source distribution 𝑑𝑁/𝑑𝑧 will

therefore be directly related with the amplitude of the cross−signal in the different 𝑧

bins [311]. In fact, the correlation will be higher in the bin in which �̄� ∈ [𝑧∗
𝑖
, 𝑧∗
𝑖
+ 𝑑𝑧]:

the unknown−redshift sample will therefore be associated to this redshift. This

method can be generalized to surveys with wider redshift distribution [311–

313]; however, if the two samples are not completely unbiased one from another,

the redshift estimate becomes degenerate with the bias, limiting therefore the

possibility of constraining the cosmological parameters through the analysis of the

unknown−redshift survey.

The solution to the dark siren problem can be found also by following an alternative

approach, independent from both external datasets or statistical techniques. Instead

of matching the GW events with some redshift, in fact, it is possible to map them

using luminosity distances only [2, 3, 298, 314, 315]. A fully consistent analysis can

then be realized in Luminosity Distance Space (LDS).

LDS can be used also for EM sources that are standard candles, such as supernovae

IA (see section 3.3). Therefore, in LDS
2

both GW and supernovae survey can be

mapped: the two can be studied independently or cross−correlated in a multi−tracer

fashion. This, as it will be described in section 5.4.3, improves the capability of this

kind of studies in constraining both cosmological and bias parameters.

If we want to perform a tomographic study using angular power spectra, the

transition from redshift space to LDS requires however to recompute how observed

positions are affected by the matter content of the Universe i.e., the redshift space

distortions we defined in section 3.2.1. Calculations of perturbation effects on GW

are shown in e.g., [316], and a fully detailed investigation of GW clustering in LDS

is still under study [317]. In our works we relied on the first analysis for peculiar

velocities and lensing available in [298, 315]: these are presented in section 5.2.1.

5.2 Modelling observational effects

When using LDS instead of redshift space, the mapping between the intrinsic

density field and the observed one introduced in eq. (3.47) gets modified. Large
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scale structures induce a perturbation 𝜖 on the luminosity distance, defined at

leading order as follows (compare with [318, 319]):

�̄�𝐿 + 𝛿𝐷𝐿

�̄�𝐿

= 1 + 𝜖 = 1 + 2𝑣 + ... , (5.1)

where �̄�𝐿 is the background, unperturbed luminosity distance, 𝛿𝐷𝐿 is the induced

perturbation, 𝑣 is the radial velocity of the source along the line of sight. [315] adds

to eq. (5.1) a term to describe the lensing effect: this enters as −�, the convergence

defined in eq. (3.64). In the perturbed FLRW Universe described through GR, [316]

shows that other terms should be take into account. These are the Sachs−Wolfe

(SW), the Integrated Sachs−Wolfe (ISW) and the Shapiro time delay effect, already

described in section 3.2.1. Moreover, since future GW survey will observe large

portions of the sky, wide angle effects [185–187] should be taken into account as well.

However, we decided to neglect these contribution and to only rely on the peculiar

velocity and lensing effect as modelled respectively in [298] and in [315] and to

implement them into the publicly−available code CAMB [165]. In particular, in [2]

we only included the effect of peculiar velocities in the computation of the angular

power spectra: this was motivated by the fact that (as discussed for example in [298])

peculiar velocities were expected to be the dominant source of distortion. After our

analysis was completed, the lensing contribution was explicitly computed in [315],

showing that, while indeed subdominant, such contribution is not negligible on

large scales: for this reason, we included it in the follow−up paper [3].

The peculiar velocity and lensing effects are summarized in section 5.2.1 and

section 5.2.2.

5.2.1 Peculiar velocities

The way peculiar velocities affect the observed position in LDS is slightly different

with respect to redshift space. In the general relativity framework, however, the

positions of a GW source and of an EM source should be altered analogously:

for this reason, in the following we refer to light to derive the peculiar velocity

contribution to luminosity distance space distortions.

The term +2𝑣 in eq. (5.1) is found by considering that the 𝐷𝐿 perturbation suffers

both of the change in the observed position and of the relativistic light aberration

(see e.g., [320]). To get the full expression, 𝐷𝐿 shall be related with the angular

distance 𝐷𝐴 through eq. (2.18) and eq. (2.19):

𝐷𝐿 = (1 + 𝑧)2𝐷𝐴 . (5.2)

Here both 𝑧 and 𝐷𝐴 are affected by peculiar velocities. The first is found by

perturbing the redshift measurement as:

(1 + 𝑧𝑜𝑏𝑠) = (1 + �̄�)(1 + 𝑧𝑝𝑒𝑐) , (5.3)

where 𝑧𝑜𝑏𝑠 is the observed redshift (i.e., the perturbed one), �̄� the background

redshift in real space and:

𝑧𝑝𝑒𝑐 = (𝒗𝑒 − 𝒗𝑜) · �̂� , (5.4)

being 𝒗𝑒 the source peculiar velocity, 𝒗𝑜 the observer velocity and �̂� the LoS

direction. The second effect instead, is calculated by considering that the source
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has emitting surface 𝛿𝐴𝑒 and it is observed under a solid angle 𝛿Ω. The relative

𝐷𝐴 turns out to be:

𝐷𝐴 =

√︃
𝛿𝐴𝑒
𝛿Ω

. (5.5)

Thus, the peculiar velocity of the observer induces an aberration in the emitted

light, modifying the measured 𝐷𝐴 as:

𝐷𝑜𝑏𝑠
𝐴 = �̄�𝐴(1 − 2𝒗𝑜 · �̂�)−1/2 ≃ �̄�𝐴(1 + 𝒗𝑜 · �̂�), (5.6)

where �̄�𝐴 is the background angular distance. Eq. (5.3), eq. (5.4) and eq. (5.6) can

be substituted into eq. (5.2), resulting in:

𝐷𝑜𝑏𝑠
𝐿 = (1 + �̄�)2[1 + (𝒗𝑒 − 𝒗𝑜) · �̂�]2�̄�𝐴(1 + 𝒗𝑜 · �̂�) . (5.7)

At first order, this leads to

𝐷𝑜𝑏𝑠
𝐿 ≃ (1 + �̄�)2�̄�𝐴(1 + 2𝒗𝑒 · �̂� − 𝒗𝑜 · �̂�)

≃ (1 + �̄�)2�̄�𝐴(1 + 2𝒗𝑒 · �̂�) ,
(5.8)

where in the last equality 𝒗𝑜 is neglected. Therefore, it holds:

𝐷𝑜𝑏𝑠
𝐿 = �̄�𝐿(1 + 2𝒗𝑒 · �̂�) , (5.9)

and eq. (5.1) is recovered if only peculiar velocities are considered.

Eq. (5.9) is used by [298] to describe the LDS distortions. They can be calculated

following the standard procedure used to get the redshift space distortions in [163].

In the plane−parallel approximation defined in eq. (3.2.1), we define:

𝒗𝑒 · �̂� = �𝑣𝑒 . (5.10)

The association between background coordinates in real space and perturbed,

observed coordinates in LDS can be finally made using the comoving distance

space from eq. (2.15), through which it holds 𝜒(𝐷𝑜𝑏𝑠
𝐿

) = 𝑎𝐷𝑜𝑏𝑠
𝐿

= 𝑎�̄�𝐿 + 𝑎𝛿𝐷𝐿.

Considering eq. (5.9) and substituting the approximation from eq. (5.10), it holds:

𝜒𝑜𝑏𝑠 = 𝑎�̄�𝐿(1 + 2�𝑣) = 𝜒 + 𝛿𝜒 , (5.11)

where [𝜒, 𝜒𝑜𝑏𝑠] = [𝜒(�̄�𝐿), 𝜒(𝐷𝑜𝑏𝑠
𝐿

)] are computed by inverting eq. (2.18). Therefore,

eq. (5.11) can be rewritten as:

𝜒𝑜𝑏𝑠 = 𝜒(�̄�𝐿 + 𝛿𝐷𝐿) = 𝜒 + 𝜕𝜒𝑜𝑏𝑠

𝜕𝐷𝑜𝑏𝑠
𝐿

|︁|︁|︁|︁
�̄�𝐿

𝛿𝐷𝐿

= 𝜒 + 𝜕𝜒𝑜𝑏𝑠

𝜕𝑧

(︃
𝜕𝐷𝑜𝑏𝑠

𝐿

𝜕𝑧

)︃−1
|︁|︁|︁|︁
�̄�𝐿

𝛿𝐷𝐿.

(5.12)

Writing 𝛿𝐷𝐿 explicitly and considering that in a flat Universe 𝛿𝜒𝑜𝑏𝑠/𝛿𝑧 ≃ 𝛿𝜒/𝛿𝑧 =
1/𝐻(𝑧), eq. (5.12) becomes:

𝜒𝑜𝑏𝑠 = 𝜒 + 1

𝐻(𝑧)

(︃
𝜕𝐷𝑜𝑏𝑠

𝐿

𝜕𝑧

)︃−1
|︁|︁|︁|︁
�̄�𝐿

2�𝑣�̄�𝐿

= 𝜒 +
[︃
2�̄�𝐿

(︃
𝜕�̄�𝐿

𝜕𝑧

)︃−1
]︃
𝒗𝑒 · �̂�
𝐻(𝑧) .

(5.13)
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3: The Jacobian is defined

as the vector containing the

derivatives with respect to

all the directions.

When the low redshift limit 𝐻(𝑧) ≃ 𝐻0 is considered, eq. (5.13) is identical in

the structure to the redshift version of the peculiar velocity effect introduced in

eq. (3.48); the only difference between the two is the pre−factor between square

brackets. In the limit of the approximations used in this section, the Jacobian
3

of the transformation from 𝜒(𝐷𝑜𝑏𝑠
𝐿

) to 𝜒 = 𝑎�̄�𝐿 depends on the same pre−factor

multiplied by 𝑎. Therefore:

𝐽 =

[︃
𝑧

𝑧 + 𝑓𝐷𝐿 (𝒗𝒆 · �̂�)/𝐻(𝑧)

]︃
2
[︃
1 + 𝑓𝐷𝐿

𝜕

𝜕𝑧

(︃
𝒗 · �̂�
𝐻(𝑧)

)︃]︃−1

≃
[︃
1 + 𝑓𝐷𝐿

𝒗𝒆 · �̂�
𝑧𝐻(𝑧)

]︃−2
[︃
1 −

𝑓𝐷𝐿
𝐻(𝑧)

𝜕(𝒗 · �̂�)
𝜕𝑧

− 𝑓𝐷𝐿 (𝒗 · �̂�)𝜕𝐻(𝑧)−1

𝜕𝑧

]︃
≃
[︃
1 + 𝑓𝐷𝐿

𝒗𝒆 · �̂�
𝑧𝐻(𝑧)

]︃−2
[︃
1 −

𝑓𝐷𝐿
𝐻(𝑧)

𝜕(𝒗𝒆 · �̂�)
𝜕𝑧

−
𝑓𝐷𝐿 (𝒗𝒆 · �̂�)
𝐻(𝑧)2

]︃
𝐽 ≃ 1 − 𝑓𝐷𝐿

𝜕

𝜕𝑧

(︃
𝒗𝒆 · �̂�
𝐻(𝑧)

)︃
(5.14)

In the previous equation, we defined:

𝑓𝐷𝐿 =
2�̄�𝐿

1 + 𝑧

(︃
𝜕�̄�𝐿

𝜕𝑧

)︃−1

, (5.15)

which is analogous to the one described by [298], where it is indicated as leading

order term of the LDS distortions. The factor 𝑓𝐷𝐿 is showed in figure 5.1 and

it depends on the distance from the observer: through 𝑓𝐷𝐿 , LDS distortions are

enhanced with respect to redshift space distortions at 𝑧 ≳ 1.7, while they become

smaller than redshift space distortions at 𝑧 ≲ 1.7; due to this pre−factor, LDS

distortions are also vanishing as 𝑧 → 0.

Figure 5.1: 𝑓𝐷𝐿 factor com-

puted in eq. (5.15) assuming

the fiducial cosmology from

[13] and summarized in ta-

ble 2.1. The dotted lines indi-

cate the point in which LDS

distortions are equivalent to

redshift space distortions.

Eq. (5.13) can be used to recompute in LDS the density perturbation as it was done

in the case of redshift space in section 3.2.1. The conversion from redshift space to

LDS only change the value of the factor 𝑓 defined in eq. (3.54) it turns out to be

converted into 𝑓1 = 𝑓 · 𝑓𝐷𝐿 , with 𝑓𝐷𝐿 from eq. (5.15) [298].
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5.2.2 Lensing

The lensing term in LDS is relevant even at low 𝑧 [316, 321]. As a first implementation,

I modelled it following [315] and rewriting the transformation of the comoving

distance as:

𝜒𝑜𝑏𝑠 = 𝜒 + 𝜕𝜒

𝜕𝐷𝐿
𝛿𝐷𝐿 = 𝜒 + 𝜕𝜒

𝜕𝐷𝐿
𝐷𝐿𝜖 , (5.16)

where 𝜖 is the𝐷𝐿 perturbation defined in eq. (5.1), to which the lensing contribution

−� was added to follow the same procedure as in [315]. The comoving distance

𝜒𝑜𝑏𝑠 can be as well expressed as the perturbed quantity 𝜒𝑜𝑏𝑠 = 𝜒(1 + 𝜖𝜒), where

from eq. (5.16):

𝜖𝜒 =
𝜕𝜒

𝜕𝐷𝐿

𝐷𝐿

𝜒
𝜖 =

[︃(︃
𝜒 + (1 + 𝑧)𝜕𝜒

𝜕𝑧

)︃ (︃
𝜕𝜒

𝜕𝑧

)︃−1
]︃−1

𝜖
𝑎

=

(︃
𝜒 + 1

𝑎𝐻

)︃−1

1

𝐻

𝜖
𝑎
=

𝜖
1 + 𝑟𝐻

,

(5.17)

and 𝑟𝐻 = 𝐻𝑎𝜒. Therefore, 𝜒𝑜𝑏𝑠 = 𝜒[1 + 1/(1 + 𝑟𝐻)]. By applying the number

conservation to the source mean number density 𝑛(𝜒) in analogy to the standard

approach described in section 3.2.1 [163], one gets:

(1 + 𝛿𝑜𝑏𝑠) = (1 + 𝛿) 𝑛(𝜒)
𝑛(𝜒 + 𝜖𝜒𝜒)

(︃
𝑑3𝜒𝑜𝑏𝑠

𝑑3𝜒

)︃−1

= (1 + 𝛿) 𝑛(𝜒)
𝑛(𝜒) + 𝜖𝜒𝜒 𝜕𝑛/𝜕𝜒

(︃
𝜒𝑜𝑏𝑠

𝜒

)︃−2
(︃
𝜕

𝜕𝜒
(𝜒 + 𝜒𝜖𝜒)

)︃−1

≃ (1 + 𝛿)
(︃
1 − 𝜖𝜒

𝑑 ln 𝑛

𝑑 ln 𝜒
− 3𝜖𝜒 − 𝜒

𝑑𝜖𝜒

𝑑𝜒

)︃ (5.18)

Therefore:

𝛿𝑜𝑏𝑠 = 𝛿 − 𝜖𝜒
(︃
𝑑 ln 𝑛

𝑑 ln 𝜒
+ 3

)︃
− 𝜒

𝑑𝜖𝜒

𝑑𝜒

= 𝛿 − 𝜖
1 + 𝑟𝐻

(︃
𝑑 ln 𝑛

𝑑 ln 𝜒
+ 3 −

𝑓𝐷𝐿

2

+ 𝜒2(𝐻𝑎)2
1 + 𝑟𝐻

(𝐻𝑎),𝜏
(𝐻𝑎)2

)︃
− 𝜒𝐻𝑎

1 + 𝑟𝐻𝐻𝑎
𝑑𝜖
𝑑𝜒

,

(5.19)

and, by substituting the relation 𝜖 = 1 + 2𝒗 · �̂� − � (where we modified eq. (5.1)

with the convergence term as in [315]), then:

𝛿𝑜𝑏𝑠 = 𝛿 −
(︃
𝛼 +

𝑓𝐷𝐿
2𝐻𝑎

)︃
(1 + 2𝒗 · �̂� − �)

= 𝛿 − 2𝛼𝑣 −
𝑓𝐷𝐿
𝐻𝑎

𝑑𝑣

𝑑𝜒
+
(︃
𝛼 +

𝑓𝐷𝐿
2𝐻𝑎

𝑑

𝑑𝜒

)︃
� .

(5.20)

In the previous equation, 𝑓𝐷𝐿 is the same as in eq. (5.15), while:

𝛼 =
1

1 + 𝑟𝐻

(︃
𝑑 ln 𝑛

𝑑 ln 𝜒
+ 3 −

𝑓𝐷𝐿
2

+
𝑓𝐷𝐿

2(𝐻𝑎)2 (𝐻𝑎),𝜏
)︃
, (5.21)

which depends to the choice made for the source mean number density 𝑛(𝜒) and

its evolution 𝑑 ln 𝑛/𝑑 ln 𝜒.

Figure 5.2 shows the values of 𝛼 computed for the source distributions described

in section 5.3, which slightly differ from those in [315], because of the different
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comoving number densities used.

Figure 5.2: 𝛼 computed us-

ing eq. (5.21). Each curve as-

sumes a different evolution

of 𝑛(𝜒). By referring to sec-

tion 5.3, the green dashed

line is related to the distri-

bution of supernovae, the

red dot−dashed to binary

neutron stars and the con-

tinuous blue line to binary

black holes. The black dot-

ted line instead is associated

to non−evolving sources, for

which 𝑑 ln 𝑛𝑖/𝑑 ln 𝜒 = 0. In

the case 𝑧 = 0, all the dis-

tributions consider 𝛼 = 3:

this directly follows from

the number conservation of

sources between LDS and

real space.

In [315], the lensing contribution to LDS distortions is computed by including in

the integration kernel both the term in eq. (5.21) and the standard term −2�, due to

the lensing distortion of the angular position. Both these terms, together with the

peculiar velocity contribution described in section 5.2.1, alter the observed density

fluctuations 𝛿𝐿𝐷𝑆 with respect to the intrinsic ones 𝛿. Naming 𝛿𝑣
𝐿𝐷𝑆

and 𝛿�
𝐿𝐷𝑆

the

peculiar velocity and lensing distortions on 𝛿, the observed density fluctuations

can be described as:

𝛿𝐿𝐷𝑆 = 𝛿 + 𝛿𝑣𝐿𝐷𝑆 + 𝛿�𝐿𝐷𝑆

= 𝛿 − 2𝛼𝑣 −
𝑓𝐷𝐿
𝑎𝐻

𝑑𝑣

𝑑𝜒
+
(︃
−2 + 𝛼 +

𝑓𝐷𝐿
2𝑎𝐻

𝑑

𝑑𝜒

)︃
� .

(5.22)

Eq. (5.22) is the same as the one originally derived in [315], where 𝛾 = 𝑓𝐷𝐿/2 is

used. The lensing contribution of [315] to the overdensity can then be written as:

𝛿�𝐿𝐷𝑆 =

∫ ∞

0

𝑑𝜒′𝑤(𝜒, 𝜒′)∇2

�̂� 𝜓[𝜏′, �̂�𝜒′] , (5.23)

where the lensing kernel 𝑤(𝜒, 𝜒′) is computed using eq. (3.64), its derivative and

eq. (5.22):

𝑤(𝜒, 𝜒′) = 𝜒′

𝜒

[︃
(−2 + 𝛼)(𝜒 − 𝜒′) +

𝑓𝐷𝐿
2𝑎𝐻

𝜒′

𝜒

]︃
. (5.24)

This expression differs from that of the redshift space kernel defined in eq. (3.64),

which is 𝑤(𝜒, 𝜒′) = (−2 + 5𝑠∗)(𝜒 − 𝜒′)𝜒′/𝜒 (compare with [165]). In particular,

the 𝑓𝐷𝐿 and 𝛼 terms in eq. (5.15) and eq. (5.21) introduce the dependence on the

distance from the observer, on the lensing convergence derivative along the LoS

and on the source mean number density 𝑛(𝜒). Moreover, the magnification bias, 𝑠∗,
is not included: this term is neglected in [315], and I decided to keep its formulation

at this level.

5.2.3 Numerical implementation

LDS distortions can be formally treated as redshift space distortions, once the

corrections described in sections 5.2.1 and 5.2.2 are properly taken into account.
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These modify the transfer function defined in section 2.2.2: in particular, in the case

of peculiar velocity effects, each term including 𝑣𝑘 in Δ𝑙(𝑧, 𝑘) inherits the factor 𝑓𝐷𝐿
from eq. (5.15). In the case of lensing, as described in [315], the correction comes

from the lensing kernel from eq. (5.24).

These corrections have been implemented in the public code CAMB [165]. When

calculating the spectra in redshift space, the original code relies on the integrated

version of the expressions in eq. (3.59) and eq. (3.69), which all depend on the

spherical Bessel function 𝑗𝑙(𝑘𝜒) and not on its derivatives. The conversion to LDS

is made by considering a sufficiently fine distance binning of the data: in this case,

without loss of accuracy, inside each bin it is possible to neglect the 𝜒 dependence

of 𝑓𝐷𝐿 . By doing so, CAMB built−in expressions are simply multiplied by 𝑓𝐷𝐿 , which

is computed through eq. (5.15) in the centre of the bin. Analogously, the lensing

kernel in LDS is implemented in place of the original one.

Figure 5.3 shows the resulting contribution of peculiar velocity and lensing to LDS

distortions, with respect to the intrinsic overdensity, in the case of low and high

distances. The shift in the lensing term when moving from redshift to LDS is bigger

than the shift in the peculiar velocity case, as figure 5.4 shows; however, the lensing

term still remains subdominant in LDS.

Figure 5.3: Overdensity

(black dotted), LDS distor-

tions due to peculiar veloc-

ities (purple) and lensing

(green) contribution to the

𝐶𝑙 when Limber is not con-

sidered. Dashed lines are

used for negative contribu-

tions. The left plot refers to

low redshift 𝑧 ∈ [0.6, 0.8],
while the right one to high

redshift 𝑧 ∈ [2.6, 2.8]. All

the curves refer to the bi-

nary black hole distribution

described in section 5.3.

Figure 5.4: Comparison be-

tween peculiar velocities

distortions in LDS (purple

dotted) and redshift space

(pink) and between lensing

in LDS (green dotted) and

redshift space (light green);

dashed or dot−dashed lines

are used for negative con-

tributions. On the left, the

binary black hole distribu-

tion from section 5.3 at low

redshift 𝑧 ∈ [0.6, 0.8] is con-

sidered, while on the right

the same at 𝑧 ∈ [2.6, 2.8] is

used. The lower plots show

the residuals relative to the

absolute values of quantities

in LDS.
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4: Even if the analysis is pre-

formed in luminosity dis-

tance space, we will often re-

fer to redshift, since it is the

quantity commonly used in

cosmological studies. If not

explicitly specified, the con-

version between 𝑧 and 𝐷𝐿
is done through eq. (2.18)

in the fiducial cosmology ta-

ble 2.1.

5: Even if the analysis is pre-

formed in luminosity dis-

tance space, we will usu-

ally refer to redshift, since

it is the quantity commonly

used in cosmological stud-

ies. If not explicitly speci-

fied, the conversion between

𝑧 and 𝐷𝐿 is done through

eq. (2.18) in the fiducial cos-

mology table 2.1.

6: When talking about dis-

tributions, we will refer to bi-

nary compact object merger

or GW event interchange-

ably, since the former trigger

the latter.

7: The metallicity describes

how abundant metal ele-

ments are with respect to

the Hydrogen content of the

galaxy.

5.3 Modelling source distribution and bias

The analysis performed in [2, 3] is based on the study of the clustering in LDS. To

perform it, both the number distribution depending on the distance
4

and the bias

with respect to the underlying smooth DM distribution need to be modelled. The

following sections describe how these were found for gravitational waves from

binary mergers and supernovae.

5.3.1 Merger distribution

To study the clustering of GW merger events, both their number distribution in

redshift
5

and their bias with respect to the underlying smooth DM distribution

need to be modelled. To do so, simulations of binary compact object mergers
6

from

[204, 205, 322] are considered: these are run inside a box having comoving side

𝐿 = 25 Mpc, which is evolved across cosmic time.

Here, galaxies from the EAGLE cosmological simulation [206, 207] are seeded with

binary compact objects from population−synthesis simulations obtained with

MOBSE [323, 324]. Further detail about the simulations are given in chapter 7. We

adopted the number distribution extracted from the simulations for mergers of

Binary Neutron Stars (BNS), Binary Black Holes (BBH) and Black Hole Neutron Star

systems (BHNS; these have been analysed, but since their results are intermediate

between BNS and BBH for the clarity of the text we decided to not report them).

depending on the redshift 𝑧, the stellar mass 𝑀∗ and the Star Formation Rate 𝑆𝐹𝑅

of the host galaxy. The metallicity
7

dependence is present in the simulation, but it

is marginalised over at the beginning of the analysis.

Table 5.1, and table 5.2 respectively describe the 22 redshift snapshot in which the

simulations has been run and the [𝑀∗ , 𝑆𝐹𝑅] bins in which the host galaxies of the

mergers are divided. The number of events in each snapshot does not take place at a

very fixed redshift, but within [𝑧 − 𝛿𝑧, 𝑧 + 𝛿𝑧] = 𝑇𝑆𝐼𝑀 . Each snapshot is associated

with a different interval; all of them are reported in table 5.1 in units of time. From

the simulations, two distributions have been extracted: the intrinsic one and the

one reduced by including observational effects from the Einstein Telescope.

Table 5.1: Redshift and time duration𝑇𝑆𝐼𝑀 [𝐺𝑦𝑟] of the snapshots from which simulated data are extracted. The snapshots 𝑧 = 2.22·10
−16

and 𝑧 = 0.1 are considered together in the analysis.

𝑧 𝑇𝑆𝐼𝑀 [Gyr] 𝑧 𝑇𝑆𝐼𝑀 [Gyr] 𝑧 𝑇𝑆𝐼𝑀 [Gyr] 𝑧 𝑇𝑆𝐼𝑀 [Gyr]
2.22 ·10

−16
0.676 0.61 0.737 1.74 0.525 3.98 0.223

0.10 1.161 0.73 0.685 2.00 0.409 4.49 0.194

0.18 0.947 0.86 0.634 2.24 0.312 5.04 0.150

0.27 0.902 1.00 0.757 2.48 0.402 5.49 0.113

0.37 0.987 1.26 0.770 3.02 0.429 6.00 0.145

0.50 0.930 1.49 0.596 3.53 0.294

Figure 5.5 and figure 5.6 report some examples of the ET−selected distributions

extracted from the simulation. In particular, figure 5.5 shows that at lower 𝑧 host

galaxies with smaller 𝑀∗ can host an higher number of binary black hole mergers.

Figure figure 5.6 shows instead that galaxies with higher 𝑆𝐹𝑅 hosts more mergers.
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Table 5.2: Stellar mass 𝑀∗ [𝑀⊙] and star formation rate (𝑆𝐹𝑅 [𝑀⊙ 𝑦𝑟−1]) bins in which the galaxies hosting the mergers are divided.

log𝑀∗ bins log𝑀∗ bins log𝑀∗ bins log 𝑆𝐹𝑅 bins log 𝑆𝐹𝑅 bins log 𝑆𝐹𝑅 bins

7.00, 7.33 7.33, 7.67 7.67, 8.00 −5.50,−4.97 −4.97,−4, 43 −4.43,−3.90

8.00, 8.33 8.33, 8.67 8.67, 9.00 −3.90,−3.37 −3.37,−2.83 −2.83,−2.30

9.00, 9.33 9.33, 9.67 9.67, 10.0 −2.30,−1.77 −1.77,−1.23 −1.23,−0.70

10.0, 10.3 10.3, 10.7 10.7, 11.0 −0.70,−0.17 −0.17, 0.37 0.37, 0.90

11.0, 11.3 11.3, 11.7 11.7, 12.0 0.90, 1.43 1.43, 1.97 1.97, 2.50

Figure 5.5: Number of

ET−selected binary black

hole mergers extracted from

the simulations in function

of 𝑀∗. The bin in 𝑆𝐹𝑅 is

fixed (the value in the leg-

end indicates the mean in

the bin), while 𝑧 is varied.

The transparency in the blue

distribution allows to see

where the distributions over-

lap.

Figure 5.6: Number of

ET−selected binary black

hole mergers extracted from

the simulations in function

of 𝑀∗. The bin in 𝑧 is fixed,

while 𝑆𝐹𝑅 (the value in the

legend indicates the mean in

the bin) is varied. The trans-

parency in the blue distribu-

tion allows to see where the

distributions overlap.

For each merger type 𝑚 = BNS, BBH, BHNS, the distribution extracted from the

simulation is indicated as

⟨︁
𝑁𝑆𝐼𝑀
𝑚 (𝑧)|𝑀𝑏𝑖𝑛

∗ , 𝑆𝐹𝑅
⟩︁

since it represents the expected

value of the probability distribution of having 𝑁𝑆𝐼𝑀
𝑚 mergers inside an host galaxy

described by 𝑀∗ , 𝑆𝐹𝑅 at a certain 𝑧. All the distributions are marginalized over

𝑀∗ and 𝑆𝐹𝑅: thanks to the bin discretization, this can be simply done setting:

𝑁𝑆𝐼𝑀
𝑚 (𝑧) =

∑︂
𝑀∗

∑︂
𝑆𝐹𝑅

⟨︁
𝑁𝑆𝐼𝑀(𝑧)|𝑀𝑏𝑖𝑛

∗ , 𝑆𝐹𝑅
⟩︁
. (5.25)

𝑁𝑆𝐼𝑀(𝑧) indicates the number of binaries that merge inside the box comoving

volume 𝑉𝑆𝐼𝑀 = 𝐿3
in certain time interval 𝑇𝑆𝐼𝑀(𝑧) (see table 5.1). Therefore, the

merger rate of these events can be found as 𝑁𝑆𝐼𝑀(𝑧)/𝑇𝑆𝐼𝑀(𝑧). This can then be

transformed into detection rate by converting the clock in the source rest frame
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into the clock in the observer one. The conversion in made through:

𝑑𝑡𝑆𝐼𝑀

𝑑𝑡𝑂𝐵𝑆
=

1

1 + 𝑧 . (5.26)

Therefore it holds:

𝑁𝑚(𝑧) = 𝑇𝑂𝐵𝑆
𝑁𝑆𝐼𝑀
𝑚 (𝑧)

𝑇𝑆𝐼𝑀(𝑧)
𝑑𝑡𝑆𝐼𝑀

𝑑𝑡𝑂𝐵𝑆
= 𝑇𝑂𝐵𝑆

𝑁𝑆𝐼𝑀
𝑚 (𝑧)

𝑇𝑆𝐼𝑀(𝑧)
1

1 + 𝑧 , (5.27)

where 𝑇𝑂𝐵𝑆 is the survey duration expressed in years. The same conversion can be

done before the marginalization is performed i.e., over

⟨︁
𝑁𝑆𝐼𝑀
𝑚 (𝑧)|𝑀𝑏𝑖𝑛

∗ , 𝑆𝐹𝑅
⟩︁
:

⟨︁
𝑁𝑚(𝑧)|𝑀𝑏𝑖𝑛

∗ , 𝑆𝐹𝑅
⟩︁
=

𝑇𝑂𝐵𝑆

𝑇𝑆𝐼𝑀(𝑧)

⟨︁
𝑁𝑆𝐼𝑀
𝑚 (𝑧)|𝑀𝑏𝑖𝑛

∗ , 𝑆𝐹𝑅
⟩︁

1 + 𝑧 . (5.28)

The merger number distribution from eq. (5.27) is converted into number density

observed per redshift bin per solid angle 𝑑2𝑁𝑚/𝑑𝑧𝑑Ω. To do so, the side of the

simulated box 𝐿 has to be projected at each redshift both on the LoS and on its

perpendicular direction. This is done by setting:

Δ𝑧 = 𝐿
𝐻(𝑧)
𝑐

, ΔΩ𝑏𝑜𝑥 =

(︃
𝐿

𝐷𝐴(𝑧)

)︃
2

=

(︃
𝐿

𝐷𝐿(𝑧)/(1 + 𝑧)2

)︃
2

(5.29)

where 𝐷𝐴(𝑧) is the angular distance from eq. (2.19) and 𝑐 the speed of light. Thus,

the merger number density is:

𝑑2𝑁𝑚

𝑑𝑧𝑑Ω
= 𝑁𝑚(𝑧)

𝑐

𝐿𝐻(𝑧)

(︃
𝐷𝐿(𝑧)
𝐿(1 + 𝑧)2

)︃
2

. (5.30)

The values of 𝑑2𝑁𝑚/𝑑𝑧𝑑Ω are computed in the 22 snapshots of the simulation and

then interpolated through the skewed Gaussian:

𝑑2𝑁𝑚

𝑑𝑧𝑑Ω
= 2

[︃
𝐴 exp

(︃
−(𝑧 − �̄�)2

2 𝜎2

)︃]︃ [︃
1

2

(︃
1 + erf

(︃
𝛼(𝑧 − �̄�)
𝜎2

√
2

)︃)︃]︃
, (5.31)

finding 𝐴 = 10
3.22 , �̄� = 0.37, 𝜎2 = 1.42, 𝛼 = 5.48 if 𝑚 = BBH, while 𝐴 = 10

3.07 , �̄� =

0.19, 𝜎2 = 0.15, 𝛼 = 0.8 if 𝑚 = BNS. The distributions founds are in agreement

with results from [325], keeping into account that the observational ET selection

function produces a stronger decrease, in our case, in the number of BNS compared

to BBH.

The observed number density is reported in figure 5.7; a 3 yr observation run is

assumed.

5.3.2 Merger clustering

Section 3.1.1 and section 3.3 introduced the idea that GW surveys observing

astrophysical binary mergers can be statistically described in relation to the host

galaxy distribution and, consequently, they can be related to the underlying DM

halos and to the DM field. For this reason, the bias of the binary merger distribution

can be computed analogously to the galaxy bias, by relying on the HOD based

approach defined in section 3.3.
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Figure 5.7: Merger num-

ber distribution 𝑑𝑁2/𝑑𝑧𝑑Ω;

the dots are data computed

in the simulated snapshots,

while the line is interpolated

through eq. (5.31). A 3 yr ob-

servation run with ET is as-

sumed. The total number of

sources integrated in 𝑑𝑧 and

𝑑Ω is 10
4.14

for BNS (red,

dot dashed line), 10
4.79

for

BBH (blue, continuous line).

8: We will refer to this

quantity as the merger

Galaxy Occupation Distri-

bution (HOD/GOD), in

analogy to the galaxy halo

occupation distribution de-

fined in eq. (3.76).

We express therefore the merger bias as:

𝑏𝑚(𝑧) =
∫ 𝑀𝑚𝑎𝑥

∗

𝑀𝑚𝑖𝑛
∗

𝑑𝑀∗

∫ 𝑆𝐹𝑅𝑚𝑎𝑥

𝑆𝐹𝑅𝑚𝑖𝑛
𝑑𝑆𝐹𝑅 𝑛𝑔(𝑧, 𝑀∗ , 𝑆𝐹𝑅) 𝑏𝑔(𝑧, 𝑀∗ , 𝑆𝐹𝑅)

⟨︁
𝑁𝑚(𝑧)|𝑀∗ , 𝑆𝐹𝑅

⟩︁
𝑛𝑚(𝑧)

.

(5.32)

where 𝑀∗ , 𝑆𝐹𝑅 are the host galaxy stellar mass and star formation rate and⟨︁
𝑁𝑚(𝑧)|𝑀∗ , 𝑆𝐹𝑅

⟩︁
, already introduced in eq. (5.28), is the the expected value of

the probability distribution
8

of having 𝑁𝑚 mergers inside an host galaxy of a

certain class at a certain 𝑧. The merger number density 𝑛𝑚(𝑧), which is expressed

in ℎ3
Mpc

−3
, is computed as:

𝑛𝑚(𝑧) =
∫ 𝑀𝑚𝑎𝑥

∗

𝑀𝑚𝑖𝑛
∗

𝑑𝑀∗

∫ 𝑆𝐹𝑅𝑚𝑎𝑥

𝑆𝐹𝑅𝑚𝑖𝑛
𝑑𝑆𝐹𝑅 𝑛𝑔(𝑧, 𝑀∗ , 𝑆𝐹𝑅)

⟨︁
𝑁𝑚(𝑧)|𝑀∗ , 𝑆𝐹𝑅

⟩︁
. (5.33)

As for the galaxy number density 𝑛𝑔(𝑧, 𝑀∗ , 𝑆𝐹𝑅) and bias 𝑏𝑔(𝑧, 𝑀∗ , 𝑆𝐹𝑅) in

eq. (5.32), they are computed following the standard HOD approach applied in

each of the 𝑀∗ , 𝑆𝐹𝑅 bins. In particular, referring to eq. (3.78) and eq. (3.79):

𝑛𝑔(𝑧, 𝑀∗ , 𝑆𝐹𝑅) =
∫ +∞

𝑚𝑚𝑖𝑛

𝑑𝑚 𝑛ℎ(𝑧, 𝑚)
⟨︁
𝑁𝑔(𝑀∗ , 𝑆𝐹𝑅)|𝑚

⟩︁
𝑏𝑔(𝑧, 𝑀∗ , 𝑆𝐹𝑅) =

∫ +∞

𝑚𝑚𝑖𝑛,(∗,𝑆𝐹𝑅)
𝑑𝑚 𝑛ℎ(𝑧, 𝑚) 𝑏ℎ(𝑧, 𝑚)

⟨︁
𝑁𝑔(𝑀∗ , 𝑆𝐹𝑅)|𝑚

⟩︁
𝑛𝑔(𝑧, 𝑀∗ , 𝑆𝐹𝑅)

,

(5.34)

where the galaxy type introduced in the HOD expression from eq. (3.76) has been

identified with the [𝑀∗ , 𝑆𝐹𝑅] bins. 𝑛ℎ(𝑧, 𝑚) is the halo mass function defined in

section 3.1.1 and eq. (3.14): the minimum mass 𝑚𝑚𝑖𝑛,(∗,𝑆𝐹𝑅)
required from a halo to

form a certain galaxy depends on its stellar mass and star formation rate.

In the following, we summarize the expressions assumed or obtained per each of

the distributions entering, in the order, eq. (5.34), eq. (5.33) and eq. (5.32).

Halo properties

The statistical properties required for the halo distribution are extracted from the

python.hmf library [149]; the critical density for the spherical collapse 𝛿𝑐(𝑧) and

the mass variance 𝜎(𝑧, 𝑚) are obtained from python.hmf as well. The halo mass
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function 𝑛ℎ(𝑧, 𝑚) (see section 3.1.1) defined in [148] is used; as for the halo linear

bias, this is computed as [326] suggests, through:

𝑏ℎ(𝑧, 𝑚) = 1 + 1√
𝑎𝛿𝑐

[︃√
𝑎 𝑎� +

√
𝑎𝑏(𝑎�)1−𝑐 − (𝑎�)𝑐

(𝑎�)𝑐 + 𝑏(1 − 𝑐)(1 − 𝑐/2)

]︃
, (5.35)

where � = �(𝑧, 𝑚) = 𝛿2

𝑐(𝑧)/𝜎(𝑧, 𝑚)2 , 𝑎 = 0.707, 𝑏 = 0.5, 𝑐 = 0.6; the expression

is fitted on cosmological simulations. As minimum and maximum mass for the

halos, the values 𝑚𝑚𝑖𝑛 = 10
8 ℎ−1 𝑀⊙ and 𝑚𝑚𝑎𝑥 = 10

19 ℎ−1 𝑀⊙ are arbitrarily set.

Figure 3.1 and figure 5.8 show respectively the halo mass function and the linear

halo bias adopted. As it was motivated in section 3.1.2, the bias is larger for more

massive halos: these, in fact, are related with the denser peaks in the DM matter

distribution, which turn out to be more clustered. The same reason explains why

the bias is larger for higher 𝑧, since the denser peaks collapse sooner.

Figure 5.8: Linear halo

bias at 𝑧 = [0, 2, 4, 6, 8]
as a function of the halo

mass. The bias is com-

puted as in eq. (5.35)

[326]. The values required

to get �(𝑧, 𝑚) are com-

puted with the python.hmf
library [149]. The mini-

mum and maximum halo

mass are set respectively

to 𝑚𝑚𝑖𝑛 = 10
8 ℎ−1 𝑀⊙ ,

𝑚𝑚𝑎𝑥 = ℎ−1
10

19 𝑀⊙ .

Galaxy properties

To obtain information on the galaxy distribution, it is possible to match the Stellar

Mass Function (SMF) Φ(𝑧, 𝑀∗ , 𝑆𝐹𝑅) = 𝑑3𝑁/𝑑𝑉𝑑𝑀∗𝑑𝑆𝐹𝑅 i.e., the number of

galaxies per unit comoving volume, unit stellar mass and unit star formation rate,

with the HOD model

⟨︁
𝑁𝑔 |𝑚

⟩︁
of the simulated data.

The SMF of the simulation dataset is obtained by interpolating the data extracted

from the EAGLE simulation (e.g., see [204]) in the snapshots reported in table 5.1.

Through the distribution obtained, the galaxy number density in units of ℎ3
Mpc

−3

is computed in each redshift snapshot per each stellar mass bin and star formation

rate bin (see table 5.2). This is done through:

𝑛𝑔(𝑧) = ℎ3

∫ 𝑀𝑚𝑎𝑥
∗

𝑀𝑚𝑖𝑛
∗

Φ(𝑧, 𝑀∗) 𝑑𝑀∗ , (5.36)

which is then combined with the HOD of the EAGLE simulation. Such model is
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Figure 5.9: Galaxy bias de-

pending on 𝑧 in 3 differ-

ent 𝑆𝐹𝑅 bin. The 𝑀∗ depen-

dence has been marginal-

ized out. All the bias mod-

els are computed by inter-

polating 𝑏𝑔(𝑧) = 𝑎0 + 𝑎1𝑧 +
𝑎2𝑧

2 + 𝑎3𝑧
3

as described in

eq. (5.39).

9: The 𝑆𝐹𝑅 indicated is the

mean value in the bin which

the galaxies belong to.

defined in [204] as:⟨︁
𝑁𝑔 |𝑚

⟩︁
=
⟨︁
𝑁 𝑐𝑒𝑛𝑡𝑟𝑎𝑙
𝑔

⟩︁
+
⟨︁
𝑁 𝑠𝑎𝑡𝑒 𝑙𝑙𝑖𝑡𝑒𝑠
𝑔

⟩︁
=

[︃
1 + erf

(︃
log(𝑚) − log(𝑚𝑚𝑖𝑛)

𝜎log𝑚

)︃]︃
2

+
⎧⎪⎪⎨⎪⎪⎩
[︃
𝑚 − 𝑚𝑐𝑢𝑡

𝑚1

]︃𝛼
if

𝑚 − 𝑚𝑐𝑢𝑡

𝑚1

⩾ 0

0 otherwise

.

(5.37)

The parameters 𝜎
log(𝑚) = 0.318, 𝑚𝑐𝑢𝑡 = 10

11.90 ℎ−1 𝑀⊙ , 𝛼 = 1.17 are fixed, while

𝑚1 is calculated as 𝑚1 = 14.25 · 10
13.32 − 𝑚𝑐𝑢𝑡

. The parameter 𝑚𝑚𝑖𝑛
, is free instead:

its value 𝑚𝑚𝑖𝑛,(∗,𝑆𝐹𝑅)
has to be related with the [𝑀∗ , 𝑆𝐹𝑅] bins of the simulation.

This is done per each redshift snapshot through the minimization [327] of:

Δ𝑛𝑔 = ℎ3

∫ 𝑀𝑚𝑎𝑥
∗

𝑀𝑚𝑖𝑛
∗

𝑑𝑀∗

∫ 𝑆𝐹𝑅𝑚𝑎𝑥

𝑆𝐹𝑅𝑚𝑖𝑛
𝑑𝑆𝐹𝑅Φ(𝑀∗ , 𝑆𝐹𝑅)−

∫ 𝑚𝑚𝑎𝑥

𝑚𝑚𝑖𝑛,(∗,𝑆𝐹𝑅)
𝑑𝑚

⟨︁
𝑁𝑔 |𝑚

⟩︁
𝑛ℎ(𝑧, 𝑚) .

(5.38)

The galaxy HOD and number density obtained through this procedure are com-

bined to compute the bias 𝑏𝑔(𝑧, 𝑀∗ , 𝑆𝐹𝑅) as in eq. (5.34). Figure 5.9 shows some

example of galaxy bias depending on 𝑧 computed in different 𝑆𝐹𝑅 bins. The 𝑀∗
dependence, in this case, has been marginalized out. Each curve is described by

the polynomial interpolation:

𝑏𝑔(𝑧) = 𝑎0 + 𝑎1𝑧 + 𝑎2𝑧
2 + 𝑎3𝑧

3 , (5.39)

where 𝑎0 , 𝑎1 , 𝑎2 , 𝑎3 depend on the 𝑆𝐹𝑅 bin considered. In the cases showed in

the plot,
9

they are find to be:

𝑎0 = 1.45, 𝑎1 = 0.2, 𝑎2 = 0.08, 𝑎3 = 0.0 if 𝑆𝐹𝑅 ≃ 0.01𝑀⊙ 𝑦𝑟
−1

𝑎0 = 1.32, 𝑎1 = 0.58, 𝑎2 = −0.11, 𝑎3 = 0.03 if 𝑆𝐹𝑅 ≃ 0.44𝑀⊙ 𝑦𝑟
−1

𝑎0 = 1.52, 𝑎1 = 0.5, 𝑎2 = −0.03, 𝑎3 = 0.02 if 𝑆𝐹𝑅 ≃ 5.14𝑀⊙ 𝑦𝑟
−1 .

(5.40)

Figure 5.9 highlights that galaxies where the 𝑆𝐹𝑅 is higher have a larger bias: this

implies that they are found in the more massive halos.
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Figure 5.10: Bias of BNS

(red) and BBH (blue)

ET−selected distributions.

The dots indicate the values

obtained in each simulation

snapshot from table 5.1,

while the line shows the lin-

ear interpolation obtained

through eq. (5.41). BNS dots

stops at 𝑧 ∼ 2 in agreement

with the distribution shown

in figure 5.7.

Merger bias

The bias associated with the mergers i.e., the weighted bias of the galaxies that host

them, is finally computed using eq. (5.32). As figure 5.10 shows, for both BBH and

BNS the bias is modelled by fitting a linear function:

𝑏𝑚(𝑧) = 𝐴𝑚𝑧 + 𝑞𝑚 = 𝐴𝑚(𝑧 + 𝐵𝑚)𝑃𝑚 , (5.41)

where 𝑃𝐵𝐵𝐻 = 𝑃𝐵𝑁𝑆 = 1, while 𝐴𝐵𝐵𝐻 = 0.7, 𝐵𝐵𝐵𝐻 = 𝐴𝐵𝐵𝐻/𝑞𝐵𝐵𝐻 = 2.68 for BBH

and 𝐴𝐵𝑁𝑆 = 0.76, 𝐵𝐵𝑁𝑆 = 2.46 for BNS. Fiducial values are fitted on the simulated

data.

A linear merger bias is often assumed in the few studies on the subject currently

available in literature (see e.g., [328]). By using the HOD/GOD based approach,

however, we have not made any initial assumption: the linear bias is obtained

starting from merger distributions based on simulations that take into account

stellar population synthesis models, so that the relation between binary mergers

and the properties of their host galaxies is motivated by astrophysical models

(more detail about the simulations are given in chapter 7 and in [204, 205, 322]).

The linear trend of the BBH bias curve in figure 5.10 is in full agreement with

e.g., the results from [325] at redshift 𝑧 < 4. At higher redshift, the results in

[325] display a flattening of the bias curve: this is likely due to the fact that [325]

includes only mergers from star−forming galaxies, which are a subset of the total

amount of galaxies that is instead consider in the EAGLE simulation used here. The

impact of the mergers at such high redshift, anyway, does not significantly affect the

forecast analysis carried on in section 5.5 and section 5.6, since the low abundance

of mergers at 𝑧 > 4 makes their contribution to the final constraints negligible.

5.3.3 Supernovae distribution and bias

In the analysis developed in [3], supernovae IA has been included so to develop the

multi−tracer technique described in section 5.4. To model the number distribution,

the SN rate provided in [329] has been combined with the Status Quo completeness

that the work by [330] describes for the Vera Rubin Observatory. The rate in the

source rest frame is modelled as:

𝑟𝐼𝐴 = 2.6 · 10
−5(1 + 𝑧)2.5 ℎ3

70
Mpc

−3

yr
−1 , (5.42)
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where ℎ70 is the rescaling of 𝐻0 = 70 km s
−1

Mpc
−3

determined by the fiducial

cosmology. The conversion to the observer rest frame is performed using the same

factor as in eq. (5.27). The completeness of the survey i.e., the fraction of events

that are detected, is modelled as:

C= 𝛾𝑆𝑁

(︃
𝑧

𝛼𝑆𝑁

)︃𝛽𝑆𝑁−1

𝑒(−𝑧/𝛼𝑆𝑁 )
𝛽𝑆𝑁

, (5.43)

where 𝛼𝑆𝑁 , 𝛽𝑆𝑁 , 𝛾𝑆𝑁 are chosen to reproduce the completeness trend in [330].

A box having comoving size 𝐿 = 1 Mpc and a 𝑇𝑂𝐵𝑆
𝑆𝑁

= 5 yr observational run are

considered to compute the observed number of SN events as:

𝑁𝑆𝑁 (𝑧) = 𝑇𝑂𝐵𝑆𝑆𝑁 C𝐿3 𝑟𝐼𝐴 . (5.44)

The distribution obtained is shown in figure 5.11; the total number of events is

∼ 10
4.86

, which is slightly more pessimistic than what both [330, 331] report.

To model the SN bias, a constant value is assumed in the full redshift range observed

by LSST i.e., 𝑧 ∈ [0, 1]. This follows the conservative prescription made in [332],

where SN are assumed to follow galaxy bias. The value we choose is 𝑏𝑆𝑁 = 1.9,

which is the 𝑏𝑔(𝑧) value obtained by integrating the galaxy bias from eq. (5.39) over

𝑀∗ and 𝑆𝐹𝑅 and averaging it between 𝑧 = 0 and 𝑧 = 1. In order to use the same

model as in eq. (5.41), the parameters 𝐴𝑆𝑁 = 1.9, 𝐵𝑆𝑁 = 0 and 𝑃𝑆𝑁 = 0 are defined.

Figure 5.12 shows the bias obtained.

Figure 5.11: 𝑑2𝑁/𝑑𝑧𝑑Ω for

the sources considered in

the analysis: SN observed

by the Vera Rubin Observa-

tory in the Status Quo con-

figuration (green dashed,

see section 5.3.3), BNS

(red dot−dashed, see sec-

tion 5.3.1) and BBH ob-

served by ET (blue, see sec-

tion 5.3.2). Merger distri-

butions are the same as

figure 5.7 𝑧𝑚𝑎𝑥 per each

source depends on the de-

tector horizon described in

table 5.3.

Figure 5.12: Fiducial bias

models considered in the

analysis. The color legend

is the same as in figure 5.11;

the bias lines for the mergers

are the same as in 5.10.
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5.4 Forecast analysis

In [2, 3], we developed a forecast analysis of future surveys in luminosity distance

space to understand their constraining power on cosmological and bias parameters.

Section 5.4.1 characterizes the properties of the surveys we considered. Section

5.4.2 and section 5.4.3, instead, present the statistical tools adopted. Results are

then reported in section 5.5 and section 5.6.

5.4.1 Survey specifications

In this work, we refer to third gravitational wave detector from the ground. As

described in chapter 4, the ground choice is made according to the kind of sources

we assume to observe: mergers of compact binaries of ∼ tenths solar masses, in

fact, produce GW which rely in the sensitivity band of ground detectors. Currently

existing interferometers, however, are characterised by a local horizon, inside

which only sources at 𝑧 << 1 can be observed: for this reason, third generation

interferometers are required.

The baseline case for the analysis, therefore, is the Einstein Telescope [257]; other,

more futuristic scenarios are analysed as well. Each detector is characterized through

the horizon, the detected number of sources, the luminosity distance uncertainty

and the sky localization uncertain: all the specifications are summarized in table 5.3.

The table includes also the characteristics of the Vera Rubin Observatory (VRO)

which is assumed in section 5.4.3 to include the supernovae survey in the analysis

Table 5.3: Survey specifications (specs): observed sky area, luminosity distance and sky localization uncertainties (Δ𝐷𝐿/𝐷𝐿, ΔΩ,

respectively; where the sky localization is ≤ few arcmin
2

we assumed ΔΩ ∼ 0), detector horizon 𝑧𝑚𝑎𝑥 . VRO specs are in accordance

with [331]. ET specs are compatible with [333] (full description depending on frequency and distance for BNS) and [334] (full analysis

for BBH). 𝑁𝑇𝑂𝑇
is computed as described in section 5.3.1 and section 5.3.3 assuming 𝑇𝑂𝐵𝑆 .

Survey Source Area [deg
2] Δ𝐷𝐿/𝐷𝐿 ΔΩ [deg

2] 𝑧𝑚𝑎𝑥 𝑇𝑂𝐵𝑆 𝑁𝑇𝑂𝑇

ET

BNS

Full sky

0.3
100

2

3 yr

10
4.14

BBH 0.1 5 10
4.79

ET×3

BNS

Full sky

0.3 10 2

3 yr

10
4.14

BBH 0.1 3 5 10
4.79

ET×3 BNS

Full sky

0.3
0.5

2

3 yr

10
4.14

High localization BBH 0.1 5 10
4.79

High precision

BNS

Full sky

0.1 𝑧 ≤ 2 ∼ 0

2

3 yr

10
4.14

BBH 0.03 𝑧 > 2 5 10
4.79

High precision BNS

Full sky

0.1 𝑧 ≤ 2 ∼ 0

2

3 yr

10
6.14

Numerous sources BBH 0.03 𝑧 > 2 5 10
6.79

VRO SN 18000 0.15 ∼ 0 1 5 yr 10
4.86

The horizon is defined as the maximum distance at which sources can be observed.

For all the detectors, we set it to be 𝑧 = 5 for BBH, 𝑧 = 2 for BNS, according with the

source distributions modelled in section 5.3.1. In luminosity distance space, these

correspond respectively to 𝐷𝑚𝑎𝑥
𝐿

≃ 4.8 · 10
4

Mpc for BBH and 𝐷𝑚𝑎𝑥
𝐿

≃ 1.6 · 10
4

Mpc

for BNS.

As for the detected number of sources, we distinguish between ET−like surveys

and surveys which can observe an higher number of events. In the first case,

the total number of sources is simply obtained by integrating the distribution in
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10: For example, the 10% rel-

ative error in 𝐷𝐿 for BBH

is larger than the one fore-

casted by [316], in the entire

redshift range taken into ac-

count in this work.

11: This choice is due to the

fact that further reducing

the 𝐷𝐿 bin size at such red-

shifts would introduce nu-

merical instabilities, with-

out improving the overall

result.

eq. (5.31) over all the sky and up to the horizon. In the second case, instead, a scale

factor S= 100 is applied to the same distribution, so to increase it. This toy−model

is used to characterize detectors which will be able to see more sources than ET

e.g., thanks to a better sensitivity that would allow to detect lower signals or to a

different antenna pattern that would improve the detectability of the sources on

the sky (see section 4.3 for detail).

The luminosity distance uncertainty is used to define the amplitude of the 𝐷𝐿

bins inside which the angular power spectra in section 5.4.2 and section 5.4.3 are

computed. We assumed different configurations for BBH and BNS in the baseline

ET−like case that, in agreement with [333] and sticking to rather conservative

assignments,
10

are:

Δ𝐷𝐿

𝐷𝐿
= 10% for BBH,

Δ𝐷𝐿

𝐷𝐿
= 30% for BNS. (5.45)

We also analysed a more optimistic configuration, beyond the accuracy allowed by

ET, in which:

Δ𝐷𝐿

𝐷𝐿
=

{︄
10% if 𝑧 < 2

3% if 𝑧 ≥ 2

for both BBH and BNS. (5.46)

While being still conservative at low distances,
11

this configuration significantly

increases the accuracy of the 𝐷𝐿 measurement at high distances.

The amplitudes of the luminosity distance bins defined through eq. (5.45) are such

that the factor 𝑓𝐷𝐿 introduced in section 5.2.1 has little variation inside each them.

In particular:

Δ 𝑓𝐷𝐿 |
𝐷𝑚𝑎𝑥
𝐿,𝑖

𝐷𝑚𝑖𝑛
𝐿,𝑖

≤ 0.1 𝑓𝐷𝐿 (𝐷𝑚𝑖𝑛
𝐿,𝑖 ) , (5.47)

therefore the approximation 𝑓𝐷𝐿 ≃ 𝑐𝑜𝑠𝑡 in a given bin is completely reasonable.

For 𝐷𝐿 approaching 0, the variation of 𝑓𝐷𝐿 becomes more and more rapid and the

number of bins at low redshift rapidly increase. Therefore, to avoid computational

issues and stabilize the number of bins at low redshift, a lower distance bound is

set at 𝐷𝑚𝑖𝑛
𝐿

≃ 476 Mpc which corresponds to 𝑧𝑚𝑖𝑛 = 0.1 in the fiducial cosmology

reported in table 2.1. This lower limit does not introduce any loss of cosmological

information.

A more refined definition of the error should be distance dependent and linked to

the detector antenna pattern defined in section 4.3 through the sky position and

inclination of each merger. This however goes beyond the accuracy level required

for the Fisher matrix forecast performed in this work.

Last but not least, the sky localization affects the capability of observing the smaller

scales by smoothing the higher values of ℓ in the computation of the angular power

spectra in section 5.4.2 and section 5.4.3. First of all, at each redshift we consider

only modes in the linear regime, by implementing the cut-off scale:

ℓ𝑚𝑎𝑥(𝑧𝑖 , 𝑧 𝑗) = 𝑘0

𝑛𝑙
min

[︁
(1 + 𝑧𝑖 , 𝑗)2/(2+𝑛𝑠 )𝜒(𝑧𝑖 , 𝑗)

]︁
, (5.48)

where 𝜒(𝑧𝑖 , 𝑗) is the comoving distance computed in the central points of the bins

between which the angular power spectrum in computed and 𝑛𝑠 the primordial

scalar power spectral index from eq. (2.62). The quantity 𝑘0

𝑛𝑙
is the non−linear

cut−off scale at 𝑧 = 0 i.e., the scale at which non−linear effects are considered too

large to be properly taken into accounted. In section 5.5 [2] We considered two
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12: The expression

here reported refers to

auto−spectra of a single

source; the full expression

in the multi−tracer case is

presented in section 5.4.3.

prescriptions for this value: in the more optimistic case, we relied on the accuracy

of the halofit model, which is used in CAMB to compute the non−linear power

spectrum, by including scales up to 𝑘0

𝑛𝑙
= 0.4 ℎ,Mpc

−1

(see [335]). In the more

conservative case, instead we limited the analysis to the linear scales by choosing

𝑘0

𝑛𝑙
= 0.1 ℎMpc

−1

; in section 5.6 [3], only this second approach is considered.

The cut−off scale in eq. (5.48) is only an upper bound, which does not take into

account the effect of the sky localization uncertainty. At first approximation, in fact,

this smooths out the fluctuations above a given scale ℓ𝑒 𝑓 𝑓 , defined as:

ℓ𝑒 𝑓 𝑓 (𝑧𝑖 , 𝑧 𝑗) = 𝜒(𝑧𝑖 , 𝑗)𝑘𝑒 𝑓 𝑓 =
𝜒(𝑧𝑖 , 𝑗)

√
8 ln 2

𝜒(𝑧𝑖 , 𝑗)ΔΩ1/2

. (5.49)

In the high precision cases described in table 5.3, where ΔΩ few arcmin
2
, at all

redshifts ℓ𝑒 𝑓 𝑓 < ℓ𝑚𝑎𝑥 ; in the other cases, the cut−off scale is lower than the one

set by the linear condition, therefore in section 5.5 [2] we cut the angular power

spectra above ℓ𝑒 𝑓 𝑓 . In section 5.6 [3] we refine this approximation by considering a

Gaussian beam profile
12

with 𝜎 =
√
ΔΩ/8 ln 2, that is:

𝐵ℓ = exp

[︁
−ℓ (ℓ + 1)𝜎2

]︁
. (5.50)

The Gaussian beams adopted for each kind of sources in the ET and ET×3 cases at

the horizon are visualized in figure 5.13.

Figure 5.13: Beam window

defined through eq. (5.50)

for SN (green dashed) and

sources observed through

ET (black continuous for

both BNS and BBH) or ET×3

(blue continuous for BBH,

red dot−dashed for BNS).

Each line is computed con-

sidering ℓ𝑚𝑎𝑥 as the one as-

sociated through eq. (5.48)

to the 𝑧𝑚𝑎𝑥 reached for the

source (see table 5.3).

5.4.2 Fisher matrix formalism

To forecast how well a future detector will constrain cosmological and bias pa-

rameters, the Fisher matrix formalism can be used. This allows to predict the

minimum error the detector will commit simply by knowing the model that links

the parameters with the data, even if this are still not gathered.

Let𝜽 = (�1...�𝑁 ) be the parameter set and (O1...O𝑀) the set of observable estimators,

such that each of them is a function of the parameter themselves:

O𝑚 = O𝑚(�1 , ..., �𝑁 ) . (5.51)



5 Forecasts for future GW surveys 91

13: This is called the

Laplace approximation.

14: The prior represents the

probability distribution that

the parameter �𝛼 acquires

a certain value conditioned

by the fact that a set of hy-

pothesis for the model 𝑀

(or a set of previous obser-

vations which the observer

trusts) is already known. In

this work, if not differently

specified, we always assume

the prior to be uniform and

uninformative inside a cer-

tain range i.e., 𝑝(�𝛼 |𝑀) =

1/Δ�𝛼 = 1/(�𝑚𝑎𝑥
𝑎𝑙𝑝ℎ𝑎

− �𝑚𝑖𝑛𝛼 )
(this notation will be clari-

fied in section 6.1). When,

instead, a prior 𝜎𝛼 is pro-

vided, this is assumed to

be Gaussian i.e., the prob-

ability distribution of �𝛼 fol-

lows a Gaussian distribution

peaked in the fiducial value

and having variance 𝜎2

𝛼 .

15: An estimator is unbi-

ased when its expectation

value provides the true

value of the parameter i.e.,⟨︁
�̂�
⟩︁
= 𝜽.

Per each parameter, a fiducial model exists to provide an a priori estimate of its

value. Each entry of the Fisher matrix is computed as:

𝐹𝛼𝛽 =

𝑀∑︂
𝑚=1

1

𝜎2

𝑚

𝜕O𝑚
𝜕�𝛼

𝜕O𝑚
𝜕�𝛽

, (5.52)

where 𝜎2

𝑚 is the uncertainty of the estimate of O𝑚 . The Fisher matrix is defined as

the Hessian of the logarithm of the maximum likelihood of the data Ldefined in

section 6.1 (see e.g., [336]:

𝐹𝛼𝛽 =

⟨︃
− 𝜕2L

𝜕�𝛼𝜕�𝛽

⟩︃|︁|︁|︁|︁
𝜽=𝜽𝑚𝑎𝑥(L)

. (5.53)

When L is described by a multivariate Gaussian distribution
13

, the Fisher matrix

in eq. (5.53) is related to the likelihood covariance covariance Cby [337]:

𝐹𝛼𝛽 =
1

2

𝑇𝑟
[︁
C−1 C,𝛼C

−1 C,𝛽 + C−1(𝝁𝑇,𝛼𝝁,𝛽 + 𝝁𝑇,𝛽𝝁,𝛼
]︁
. (5.54)

In eq. (5.54), the inverse of the covariance matrix C−1
is combined with the

covariance derivative with respect to the parameters of interest C,𝛼/𝛽; 𝝁 is the

average of the data.

Let us summarize some of the properties of the Fisher matrix formalism in the

multivariate Gaussian framework.

When a prior knowledge
14

of some parameter �𝛼 exist e.g., from previous observa-

tions its value is estimated with uncertainty ±𝜎2

𝛼 , this can be included in the Fisher

through [337]:

𝐹𝑤𝑖𝑡ℎ 𝑝𝑟𝑖𝑜𝑟 = 𝐹 + ⎛⎜⎝
1 0 ... 0

0 𝜎2

𝛼 ... 0

0 0 ... 1

⎞⎟⎠
−1

. (5.55)

If the Fisher matrix contains some nuisance parameters, it is possible either to

condition them i.e., to fix their values at the fiducial, or to marginalize them i.e., to

integrate over the space where they can exist. The conditioning procedure can be

done by removing the line and column related to the nuisance parameter from 𝐹−1
;

the marginalization instead consists in removing them directly from 𝐹.

When the estimator of the parameters are unbiased
15

, the Cramér−Rao inequality

assures [336] that:

𝜎
𝑚𝑎𝑟𝑔
𝛼 ⩾

√︁
(𝐹−1)𝛼𝛼 . (5.56)

Asymptotically, the Cramér−Rao bound is saturated by the maximum likelihood,

which then represent the best unbiased estimator [337]. The value 𝜎𝛼 =
√︁
(𝐹−1)𝛼𝛼

can be used as an estimate for the uncertainty in the measurement of the parameter:

it is called the marginal error.

The Fisher diagonal elements, therefore, represent the minimum errors the parame-

ters estimation will have, while the elements out of the diagonal give the correlation

between the different estimates. The correlation can be due both to physical relations

between the parameters and to the way they affect data: independent parameters

can have similar effects and their estimates can therefore correlate [336].
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Fisher matrix for cosmological survey

In the context of cosmological survey e.g., the future GW survey we are studying,

the Fisher matrix formalism can be applied considering that the observables are

the angular power spectra 𝐶ℓ (𝑧𝑖 , 𝑧 𝑗) defined in eq. (3.37), which are treated as

estimators of the underlying density field. These are computed with respect to the

density fluctuations of the tracer, which on large scales are well approximated by a

Gaussian field (as we described in section 2.2.2). The 𝝁 average is therefore zero,

while the covariance matrix is defined as:

Cℓ ,𝑖 𝑗 = 𝛿𝐷𝑖𝑗

[︃
𝐶ℓ (𝑧𝑖 , 𝑧 𝑗) +

1

�̄� 𝑖 𝑗

]︃
, (5.57)

being 1/�̄� 𝑖 𝑗 the shot noise from eq. (3.36). In the luminosity distance space in which

we are working (see section 5.2.1), the expression remains the same once that the

bins [𝑧𝑖 , 𝑧 𝑗] are converted to [𝐷 𝑖
𝐿
, 𝐷

𝑗

𝐿
] by assuming a certain set of cosmological

parameters.

As [12, 337] shows, eq. (5.54) in this case can be reduced to:

𝐹𝛼𝛽 =

ℓ𝑚𝑎𝑥∑︂
ℓ𝑚𝑖𝑛

2ℓ + 1

2

𝑓𝑠𝑘𝑦Tr[(𝜕𝛼𝑪ℓ ) C−1

ℓ (𝜕𝛽𝑪ℓ ) C−1

ℓ ] , (5.58)

where the matrices 𝑪ℓ and Cℓ respectively contain the 𝐶
𝑖 𝑗

ℓ
= 𝐶ℓ (𝐷 𝑖

𝐿
, 𝐷

𝑗

𝐿
) and

𝛿𝐷
𝑖𝑗
/[𝐶 𝑖 𝑗

ℓ
+ 1/�̄� 𝑖 𝑗] elements. The trace 𝑇𝑟 in this case sums the 𝑖 𝑗 contributions:

this implies that all the information obtained through the tomographic analysis

of the 𝐶
𝑖 𝑗

ℓ
are combined as each spectra was computed through an independent

experiment. Note that in eq. (5.58) both the auto− (𝑖 = 𝑗) and cross− (𝑖 ≠ 𝑗) angular

power spectra enter the computation.

In eq. (5.58), 𝑓𝑠𝑘𝑦 is the observed fraction of the sky (i.e., 1 for ET), while ℓ𝑚𝑖𝑛 and

ℓ𝑚𝑎𝑥 are the multipoles defining the interval in which the angular power spectra

is calculated. In particular ℓ𝑚𝑖𝑛 = 2𝜋/𝜗 = 2, being 𝜗 = 𝜋 the maximum angular

scale observed, and ℓ𝑚𝑎𝑥 is set by considering non−linearities and sky localization

uncertainties, as section 5.4.1 describes.

With the formalism here depicted, in section 5.5 and section 5.6 marginalised

errors are computed on cosmological and bias parameters by the means of the

Fisher matrix. That is, the eq. (5.58) is computed by estimating the 𝐶
𝑖 𝑗

ℓ
and their

derivatives, so to get for each parameter the marginalized error:

𝜎
𝑚𝑎𝑟𝑔
𝛼 =

√︁
(𝐹−1)𝛼𝛼 . (5.59)

Confidence ellipses

Once that the Fisher matrix is estimated, confidence regions can be computed to

represent the reliability of the estimates in the parameter space. These represent

the fact that, by repeating the same analysis, the estimated value of �𝛼 would fall

within a certain interval a certain amount of times.

For each couple of parameters [�𝛼 , �𝛽], if the Laplace approximation holds and

the other parameters have been marginalized, the confidence region is an ellipses

defined by the elements (𝐹𝛼)−1 , (𝐹𝛽)−1 , (𝐹𝛼𝛽)−1
of the inverse of the Fisher matrix
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16: In this notation, for the

same source auto−power

spectra are indicated

as 𝐶 𝑖𝑖
ℓ

= 𝐶ℓ (𝐷 𝑖
𝐿
, 𝐷 𝑖

𝐿
)

and cross−spectra as

𝐶
𝑖 𝑗

ℓ
= 𝐶ℓ (𝐷 𝑖

𝐿
, 𝐷

𝑗

𝐿
). Consid-

ering two sources instead,

if they are observed in the

same bin the angular power

spectrum is 𝐶 𝑖𝑖
𝑠
1
𝑠2

2
,ℓ

=

𝐶ℓ (𝑠1 ∈ 𝐷 𝑖
𝐿
, 𝑠2 ∈ 𝐷 𝑖

𝐿
),

while in different bins

𝐶
𝑖 𝑗

𝑠
1
𝑠2

2
,ℓ
= 𝐶ℓ (𝑠1 ∈ 𝐷 𝑖

𝐿
, 𝑠2 ∈

𝐷
𝑗

𝐿
).

(i.e., the covariance matrix). In particular, the semi−axes 𝑎, 𝑏 and inclination � of

the ellipse are [338]:

𝑎2 = �

[︃ 𝜎2

𝛼 + 𝜎2

𝛽

2

+

√︄
(𝜎2

𝛼 + 𝜎2

𝛽)2

4

+ 𝜎2

𝛼𝛽

]︃
, 𝑏2 = �

[︃ 𝜎2

𝛼 + 𝜎2

𝛽

2

−

√︄
(𝜎2

𝛼 + 𝜎2

𝛽)2

4

+ 𝜎2

𝛼𝛽

]︃
tg(2�) =

2𝜎𝛼𝛽

𝜎2

𝛼 − 𝜎2

𝛽

.

(5.60)

The value of the parameter � sets the confidence level of interest e.g., 𝑧𝑒𝑡𝑎 = 1.52

for the 1−𝜎 level where the parameter estimate falls 68.3% of the times, 𝑧𝑒𝑡𝑎 = 3.44

for the 3 − 𝜎 level with 99.3% probability. The confidence ellipse is tilted when the

two parameters correlate.

5.4.3 Multi-tracer technique

When more than one tracer is involved in the analysis, the multi−tracer technique

can be used to enhance the constraining power of clustering measurements. This

technique was firstly developed in [339] (see also [340–342]) to overcome the cosmic

variance problem defined in section 2.2.2, which is relevant at large scales, where

only a few realizations of the stochastic distribution of DM overdensities exist. Since,

however, different tracers map the same underlying distribution, by comparing

them it is possible to improve the results of the analysis.

On one side, having different tracers allows us to compute the ratio of their biases

without modelling the DM field itself (compare with [343]); in fact having two

tracers 𝑠1 , 𝑠2: {︄⟨︁
𝛿𝑠1𝛿𝑠1

⟩︁
≃ 𝑏2

𝑠1

⟨︁
𝛿𝛿

⟩︁⟨︁
𝛿𝑠2𝛿𝑠2

⟩︁
≃ 𝑏2

𝑠2

⟨︁
𝛿𝛿

⟩︁ → 𝑏𝑠1
𝑏𝑠2

=

⌜⎷⟨︁
𝛿𝑠1𝛿𝑠1

⟩︁⟨︁
𝛿𝑠2𝛿𝑠2

⟩︁ . (5.61)

The same relation holds for the observed 3D and angular power spectra. The

enhancement of the constraints on bias sensitive parameters are therefore a straight-

forward consequence of the multi−tracer Fisher matrix. Although cosmology and

bias are not degenerate, they are correlated [344, 345]: improving the constraints of

the bias parameters, therefore, increases indirectly the cosmological constraints

through parameter correlations.

On the other side, having the cosmic variance shared among different tracers mixes

their signal [342, 346] and it improves total signal−to−noise ratio.

In the case of multi−tracer analysis, what is discussed in section 5.4.2 and 5.4.1

still holds, but it has to be extended to the existence of more than one tracer. For

example, in the case of 2 tracers [𝑠1 , 𝑠2] and 2 bins 𝑖 = 0 = [𝐷0,𝑚𝑖𝑛
𝐿

, 𝐷0,𝑚𝑎𝑥
𝐿

] and

𝑗 = 1 = [𝐷1,𝑚𝑖𝑛
𝐿

, 𝐷1,𝑚𝑎𝑥
𝐿

],16 the matrix containing all the angular power spectra 𝑪ℓ
is defined as the block matrix:

𝑪ℓ =

⎛⎜⎜⎜⎜⎝
𝐶00

𝑠1 ,𝑠1
𝐶00

𝑠1 ,𝑠2
𝐶01

𝑠1 ,𝑠1
𝐶01

𝑠1 ,𝑠2

𝐶00

𝑠2 ,𝑠1
𝐶00

𝑠2 ,𝑠2
𝐶01

𝑠2 ,𝑠1
𝐶01

𝑠2 ,𝑠2

𝐶10

𝑠1 ,𝑠1
𝐶10

𝑠1 ,𝑠2
𝐶11

𝑠1 ,𝑠1
𝐶11

𝑠1 ,𝑠2

𝐶10

𝑠2 ,𝑠1
𝐶10

𝑠2 ,𝑠2
𝐶11

𝑠2 ,𝑠1
𝐶11

𝑠2 ,𝑠2

⎞⎟⎟⎟⎟⎠ℓ
. (5.62)
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17: In the current version

of the code, the original

CAMB [347] is integrated with

CAMBsources [165].

All the angular power spectra are computed by considering the ℓ smoothing factor

due to the sky localization uncertainty ΔΩ that is defined in section 5.4.1. If the

two surveys have different ΔΩ, the smoothing factor from eq. (5.50) is recomputed

as:

𝐵𝑠1𝑠2
ℓ

= exp

[︃
−ℓ (ℓ + 1)

2

𝜎2

𝑠1

]︃
exp

[︃
−ℓ (ℓ + 1)

2

𝜎2

𝑠2

]︃
. (5.63)

Analogously to eq. (5.62), the covariance matrix C can be obtained; the Fisher

matrix from eq. (5.58) is then computed straightforwardly once that 𝑓𝑠𝑘𝑦 is set to be

the sky fraction covered by both the surveys. The multi−tracer analysis developed

in section 5.6 [3] brings together the GW survey performed by ET/ET×3 (see

section 5.3.1, section 5.3.2, section 5.4.1) and VRO observations of supernovae

IA (see section 5.3.3, section 5.4.1). As a further case, I check the results for the

combination of different merger events: despite being performed with the same

detector (i.e., ET/ET×3), GW from different types of astrophysical mergers can be

considered as independent surveys since their signal can be easily distinguished.

This will no longer be true in the analysis performed in chapter 6, where a blind
survey involving astrophysical and primordial black hole is considered.

5.4.4 Analysis set-up

This section summarizes the forecasts obtained for future GW surveys of dark

sirens; a set including both cosmological and bias parameters is analysed. All the

angular power spectra required by the Fisher matrix from eq. (5.58) are computed

with a modified version of the publicly available code CAMB [165],
17

where the

functions that we customized are:

▶ The contribution of peculiar velocity effects and lensing to the luminosity

distance space distortions, as described respectively in section 5.2.1 and

section 5.2.2.

▶ The observed source distribution 𝑑2𝑁/𝑑𝑧𝑑Ω, modelled as is eq. (5.31) sepa-

rately for binary black holes, binary neutron stars and supernovae IA.

▶ The bias of the sources, modelled as 5.41 with fiducial values for the pa-

rameters extracted from the simulations, as described in section 5.3.2 and

section 5.3.3.

In particular, section 5.5 follow the procedure depicted in [2] to analyse separately

BBH and BNS as observed by ET, ET×3 and more futuristic configurations, described

in table 5.3. Only peculiar velocities, as described in section 5.2.1, are included to

model the LDS distortions. An analysis is performed on the effect of including

priors on cosmological parameters.

Section 5.6, instead, is based on [3], where three main improvements are considered.

Firstly, a multi−tracer analysis in LDS is developed as described in section 5.4.3, by

considering BBH, BNS and SN, which play a significant role in breaking degeneracies

arising in a GW−only analysis. In this case, only the ET and ET×3 configuration

are considered. Secondly, the lensing contribution from [315] is included in the

computation of the LDS distortions. Finally, the parameter set used in the analysis

is slightly different, both for the number of cosmological parameters used and for

the way bias parameters are defined and the sky localization uncertainty is used to

model a smoothing of the multipoles instead of a sharp cut−off section 5.4.1. An

insightful analysis on the effect of prior inclusion is considered as well.
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5.5 Results: First analysis

Forecasts in [2] are derived separately for BBH and BNS in the different scenarios

described by table 5.3 for the parameter set:

𝜽 =
[︁
𝐻0 ,Ω𝑐ℎ

2 , 𝑤0 , 𝑤𝑎 , 𝑏(𝐷0

𝐿), ..., 𝑏(𝐷
𝑁𝑏𝑖𝑛
𝐿

)
]︁
, (5.64)

where 𝐻0 is the local value of the Hubble parameter and ℎ its dimensionless value,

Ω𝑐 is the dimensionless dark matter density parameter and 𝑤0 , 𝑤𝑎 describe the

dark energy equation of state in the CPL parametrization of eq. (2.12) (see chapter 2

for detail). The bias parameters are defined as the values 𝑏(𝐷0

𝐿
), ...𝑏(𝐷𝑁𝑏𝑖𝑛

𝐿
) the bias

from eq. (5.41) assumes in each of the 𝐷𝐿 bins where the angular power spectra

are computed. Therefore, since the 𝐷𝐿 bins are defined through the luminosity

distance uncertainty Δ𝐷𝐿/𝐷𝐿 in table 5.3, a different number of bias parameters

𝑁𝑏𝑖𝑛 is considered for BBH and BNS in the different detector configurations.

The analysis considers four different runs:

run A: the merger bias parameters are fixed to their fiducial values and con-

straints are derived for the remaining cosmological parameters i.e., 𝜽 =

[𝐻0 ,Ω𝑐ℎ
2 , 𝑤0 , 𝑤𝑎]. Uniform priors are set on all the parameters, except 𝐻0

for which the Gaussian prior from Planck 2018 [13] is considered;

run B: the full set of parameters, including biases, is considered i.e., 𝜽 from

eq. (5.64). Uniform priors are set on all the parameters, except 𝐻0 for which

the Planck 2018 prior [13] is considered;

run C: the full set of parameters, including biases, is considered i.e., 𝜽 from

eq. (5.64). Planck 2018 priors [13] are considered for all the cosmological

parameters;

run D: the full set of parameters, including biases, is considered i.e., 𝜽 from

eq. (5.64). Uniform priors are assumed over all the parameters. This run is

cosidered only when studying bias parameters.

In computing eq. (5.58), the derivatives 𝜕𝛼,𝛽𝑪
𝑖 𝑗

ℓ
= 𝜕𝐶ℓ (𝐷 𝑖

𝐿
, 𝐷

𝑗

𝐿
)/𝜕�𝛼,𝛽 are calculated

numerically with respect to the parameters of interest. To do so, CAMB has to be

run with different inputs for �𝛼 ± 𝛿�𝛼. Since the code asks for redshift bins as

an input, 𝑧𝑖 , 𝑗 are computed from 𝐷
𝑖 , 𝑗

𝐿
assuming the same variations ±𝛿�𝛼 in the

cosmological parameters. This implicitly takes into account the fact that not only

𝐶ℓ (𝑧𝑖 , 𝑧 𝑗) changes with the parameters variations, but also the bins boundaries

𝑧𝑖 , 𝑗(𝐷 𝑖 , 𝑗

𝐿
) are modified. This numerical effect is due to the chain rule in the derivative

process, where:

𝜕𝐶ℓ [𝑧(𝐷𝐿)]
𝜕�𝛼

=
𝜕𝐶ℓ [𝑧(𝐷𝐿)]

𝜕�𝛼

𝜕𝑧(𝐷𝐿)
𝜕�𝛼

, (5.65)

where the effect of 𝜕𝑧(𝐷𝐿)/𝜕�𝛼 is directly accounted for by the change in the 𝑧 bin

boundaries. This instead does not happen in the case of bias parameters, which

only affects the 𝐶ℓ and not the 𝐷𝐿 − 𝑧 conversion.

Results are computed with respect to the different detector configurations described

in table 5.3. In particular, the ET−like results are considered only for bias parameters,

while for cosmological parameters the impossibility of accessing the smaller scales

prevent having a good result. In the ET×3 scenario, forecasts are computed with

either the conservative or the optimistic 𝑘0

𝑛𝑙
= 0.1 − 0.4 ℎMpc

−1
cut−off (see

section 5.4.1) while all the other, more futuristic, scenarios are computed with the
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conservative 𝑘0

𝑛𝑙
= 0.1 ℎMpc

−1
choice. The effect of the sky localization uncertainty

is taken into account by introducing a sharp cut−off at ℓ𝑒 𝑓 𝑓 defined as in eq. (5.49).

5.5.1 Cosmological parameter constraints

The parameter 𝐻0 can not be well constrained with this procedure, since it appears

as an overall normalization after differentiating the 𝐷𝐿 − 𝑧 conversion, leading to

degeneracies in the computation. Marginalized 1 − 𝜎 errors are computed for each

of the cosmological parameters [Ω𝑐ℎ
2 , 𝑤0 , 𝑤𝑎] separately for a BBH and a BNS

survey: these are reported in table 5.4. The different lines of the table refer to the

different detector configurations described in table 5.3.

Table 5.4: Forecasted 1 − 𝜎 marginalized errors for the cosmological parameters in the different scenarios for both BBH and BNS.

𝐷𝐿 error Parameter BBH BNS

run A run B run C run A run B run C

ET×3

𝑘0

𝑛𝑙
= 0.1 ℎMpc

−1

Ω𝑐ℎ
2

0.0037 0.0095 0.0082 0.0192 0.0230 0.0191

𝑤0 0.1460 0.2185 0.1911 0.4697 0.5058 0.4951

𝑤𝑎 0.5030 1.0941 0.8487 1.3186 11.378 1.3390

ET×3

𝑘0

𝑛𝑙
= 0.4 ℎMpc

−1

Ω𝑐ℎ
2

0.0025 0.0075 0.0068 0.0165 0.0206 0.0168

𝑤0 0.0797 0.1296 0.1205 0.3239 0.3554 0.3525

𝑤𝑎 0.2993 0.7946 0.6843 0.9026 11.019 1.3384

ET×3

High localization

Ω𝑐ℎ
2

0.0037 0.0095 0.0083 0.0191 0.0229 0.0191

𝑤0 0.1453 0.2177 0.1906 0.4615 0.5063 0.4953

𝑤𝑎 0.5009 1.0951 0.8491 1.3191 11.377 1.3390

High precision

Ω𝑐ℎ
2

0.0033 0.0084 0.0076 0.0050 0.0090 0.0083

𝑤0 0.1250 0.1675 0.1536 0.1423 0.2001 0.1848

𝑤𝑎 0.4319 0.9710 0.7875 0.4587 1.4172 0.9765

High precision

Numerous sources

Ω𝑐ℎ
2

0.0024 0.0075 0.0070 0.0050 0.0088 0.0082

𝑤0 0.0746 0.1249 0.1184 0.1417 0.1986 0.1841

𝑤𝑎 0.2682 0.8565 0.7228 0.4553 1.3933 0.9686

For the ET×3 forecasts in the strictly linear regime (𝑘0

𝑛𝑙
= 0.1 ℎMpc

−1
), the results

for both the merger kinds show that we can achieve error bars on Ω𝑐ℎ
2

and 𝑤0

which are worse, but not far from those expected via galaxy clustering analysis in

the near future (using for example the Euclid−like catalogue). For 𝑤𝑎 instead the

error bars are about 5 times worse in the BBH case. The difference between BBH

and BNS is due to the different redshift range covered by the two distributions i.e.,

to the fact that BNS tracers can be used only up to 𝑧𝑚𝑎𝑥 ∼ 2. Of course, pushing the

analysis into more non−linear scales or considering a higher precision in the sky

position or distance determination, or a higher number of sources, significantly

improves these figures.

The run B results are used to compute the confidence ellipses in figure 5.14, which

refer to the ET−like configuration.

5.5.2 Bias parameter constraints

When focusing on merger properties, rather than on cosmology, it is appropriate

and useful to include cosmological priors from e.g., CMB surveys such as Planck
2018 [13]; therefore, the run C configuration in considered. Results are obtained
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Figure 5.14: Confidence 1𝜎 ellipses obtained for BNS (red) and BBH (blue) in the ET×3 survey run B, obtained as described in eq. (5.60).

The plots for (�𝛼 , �𝛼) show the posterior distributions (see section 6.1). The dashed line shows results obtained setting 𝑘0

𝑛𝑙
= 0.4 ℎMpc

−1
,

while the continuous line refers to 𝑘0

𝑛𝑙
= 0.1 ℎMpc

−1
.

18: The conversion between

LDS and redshift space is

done here by assuming the

fiducial cosmology [13].

considering both the ET and the ET×3 detectors with 𝑘0

𝑛𝑙
= 0.1 ℎMpc

−1

; we

verified that 𝑘0

𝑛𝑙
= 0.4 ℎMpc

−1

does not provide significant improvements in the

bias forecasts.

Figure 5.15 and figure 5.16 show both the fiducial values and error bars, 𝑏𝑚(𝑧 𝑖) ±
𝜎𝑏𝑚 (𝑧 𝑖).18 The modulation that can be seen in the error bars for the BBH bias (i.e.,

𝜎𝑏𝐵𝐵𝐻 (𝑧𝑖 = 1.5) < 𝜎𝑏𝐵𝐵𝐻 (𝑧𝑖 = 0.7)) is due to the combination of two effects: the

presence of a peak in the number of sources around 𝑧 ∼ 1 (compare with figure 5.7)

on one side, and the increasing luminosity distance error Δ𝐷𝐿/𝐷𝐿 on the other;

this leads to a minimum in the error bar at 𝑧 ∼ 1.2. The same effect is not seen in the

BNS case since the larger amplitude of the 𝐷𝐿 intervals covers the modulation.

Figure 5.15: Fiducial bias

with marginalized fore-

casted errors in run C for

BBH. Grey lines refer to the

ET−like survey, while blue

lines refer to ET×3. Each

point highlights the central

𝑧𝑖 of the bins; for sake of clar-

ity in showing the results,

only the 𝑖 = even bins for

which [𝜎𝑏𝐵𝐵𝐻 /𝑏𝐵𝐵𝐻 ](𝑧𝑖) <
0.7 are showed, that is 𝑧 <
2.88.

To verify whether this method allows to constrain merger bias without any cosmo-

logical assumption, the run D configuration is studied as well, in which uniform

priors are assumed on all the cosmological parameters. Results from run C and

run D are compared in figure 5.17, for both BBH and BNS in the case of an ET×3:

their results differ slightly at low 𝑧, particularly for the BNS case, while at high
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Figure 5.16: Fiducial bias

with marginalized fore-

casted errors in run C for

BNS. Grey lines refer to the

ET−like survey, while red

lines refer to ET×3. Each

point highlights the central

𝑧𝑖 of the bins; all the bins

have been plotted.

𝑧 the difference between the two becomes negligible. Therefore, in this setting,

the constraining power on bias almost does not depend on the prior assumed for

cosmology, particularly in the BBH case.

Figure 5.17: Bias forecasted

errors obtained through run

C with Planck 2018 [13] pri-

ors on cosmology (red dots

for BNS, blue dots for BBH)

compared to the ones get

from run D with uniform

prior (red crosses for BNS,

blue crosses for BBH). The

plots shows that, in this case,

the prior on cosmology is

relevant only at low 𝑧 for

the BNS case.

It is possible to conclude that, using this technique, merger bias should be detected

by both ET and ET×3 at high significance, all the way up to 𝑧 ∼ 2 for BBH, up to

𝑧 ∼ 0.5 for BNS.

5.6 Results: Follow-up analysis

The analysis developed in section 5.5 [2] has been widened and deepened in [3].

Both single and multi−tracer Fisher matrices have been computed, assuming to

observe BBH and BNS either with ET or ET×3 and to map them in LDS. Here, SN

from the VRO are mapped as well (see section 5.4.1). As showed in section 5.3.3, the

SN distribution and clustering are very different with respect to the GW ones, being

relevant only for 𝑧 ≲ 1. This encourages the use of the multi−tracer technique: as

described in section 5.4.3, in fact, the more the tracers differentiate, the more their

combination allows us to break important degeneracies between the parameters.

Parameters adopted in this case for the Fisher analysis are:

𝜽 =
[︁
𝐻0 ,Ω𝑐ℎ

2 , 𝑤0 , 𝑤𝑎 ,Ω𝑏ℎ
2 , 𝑛𝑠 , 𝐴𝑠 , 𝐴𝑖 , 𝑃𝑖

]︁
. (5.66)
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With respect to eq. (5.64), eq. (5.66) introduces three new cosmological parameters:

the dimensionless baryon density Ω𝑏 , the primordial scalar index 𝑛𝑠 and the

amplitude of the primordial power spectrum 𝐴𝑠 (see chapter 2 for detail). The

choice of the bias parameters, instead, depends on the surveys that are taken into

account. Each tracer 𝑖, in fact, has its own bias, which can be described through

the bias model 𝑏𝑖(𝑧) = 𝐴𝑖(𝑧 + 𝐵𝑖)𝑃𝑖 obtained in eq. (5.41). 𝐴𝑖 and 𝑃𝑖 represent

respectively the amplitude and the slope of 𝑏𝑖 , while 𝐵𝑖 describes the bias local

value. In the analysis, its value is conditioned since it is fully degenerate with 𝐴𝑖 .

Fiducial values for 𝐴𝑖 and 𝐵𝑖 are described in section 5.3.2 and section 5.3.3: in

particular, 𝐴𝐵𝐵𝐻 = 0.7, 𝐴𝐵𝑁𝑆 = 0.7, 𝐴𝑆𝑁 = 0.7. 𝑃𝑖 is set to 1 for BBH and BNS

(linear bias, found from the HOD/GOD model), 0 for SN (analytical prescription).

Note that, differently from section 5.5, per each tracer the bias parameters are

the same over all the distance interval observed: their constraints, therefore, will

be found by integrating the information over all the 𝐷𝐿 bins. In this case, the

derivatives required by eq. (5.58) are computed numerically for the cosmological

parameters, analytically for the bias ones. In particular, since 𝐶
𝑖 𝑗

ℓ ,𝑠1𝑠2
= 𝑏1𝑏2 𝐶

𝑖 𝑗

ℓ ,𝐷𝑀
,

one gets per each angular power spectrum:

𝜕𝐶ℓ ,𝑠1𝑠2
𝜕𝐴1

= (𝑧𝑖 + 𝐵1)𝑃1𝑏2 𝐶ℓ ,𝐷𝑀

𝜕𝐶ℓ ,𝑠1𝑠2
𝜕𝐴2

= 𝑏1(𝑧 𝑗 + 𝐵2)𝑃2 𝐶ℓ ,𝐷𝑀

𝜕𝐶ℓ ,𝑠1𝑠2
𝜕𝑃1

= 𝐴1 ln[𝑧𝑖 + 𝐵1](𝑧𝑖 + 𝐵1)𝑃1𝑏2 𝐶ℓ ,𝐷𝑀

𝜕𝐶ℓ ,𝑠1𝑠2
𝜕𝑃2

= 𝑏1𝐴2 ln[𝑧 𝑗 + 𝐵2](𝑧 𝑗 + 𝐵2)𝑃2 𝐶ℓ ,𝐷𝑀 .

(5.67)

Uniform priors are initially assumed for all the parameters. Subsequently, the effects

of the presence of a prior on the bias slope are analysed. Including Planck 2018 [13]

priors on cosmological parameters in the single−tracer analysis, would dominate

over the signal in the case of GW, whereas analogously to section 5.5, in the case of

ET×3 does not produce a significant improvement in the final constraints.

5.6.1 Single-tracer analysis

The single-tracer analysis is performed separately for SN, BBH and BNS mergers;

in the case of GW surveys, both ET and ET×3 are considered.

In the case of cosmological parameters, as table 5.5 shows, forecasts for SN are

very good since VRO probes small scales. On the contrary, the low−precision sky

localization of ET prevents us from having good constraints for both BNS and BBH;

for this reason, ET forecasts are not reported in the table. Considering ET×3 leads

to significant improvements, even though the overall constraining power remains

relatively small, compared to other cosmological probes.

As for the bias parameters (𝐴𝑖 , 𝑃𝑖), their marginalized errors are described in

table 5.6.

These are used to compute the uncertainties 𝜎𝑏𝑖 on the estimates of the bias
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𝐻0 Ω𝑐ℎ
2 𝑤0 𝑤𝑎

SN 7.864 1.168 · 10
−2

1.070 · 10
−1

9.828 · 10
−1

BNS ET×3 76.67 1.470 · 10
−2

1.798 12.23

BBH ET×x3 16.28 2.446 · 10
−2

2.552 · 10
−1

1.622

Ω𝑏ℎ
2 𝑛𝑠 𝐴𝑠

SN 1.468 · 10
−3

8.924 · 10
−2

3.315 · 10
−10

BNS ET×3 2.651 · 10
−2

3.613 · 10
−1

2.947 · 10
−9

BBH ET×3 5.134 · 10
−3

1.783 · 10
−1

5.976 · 10
−10

Table 5.5: Marginalized 1 −
𝜎 errors for cosmological pa-

rameters, single-tracer anal-

ysis.

𝐴𝐵𝐵𝐻 𝑃𝐵𝐵𝐻 𝐴𝐵𝑁𝑆 𝑃𝐵𝑁𝑆 𝐴𝑆𝑁 𝑃𝑆𝑁

SN − − − − 0.156 0.020

BNS − − 12.80 14.65 − −
BNS ET×3 − − 4.572 5.014 − −

BBH 1.446 1.607 − − − −
BBH ET×3 0.382 0.404 − − − −

Table 5.6: Marginalized 1 −
𝜎 errors for bias parame-

ters, single-tracer analysis.

Fiducial values for the pa-

rameters are 𝐴𝐵𝐵𝐻 = 0.7,

𝑃𝐵𝐵𝐻 = 1, 𝐴𝐵𝑁𝑆 = 0.76,

𝑃𝐵𝑁𝑆 = 1, 𝐴𝑆𝑁 = 1.9,

𝑃𝑆𝑁 = 0.

coefficients, 𝑏𝑖(𝑧) through error propagation:

𝜎2

𝑏𝑖
=

[︃
𝜕𝑏𝑖
𝜕𝐴𝑖

𝜕𝑏𝑖
𝜕𝑃𝑖

]︃ [︃
𝜎2

𝐴𝑖
cov(𝐴𝑖 , 𝑃𝑖)

cov(𝐴𝑖 , 𝑃𝑖) 𝜎2

𝑃𝑖

]︃ ⎡⎢⎢⎢⎢⎢⎣
𝜕𝑏𝑖
𝜕𝐴𝑖
𝜕𝑏𝑖
𝜕𝑃𝑖

⎤⎥⎥⎥⎥⎥⎦ . (5.68)

As figure 5.18 shows, this kind of technique provides very good constraints for SN

bias: its relative error is 𝜎𝑏𝑆𝑁 /𝑏𝑆𝑁 (𝑧)|𝑧 ≲ 10% over all the redshifts considered. As

for GW events instead, our results for BBH bias can be compared with e.g., with

results from [297]. The technique implemented there is based on cross−correlations

between GW and galaxy surveys, aimed at estimating the redshift for the observed

mergers. Their analysis reaches values of 𝜎𝑏𝐵𝐵𝐻/𝑏𝐵𝐵𝐻 |𝑧=0 ≃ 20 − 30% for a dataset

of ≃ 200 BBH events observed with 10deg
2

sky localization uncertainty; the set of

cosmological parameters there adopted only includes either [𝐻0 ,Ω𝑐] with [𝑤0 , 𝑤𝑎]
fixed or [ΩΛ ,Ω𝑐] with [𝐻0 , 𝑤0 , 𝑤𝑎] fixed. With our technique, a similar level of

accuracy can be reached with ET×3 configuration, which has similar sky localization

(3deg
2
) but comprises a larger number of sources (≃ 10

4 − 10
5
), or through the use

of the multi−tracer technique described in the following section. This is due to the

degeneracies that exist both between cosmological (e.g., 𝐻0) and bias parameters in

LDS and between the bias amplitude and slope parameters (see figure 5.22), which

propagate inside the 𝜎𝑏𝑖 computation. Due to the same reason, both ET and ET×3

forecasts in this section are a bit worse with respect to the ones found using the

method described in section 5.5 [2].

5.6.2 Multi-tracer analysis

The multi−tracer analysis considers different combinations of tracers and detectors,

to test their impact on the final forecasts. It is based on the use of cross−power spectra

of sources having different clustering properties: as described in section 5.4.3, the

use of two LSS tracers with different bias improves the bias−related constraints on

large scales because it allows us to overcome the need of modelling the underlying

DM distribution [339–342]. In the case we are analysing i.e., the combination of GW

events and SN, the presence of the former makes it possible to cover a larger redshift
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Figure 5.18: Marginalized

1 − 𝜎 errors for the bias at

low 𝑧 for SN (green dashed

line, upper panel), BNS (red

dot−dashed line, central

panel) and BBH (blue con-

tinuous line, lower panel)

single−tracer analysis. The

bold line represent the fidu-

cial models from eq. (5.41),

while the shaded areas are

included between 𝑏𝑖 ± 𝜎𝑏𝑖 ,
with 𝜎𝑏𝑖 from eq. (5.68). For

BNS and BBH both the ET

(lighter) and ET×3 (darker)

constraints are showed.

range than single−tracer analysis that only includes the latter. Moreover, improving

constraints on bias−related parameters allows us also to break degeneracies and

to enhance the constraints on correlated parameters e.g., on cosmology [344, 345].

Finally, using more than one tracer we can enlarge the sampling of the larger

scales and therefore we can improve the total signal−to−noise ratio by lowering

the cosmic variance effect [342, 346].

In the case of cosmological parameters, table 5.7 shows the forecasted 1 − 𝜎
marginalized errors, while figure 5.19 shows their confidence ellipses.

On one hand, the BNS+BBH(ET×3) scenario only slightly improves the forecasts

with respect to the single−tracer case, since the ratio of BNS and BBH biases is

small. Therefore, even when combining them, the tracing of the underlying DM

field is not improved. On the other hand, when including SN, forecasts largely

improve with respect to the only−GW cases. In the ET configuration, forecasts for

BBH(ET)+SN are very close to those obtained in the SN single−tracer analysis, since

their contribution is dominant with respect to the BBH. In the ET×3 configuration,

instead, BBH and SN constraints in the single−tracer analysis are comparable.

Therefore, when they are combined by mean of the multi−tracer analysis, they both

contributes to the improvements of the final constraints. In this case, in fact, the

multi−tracer results reach a very good constraining power: this is clear by looking at

figure 5.19, where confidence ellipses related with the BBH(ET×3)+SN multi−tracer

technique (black, continuous line) are way smaller than both BBH(ET×3) (blue,

continuous line) and SN (green, dotted line) in the single−tracer configuration.

𝐻0 Ω𝑐ℎ
2 𝑤0 𝑤𝑎

BNS + BBH (ET×3) 7.472 1.987 · 10
−2

1.938 · 10
−1

1.035

BBH (ET) + SN 6.386 8.378 · 10
−3

9.135 · 10
−2

1.158 · 10
−1

BBH (ET×3) + SN 3.012 6.983 · 10
−3

6.701 · 10
−2

2.532 · 10
−1

Ω𝑏ℎ
2 𝑛𝑠 𝐴𝑠

BNS + BBH (ET×3) 3.772 · 10
−3

1.603 · 10
−1

3.405 · 10
−10

BBH (ET) + SN 2.108 · 10
−3

6.716 · 10
−2

1.023 · 10
−10

BBH (ET×3) + SN 5.675 · 10
−4

5.554 · 10
−2

5.842 · 10
−11

Table 5.7: Marginalized 1 −
𝜎 errors for cosmological pa-

rameters, multi−tracer anal-

ysis.

As a benchmark, these results can be compared with those for galaxy clustering

in a future Euclid−like survey [295]. The multi−tracer forecasts are comparable

with the Euclid−like ones for most of the parameters, the main exceptions being
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Figure 5.19: Confidence 1− and 2 − 𝜎 ellipses for cosmological parameters computed for BBH (ET×3, blue), SN (green dashed) and

BBH(ET×3)+SN (black).

the dark energy parameters 𝑤0, 𝑤𝑎 and the Hubble parameter 𝐻0. In the case of

DE parameters, the results are improved by the combination of the small scales

reached by SN with the large volumes probed by BBH. In the case of Hubble

parameter, instead, GW+SN have a small constraining power due to the degeneracy

this parameter has with respect to the bias parameters 𝐴𝑖 , 𝑃𝑖 . This is visualized

by the elongated ellipse in figure 5.20, where it is shown that the multi−tracer

technique improves the situation but can not break completely the degeneracy.

For the bias parameters as well, the improvements in the multi−tracer approach are

significant considering both ET and ET×3. Table 5.8 shows that the constraining

power on 𝐴𝑖 and 𝑃𝑖 improves considerably especially when the GW+SN analysis

is considered.

𝐴𝐵𝐵𝐻 𝑃𝐵𝐵𝐻 𝐴𝐵𝑁𝑆 𝑃𝐵𝑁𝑆 𝐴𝑆𝑁 𝑃𝑆𝑁

BNS + BBH (ET×3) 0.303 0.322 0.379 0.456 − −
BBH (ET) + SN 0.308 0.384 − − 0.085 0.018

BBH (ET×3) + SN 0.126 0.145 − − 0.058 0.013

Table 5.8: Marginalized 1 −
𝜎 errors for bias parameters,

multi−tracer analysis.
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Figure 5.20: Confidence

1 − 𝜎 ellipse for the 𝐻0

and 𝐴𝐵𝐵𝐻 (left) and 𝑃𝐵𝐵𝐻
(right) parameters. The

ET×3 single−tracer analysis

is shown through the con-

tinuous blue line, while the

dashed black line refers to

the BBH+SN case.

Figure 5.21: Bias error fore-

casts for SN and BBH

in the BBH(ET)+SN and

BBH(ET×3)+SN cases; the

legend is the same as fig-

ure 5.18.

5.6.3 Effects of using a prior on bias parameters

Since the ET catalogues will be dominated by BBH observations, it is particularly

interesting to understand the detectability of their bias. The bias error 𝜎𝑏𝐵𝐵𝐻 depends

on both the uncertainties on the amplitude𝐴𝐵𝐵𝐻 and on the slope 𝑃𝐵𝐵𝐻 parameters,

but the two are degenerate one with respect to the other, as the elongated ellipse in

figure 5.22 shows. The multi−tracer technique slightly improves the situation.

Figure 5.22: Confidence 1 −
𝜎 ellipse for the 𝐴𝐵𝐵𝐻
and 𝑃𝐵𝐵𝐻 parameters. The

ET×3 single−tracer analysis

is shown through the con-

tinuous blue line, while the

dashed black line refers to

the BBH+SN case.
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A good alternative to solve this issue is to change the priors assumed on the bias

parameters. Up to now, they were considered as uniform; however, the linear trend

obtained for the slope parameter 𝑃𝐵𝐵𝐻 from the analysis in section 5.3.1 not only is

based on the HOD/GOD analysis of hydrodynamical simulations [204, 205, 322],

but also it is find in agreement with other works in the literature (see e.g., [297,

301]). For this reason, it seems reasonable to increase the level of reliability of the

fiducial value 𝑃𝐵𝐵𝐻 = 1 by associating a Gaussian prior to it.

Table 5.9 shows the effect of including different 𝑃𝐵𝐵𝐻 priors in the single− and

full multi−tracer cases; all the measurements refer to the ET or ET×3 scenarios.

As expected, the more information the survey provides, the less impact the prior

inclusion has in the analysis. The error propagation through eq. (5.68) changes as

well depending on the 𝑃𝐵𝐵𝐻 prior. This is showed by figure 5.23 in the case of ET;

the constraints obviously further improve considering ET×3.

𝜎
𝑝𝑟𝑖𝑜𝑟

𝑃𝐵𝐵𝐻
/𝑃𝐵𝐵𝐻 tracer

ET ET×3

𝐴𝐵𝐵𝐻 𝑃𝐵𝐵𝐻 𝐴𝐵𝐵𝐻 𝑃𝐵𝐵𝐻

80%

BBH 0.663 0.716 0.341 0.361

BBH + SN 0.278 0.346 0.124 0.142

50%

BBH 0.461 0.477 0.299 0.314

BBH + SN 0.245 0.305 0.121 0.139

20%

BBH 0.249 0.198 0.176 0.179

BBH + SN 0.146 0.177 0.103 0.117

Table 5.9: Effects of differ-

ent 𝑃𝐵𝐵𝐻 Gaussian priors

on the marginalized errors

of bias parameters.

Figure 5.23: BBH bias er-

ror obtained in the single

ET case (top panel) and in

the BBH(ET)+SN case (bot-

tom panel) assuming the dif-

ferent priors on 𝑃𝐵𝐵𝐻 de-

scribed in table 5.9. The

darker area is related to the

larger prior.
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This analysis confirms what section 5.5 anticipated: future GW surveys will be

able to detect and constrain the bias of astrophysical BBH. Einstein Telescope

itself will be able to provide a first measurement for this: properly choosing the

analysis technique and eventually relying on the possibility of assuming some prior

or combining ET with other tracers, the bias will possibly be detect with a high

accuracy.

This result opens the road for a new kind of analysis, which chapter 6 develops:

using the bias to disentangle mergers produced by astrophysical black hole binaries

from mergers due to black holes of primordial origin.
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Section 3.3.3 introduced the idea that different formation channels for the progeni-

tors of binary mergers can lead to different clustering properties. In particular, the

difference is significant when comparing astrophysical black hole mergers with

primordial black hole mergers (note that in this chapter, when indicating ABH or

PBH we will always refer to binaries, not to single compact objects). While ABH

are mainly located in the massive halos where galaxies originate (see section 3.3.1),

PBH are either distributed consistently with dark matter (early binaries, 𝐸) or they

belong to small halos, where the velocities are smaller and dynamical captures are

efficient (late binaries, 𝐿).

Section 5.5 and section 5.6, then, showed that future gravitational wave surveys will

be able to constrain the bias of astrophysical black hole mergers with a good level

of accuracy through the use of tomographic angular power spectra in luminosity

distance space. Other works e.g., [297, 300, 301], showed similar results also for

redshift space when using cross−correlations with galaxy surveys. Therefore,

the bias of the black hole mergers i.e., of their hosts, will be a well−constrained

observable for next−future gravitational wave surveys. As soon as the Einstein

Telescope [255–257] will be online, the number of observed GW events will

enormously increase (see references in section 4.2): in a few years, merger catalogues

will contain hundreds of thousands of events, observed over the full sky and up to

very high distances.

Assuming that PBH in the [10, 100]𝑀⊙ window exist and that they make up a

fraction 𝑓𝑃𝐵𝐻 of the DM in the Universe (see eq. (2.64)), the GW signal produced

by the merger of their binaries would be completely indistinguishable from that

of ABH mergers, since they will both be characterized by the same waveform i.e.,

the one described in section 4.3. ET observations, therefore, will provide a blind
survey for these two kinds of events, being unable to disentangle their progenitor

origin by looking at the signal alone.

Measurements of their clustering will then be crucial to break this degeneracy: as first

proposed by [117] and then further explored in [300, 301, 348], an ABH−dominated

or a early PBH−dominated survey should show a different behaviour due to

the different bias describing their binary distributions. All these works relied on

cross−correlation between GW and galaxy surveys to forecast the possible outcomes

of this kind of analysis. In fact, the more ABH dominate the distribution over early

PBH, the higher the correlation is; as long as the number of early PBH mergers is

increased, the correlation between the blind survey and galaxy reduces.

In a work currently in its final stages, we propose an alternative method to

understand whether a future GW blind survey will be able to test the existence of

PBH or not. The different bias behaviours of ABH and PBH, in fact, combine in an

overall blind bias, the functional form of which depends on the relative abundance

of the two. This is parametrized by the parameter:

Γ(𝑧) = N𝑃(𝑧)
N𝑡𝑜𝑡(𝑧) =

N𝐸(𝑧) +N𝐿(𝑧)
N𝐴(𝑧) +N𝐸(𝑧) +N𝐿(𝑧) , (6.1)
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where N𝐴(𝑧), N𝐸(𝑧),N𝐿(𝑧) are respectively the number of ABH, early PBH and

late PBH. N𝐸(𝑧) and N𝐿(𝑧) then combines into the number of PBH N𝑃(𝑧), observed

in a redshift bin centered in 𝑧. Figure 6.1 shows how the term from eq. (6.1)

behaves when ABH and PBH are described as in section 6.2.1 and section 6.2.2.

The differences in the bias related to Γ(𝑧) propagate to differences in the observed

Figure 6.1: Γ(𝑧) computed

for the ABH and PBH

configurations described

in section 6.2.1 and sec-

tion 6.2.2. These are R𝐴
0

=

133 Gpc
−3

yr
−1

(top panel),

R𝐿𝑉𝐾
0

= 25 Gpc
−3

yr
−1

(bottom panel),

R𝐿
0

= 4 Gpc
−3

yr
−1

, R𝐸
0

=

[10
−1 , 50, 200]Gpc

−3
yr

−1

(respectively the dotted,

continuous and dashed

lines).

angular power spectra and, as described in chapter 5, they will be well constrained

even by a single ET detector. The estimate of the bias of the blind survey therefore

will be suitable to perform model selection analysis and to disentangle between

the scenario which results are consistent with ABH mergers alone, and the one in

which PBH are required to explain the data.

In this chapter we present model selection forecasts to verify whether this technique

has the potential to discriminate between these two possibilities. The analysis is

performed in luminosity distance space, in analogy to chapter 5; however, we

always use the redshift notation since it is more familiar in LSS studies. As in

chapter 5, 𝑧 is computed from 𝐷𝐿 assuming the fiducial cosmology from [13]

described in table 2.1.

In particular, in section 6.1 we revise the main features of the Bayesian statistics

required in the analysis and we introduce the Bayes factor through which model

selection is performed. In section 6.2 we characterize the ABH and PBH number

distribution and bias adopted in the analysis, together with the blind configurations

they produce. Finally, in section 6.3, we discuss the analysis set−up and we present

the results obtained. A paper describing the work discussed in this chapter will

soon be published [4]: here, the analysis will be expanded with respect to the one
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presented in this thesis. In particular, we will consider different configurations for

both the detector setup and the observed source number distribution and we will

provide an insightful analysis of the case in which correlations and degeneracies

exist between the parameters of the models under study.

6.1 Bayesian statistics

Bayesian statistics interprets probability as the degree of belief in some hypothesis

𝜽 given that O is measured [336, 337, 349]. With Owe generally indicate either the

data itself or some quantity estimated from the data e.g., the power spectrum. The

two are related via the Bayes theorem:

𝑝(𝜽 |O) =
𝑝(O| 𝜽)𝑝(𝜽)

𝑝(O) . (6.2)

In eq. (6.2), 𝑝(O) and 𝑝(𝜽) are respectively the probabilities that the data and the

hypothesis sets occur, while 𝑝(O|𝜽) and 𝑝(𝜽 |O) are the conditional probabilities of

data on hypothesis or vice versa i.e., the probability that the first of them occurs

given that the second has occurred. In Bayesian statistics, these quantities are

identifies [336, 337, 349] as:

𝑝(𝜽 |O): the posterior, which represents the degree of belief in the hypothesis

provided that the data are measured;

𝑝(𝜽): the prior, which encloses the initial degree of belief based on some starting

knowledge;

𝑝(O| 𝜽): the likelihood, which describes the probability that the data−set is mea-

sured given that the hypothesis are correct;

𝑝(O): the evidence of the data. This is an irrelevant normalization in parameter

estimation (such as in the analysis carried on in section 7.3 and section 7.4),

but it is crucial for model selection.

Usually in cosmological studies 𝜽 = (�1...�) represent the parameters that a certain

model M uses to describe an observable quantity. In this sense, the posterior

measures how good the values (�̄1...�̄𝐻) are in describing the estimates O of the

observable. When data are actually measured, the true likelihood can be built from

them and used to model the posterior (see e.g., chapter 7); instead, in forecast

analysis, it is customary to assume the Laplace approximation [336, 350], in which

the expected likelihoods are described by a multivariate Gaussian:

L=
⟨︁
𝑝(O| 𝜽)

⟩︁
= L0 exp

[︃
−1

2

(𝜽 − 𝜽0)𝛼𝐹𝛼𝛽(𝜽 − 𝜽0)𝛽
]︃
, (6.3)

where the 𝐹𝛼𝛽 is the Fisher matrix defined in eq. (5.53) for a Gaussian distribution,

𝜽0 are the parameters value at the likelihood peak and L0 is the normalization.

6.1.1 Model selection and Bayes factor

In the Bayesian framework, model selection techniques are used to understand

whether a theoretical model M1 is preferred above another M2 in describing a

certain data−set O. To do so, if the two models have the same a priori probability,

the Bayesian evidence ratio between them is used to estimate the probability of
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one with respect to the other. Particularly, in section 6.3 we will compare the two

models:

▶ M1 = only ABH contributes to the GW merger emission.

▶ M2 = both ABH and PBH contribute to GW merger emissions that ET will

observe.

Let 𝜽1 , 𝜽2 be the parameters describing the two models, with parameter vectors

having dimension 𝑛1 , 𝑛2, with 𝑛1 < 𝑛2. The evidence ratio of the models, named

the Bayes factor, is defined as [336, 337, 349–351]:

𝐵12 =

∫
𝑑𝜽1 𝑝(O|𝜽1 ,M1)𝑝(𝜽1 |M1)∫
𝑑𝜽2 𝑝(O|𝜽2 ,M2)𝑝(𝜽2 |M2)

. (6.4)

Eq. (6.4) can be used also in a forecast analysis (see e.g., [350, 351]). This is particularly

interesting to study cases in which the M1 is nested in M2, that is 𝜽1 ∈ 𝜽2 and

𝑛𝑒 = 𝑛2 − 𝑛1 is the number of extra−parameters. As shown in [350], assuming the

Laplace approximation from eq. (6.3), the Bayes factor becomes:⟨︁
𝐵12

⟩︁
= (2𝜋)−𝑛𝑒/2

√
det 𝐹2√
det 𝐹1

exp

[︃
−1

2

𝛿�𝛼
2
𝐹
𝛼𝛽
2

𝛿�
𝛽
2

]︃ 𝑛𝑒∏︂
𝑞=1

Δ�
𝑛1+𝑞
2

. (6.5)

𝐹1,2 are the Fisher matrices evaluated for the two models, Δ�𝑛1+1,... 𝑛2

2
the prior

ranges of the extra−parameters and 𝛿�
𝛼,𝛽
2

the shifts in the fiducial values �̄�1,2 of all

the 𝑛1 , 𝑛2 parameters between the two models. These are defined as:

𝛿�𝛼 =

{︄
|�̄𝛼

1
− �̄

𝛼
2
| if 𝛼 > 𝑛1 (i.e., extra-parameters)

−(𝐹−1

1(2))
𝛼𝛾𝐺𝛾�𝛿��

2
if 𝛼 < 𝑛1 (i.e., common parameters)

(6.6)

𝐺𝛾�
is a 𝑛1×𝑛𝑒 subset of 𝐹2, considering the 𝛾 = 1, ... 𝑛1 rows related to the common

parameters and the � = 𝑛1 + ... 𝑛𝑒 columns related with the extra ones. 𝐹
1(2) is the

𝑛1 × 𝑛1 submatrix in 𝐹2 which only includes the common parameters. Note that,

while 𝐹
1(2) is computed with respect to the fiducial values of the parameters in

𝑀2, 𝐹1 in eq. (6.5) is computed at the fiducial values in 𝑀1 i.e., after that the shifts

defined in eq. (6.6) are applied.

In the case𝑛𝑒 = 1, the Bayes factor can be estimated also through the Savage−Dickey
ratio. This is defined as: ⟨︁

𝐵
⟩︁
=
𝑝(�𝛼

2
|O)|�̃𝛼

2
(M1)

𝑝(�𝛼
2
) . (6.7)

This formula applies for any likelihood, not necessarily a Gaussian one. In eq. (6.7),

�𝛼
2

is the extra−parameter and 𝑝(�𝛼
2
) its prior. TheM2 posterior 𝑝(�𝛼

2
|O) is computed

at �̃
𝛼
2
(M1), which is the value at which the extra−parameter must be fixed to recover

M1. In the case in which M1 does not properly describe the data, conditioning

the extra−parameter at �̃
𝛼
2
(M1) shifts the likelihood values of the 𝜽

𝛾
1

common

parameters to values that are different with respect to their fiducials �̄�
𝛾
1
. Figure 6.2

sketches the meaning of such shifts with respect to the two likelihoods.

6.1.2 Laplace approximation and Gaussian prior

The setup described in the previous section and the Bayes factor defined in eq. (6.5)

imply the use of the Laplace approximation, in which:
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Figure 6.2: Descriptive

representation: if M2 is

the correct model, the

fiducial value of the

extra−parameter �𝛼
2

maxi-

mizes the likelihood of the

data L(O|M2). In M1, the

value of this parameter is

conditioned to a different

value �̃
𝛼
2
(M2). If this is

outside the confidence

interval 2𝜎, the likelihood

is no longer able to describe

the data: therefore, to

compensate this issue, also

the values of the other

parameters 𝜽
𝛾
1

gets shifted

according to eq. (6.6).

▶ the likelihoods 𝑝(O|𝜽1,2) in the analysis are well described by multivariate

Gaussian distributions;

▶ the covariance of the likelihoods can be estimated through their averages in

the peak i.e., by the means of the inverse of their Fisher matrices;

▶ the parameter priors are uniform and their boundaries are found in the tails

of the likelihoods i.e., where their values are negligible.

However, if some of the parameters correlate, degeneracies can be found in the

Fisher matrix and the second condition is not satisfied. To break the degeneracies,

a Gaussian prior can be defined for the parameters of interest; in this way, however,

the last condition as well is neglected. Therefore, the Laplace approximation can

not be adopted and eq. (6.5) can not be recovered.

It is possible to find a new formulation for the forecasted Bayes factor, that does not

require the previous assumptions. To do so, we assume that:

▶ the likelihoods 𝑝(O|𝜽1,2 , ) in the analysis are well described by unnormalized
multivariate Gaussian distributions;

▶ the priors 𝑝(𝜽1,2) are as well described by normalized multivariate Gaussian

distributions, centred in the fiducial values and having covariance 𝜎2

𝑝𝑟𝑖𝑜𝑟
for

each parameter.

Therefore, we can use eq. (6.4):

⟨𝐵⟩ =
⟨︃ ∫

𝑑𝜽1 𝑝(O|𝜽1) 𝑝(𝜽1)∫
𝑑𝜽2 𝑝(O|𝜽2) 𝑝(𝜽2)

⟩︃
≃

⟨
∫
𝑑𝜽1 𝑝(O|𝜽1) 𝑝(𝜽1)⟩

⟨
∫
𝑑𝜽2 𝑝(O|𝜽2) 𝑝(𝜽2)⟩

≃
𝑝(𝜽1 |O)
𝑝(𝜽2 |O)

.

(6.8)

To write explicitly the Bayes factor in this configuration, we need to compute the

product between the likelihood and the prior. Let us consider two 𝑑−dimensional

multivariate Gaussian distributions:

N𝑢𝑛(𝑎, 𝐴) = exp

[︃
−1

2

(𝑥 − 𝑎)𝑇𝐴−1(𝑥 − 𝑎)
]︃
= (2𝜋)𝑑/2

√
det𝐴N(𝑎, 𝐴) , (6.9)

N(𝑏, 𝐵) = 1

(2𝜋)𝑑/2

√
det 𝐵

exp

[︃
−1

2

(𝑥 − 𝑏)𝑇𝐵−1(𝑥 − 𝑏)
]︃
. (6.10)
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We assume that N𝑢𝑛(𝑎, 𝐴) is unnormalized, while N(𝑎, 𝐴), N(𝑏, 𝐵) are normalized.

The product between the two distributions is the normalized multivariate Gaussian:

N(𝑐, 𝐶) = N𝑢𝑛(𝑎, 𝐴)N(𝑏, 𝐵) = (2𝜋)𝑑/2

√
det𝐴N(𝑎, 𝐴)N(𝑏, 𝐵) , (6.11)

having covariance and mean respectively equal to:

𝐶 = (𝐴−1 + 𝐵−1)−1 , 𝑐 = 𝐶𝐴−1𝑎 + 𝐶𝐵−1𝑏 . (6.12)

The amplitude of N(𝑐, 𝐶) is rescaled through the Gaussian factor:

𝑧𝑐 = (2𝜋)−𝑑/2

√︃
det𝐶

det𝐴det 𝐵
exp

[︃
−1

2

(︁
𝑎𝑇𝐴−1𝑎 + 𝑏𝑇𝐵−1𝑏 − 𝑐𝑇𝐶−1𝑐

)︁ ]︃
. (6.13)

Therefore, the distribution resulting from the product is:

N(𝑐, 𝐶) = (2𝜋)−𝑑/2

√︃
det𝐶

det𝐴det 𝐵
exp

[︃
−1

2

(︁
𝑎𝑇𝐴−1𝑎 + 𝑏𝑇𝐵−1𝑏 − 𝑐𝑇𝐶−1𝑐

)︁ ]︃
·

· (2𝜋)
𝑑/2

√
det𝐴

(2𝜋)𝑑/2

√
det𝐶

exp

[︃
−1

2

(𝑥 − 𝑐)𝑇𝐶−1(𝑥 − 𝑐)
]︃

=
(2𝜋)−𝑑/2

√
det 𝐵

exp

[︃
−1

2

(︁
𝑎𝑇𝐴−1𝑎 + 𝑏𝑇𝐵−1𝑏 − 𝑐𝑇𝐶−1𝑐

)︁ ]︃
·

· exp

[︃
−1

2

(𝑥 − 𝑐)𝑇𝐶−1(𝑥 − 𝑐)
]︃

(6.14)

In the analysis performed in the following sections, we need to compute eq. (6.14)

for both M1 and M2. In each case:

▶ 𝐴−1 = 𝐹1,2 is the Fisher matrix;

▶ 𝐵 = 𝑃1,2 is the prior diagonal covariance matrix, whose elements are 𝜎2

𝑝𝑟𝑖𝑜𝑟
;

▶ 𝐶 = (𝐹1,2 + 𝑃−1

1,2)−1 = (𝐹∗
1,2)−1

represents the inverse of the Fisher matrix once

that the Gaussian priors are taken into account;

▶ 𝑎 = 𝑏 = �̄�1,2 are the fiducial values of the parameters; consequently, 𝑐 = �̄�1,2

as well;

▶ 𝑑 = 𝑛1,2 is the number of parameters in the model 𝑀1,2.

Separately for the two models, eq. (6.14) becomes:

N(𝑐, 𝐶) = (2𝜋)−𝑛1,2/2√︁
det𝑃1,2

exp

[︃
−1

2

(︃
�̄�
𝑇
2

[︁
𝐹1,2 + 𝑃−1

1,2 − 𝐹∗1,2
]︁
𝜽

)︃]︃
·

· exp

[︃
−1

2

(𝒙 − �̄�1,2)𝑇𝐹∗
1,2(𝒙 − �̄�1,2)

]︃
= (2𝜋)−𝑛1,2/2

√︃
1

det𝑃1,2
exp

[︃
−1

2

(𝒙 − �̄�1,2)𝑇𝐹∗
1,2(𝒙 − �̄�1,2)

]︃ (6.15)

The expression in eq. (6.15) enters the Bayes factor at the numerator for M1, at the

denominator for M2 and it is integrated over the full parameter range. It can be
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seen that: ∫
𝑑𝜽1 𝑝(O|𝜽1) 𝑝(𝜽1) =

∫
𝑑𝜽1 N(𝑐, 𝐶) =

√︃
1

det𝑃1

L1 (6.16)∫
𝑑𝜽2 𝑝(O|𝜽2) 𝑝(𝜽2) =

∫
𝑑𝜽2 N(𝑐, 𝐶) =

√︃
1

det𝑃2

L2 (6.17)

(6.18)

Note that, in the previous equations, 𝑃1 is the 𝑛1 × 𝑛1 subset of 𝑃2 related with the

common parameters, while 𝐹1 is the Fisher matrix of the nested model computed

in the shifted set of parameters 𝜽∗
2
, which are obtained by using 𝐹∗

1,2 in eq. (6.6).

The fiducial shifts propagates to the likelihood shift analogously to the standard

case in Laplace approximation i.e., as:

L1 = L2 exp

[︃
−1

2

𝛿𝜽𝑇
2
𝐹∗

2
𝛿𝜽2

]︃
.

Finally, the Bayes factor with Gaussian priors turns out to be:

⟨𝐵12⟩ =

√︄
det 𝐹∗

2
det𝑃2

det 𝐹∗
1

det𝑃1

exp

[︃
−1

2

𝛿𝜽𝑇
2
𝐹∗

2
𝛿𝜽2

]︃
=

√︄
det 𝐹∗

2

det 𝐹∗
1

exp

[︃
−1

2

𝛿𝜽𝑇
2
𝐹∗

2
𝛿𝜽2

]︃ 𝑛𝑒∏︂
𝑞=1

𝜎
𝑛1+𝑞
𝑝𝑟𝑖𝑜𝑟

,

(6.19)

where in the second equality we used the fact that the inverse of the prior matrix

determinants is computed as

∏︁
𝜎2

𝑝𝑟𝑖𝑜𝑟
. Note that when the prior is very strict,

𝐹∗
1,2 → 𝐹1,2 and 𝜎𝑝𝑟𝑖𝑜𝑟 → (2𝜋)(𝑛2−𝑛1)/2Δ�, so that eq. (6.19) converges to eq. (6.5).

6.2 Merger distribution and clustering

To forecast the Bayes factor in eq. (6.2), it is necessary to compute the angular power

spectra that enters the Fisher matrix. This is done by using a modified version of

CAMB [165]: in this, we implemented the luminosity distance space distortion terms

described in 5.2.3 and we specified the observed number of tracers per redshift bin

per solid angle 𝑑2𝑁/𝑑𝑧𝑑Ω and bias 𝑏(𝑧) of the blind survey. These are modelled

combining the information on the distribution and clustering of ABH (section 6.2.1)

and PBH (section 6.2.2). Different choices for their local merger rates are made in

order to test how the blind survey (section 6.2.3) and the Bayes factor depend on

the relative abundances of the two kinds of progenitors. These are described in this

section and then analysed in section 6.3.

6.2.1 ABH

The ABH number distribution is modelled from the same numerical hydrodynami-

cal simulations used in chapter 5 [204, 205, 322]. In this case, however, the number

distribution is not interpolated as in 5.31, but in order to estimate the ABH merger

rate as:

R𝐴(𝑧) =
[︁
R𝐴

0
+ 𝛼𝐴

1
𝑧 + 𝛼𝐴

2
𝑧2 + 𝛼𝐴

3
𝑧3

]︁
𝑒−𝛼4𝑧 , (6.20)
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Figure 6.3: ET selection ef-

fect applied to PBH, com-

puted as in eq. (6.21).

where 𝛼𝐴
1
= 4.68 · 10

−8
, 𝛼𝐴

2
= 1.34 · 10

−7
, 𝛼𝐴

3
= −2.29 · 10

−8
, 𝛼𝐴

4
= 1.47. The local

rate is R𝐴
0
= 133 Gpc

−3
yr

−1
: this value is a bit higher than the constraints provided

by the last release of O3 observations from the LIGO−Virgo−Kagra Collaboration

[251]. Therefore, we study also the case in which the local rate in eq. (6.20) lies in

between the confidence intervals provided by the different algorithms described

in [251] i.e., instead of R𝐴
0

we adopted R𝐿𝑉𝐾
0

= 25 Gpc
−3

yr
−1

. ABH rate and

observed distribution are compared with the PBH ones respectively in figure 6.7

and figure 6.8.

As for the ABH bias, we model it analogously to 5.41 in chapter 5 i.e., 𝑏(𝑧) = 𝐴(𝑧+𝐵)𝑃 ,

where the fiducial values for the parameters are estimated from the simulations:

𝐴 = 0.7, 𝐵 = 2.68, 𝑃 = 1. This is compared with PBH bias in figure 6.5.

6.2.2 PBH

The merger rate of PBH is derived from theoretical assumptions; as a generic

prescription, its redshift dependence can be modelled as a power−law [352]. To

account for detector selection effects, we assume that the fraction of observed

mergers with respect to their totality is the same for PBH as for ABH. Therefore,

using the simulated catalogues from [204, 205, 322] we define:

𝐹𝐸𝑇(𝑧) =
N𝐴(𝑧)

N𝐴(𝑧) 𝑓 𝑢𝑙𝑙
(6.21)

as the ratio between the number of ABH obtained from the simulation that accounts

for ET selection effects (which are used both in chapter 5 and in section 6.2.1) and

their number in the full simulation (which are used in chapter 7). The computed

factor 𝐹𝐸𝑇(𝑧) is showed in figure 6.3. This is then applied to PBH rate separately

for late and early binaries (see section 3.3.3).

As for late type PBH, we model their merger rate as:

R𝐿(𝑧) = 𝐹𝐸𝑇(𝑧)R𝐿
0
(1 + 𝑧)𝛼𝐿 , (6.22)

where R𝐿
0
= 4 Gpc

−3
yr

−1
[300] and 𝛼𝐿 = 0 [119]. As for early binaries instead, we

model their rate as:

R𝐸(𝑧) = 𝐹𝐸𝑇(𝑧)R𝐸
0
(1 + 𝑧)𝛼𝐸 , (6.23)
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1: Note that in [114] the full

computation of the early

binary merger rate is per-

formed, while here we di-

rectly implemented the func-

tional result obtained in

[114].

where 𝛼𝐸 = 1.25 is obtained by interpolating the distributions described in [115].

The value of the local rate of early binaries R𝐸
0

, as described in section 3.3.3, depends

on the assumed PBH fraction among DM components i.e., 𝑓𝑃𝐵𝐻 from eq. (2.64). In

[114], this is computed as:

R𝐸
0
∼ 0.042 𝑋∗

𝑓𝑃𝐵𝐻

𝑚𝑃𝐵𝐻

𝜌0

𝑀

𝑡0
, (6.24)

where 𝑡0 ≃ 14 Gyr is the present time, 𝑚𝑃𝐵𝐻 = 10𝑀⊙ and:

𝜌0

𝑀 = 3𝐻2

0
(Ω𝐷𝑀 +Ω𝑏)/(8𝜋𝐺) , (6.25)

𝑋∗ = 0.032 𝑓𝑃𝐵𝐻 𝑚
5/37

𝑃𝐵𝐻
( 𝑓 2

𝑃𝐵𝐻 + 𝜎2

𝐸)
−21/74 , (6.26)

𝜎𝐸 ∼ 0.005 is the variance of fluctuations of DM that are not PBH. (6.27)

The values that R𝐸
0

can assume are showed in figure 6.4. The change in the slope

at 𝑓𝑃𝐵𝐻 ≃ 10
−2

, as described in [114], is due to the tidal torque that is exerted

on the PBH binary, which is dominated by large scale density perturbations

when 𝑓𝑃𝐵𝐻 < 𝜎𝐸 and by the near−by presence of other primordial black holes

when 𝑓𝑃𝐵𝐻 > 𝜎𝐸.
1

In the analysis presented in section 6.3, we focus on three

different choices: R𝐸
0
= [10

−1 , 50, 200]Gpc
−3

yr
−1

, which correspond respectively

to 𝑓𝑃𝐵𝐻 ≃ [0.01%, 0.2%, 0.5%]: this values are compatible with the updated

constraints of [118].

Early and late PBH rates and observed number distributions are compared with

the ABH ones in figure 6.7 and figure 6.8. It is noticeable that, with the assumptions

made in eq. (6.23) and eq. (6.22), late PBH binaries only slightly contributes to

the overall GW budget. The detectability of PBH is instead mostly related with

early PBH binaries: when their rate is not negligible, in the intermediate and high

redshift regions where 𝑧 > 1, it turns out that PBH dominate above ABH.

Figure 6.4: Early bi-

nary local merger

rate computed as in

eq. (6.24). The dots

represents the values

used as R𝐸
0

fiducials in

section 6.3. These are:

R𝐸
0

= 10
−1

Gpc
−3

yr
−1

i.e., 𝑓𝑃𝐵𝐻 ≃ 10
−4

,

R𝐸
0

= 50 Gpc
−3

yr
−1

i.e, 𝑓𝑃𝐵𝐻 ≃ 0.002,

R𝐸
0

= 200 Gpc
−3

yr
−1

i.e., 𝑓𝑃𝐵𝐻 ≃ 0.005.

As for the PBH bias, as described in section 3.3.3 and according to [119, 300], we

assume a constant value for both late and early binaries (compare with eq. (3.87) and

eq. (3.85)): in particular, 𝑏𝐿 = 0.5 and 𝑏𝐸 = 1. The PBH bias models are compared

with the ABH bias in figure 6.5.
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Figure 6.5: Bias 𝑏𝐴(𝑧)
(blue), 𝑏𝐸(𝑧) (purple

dashed), 𝑏𝐿(𝑧) (purple

dotted).

6.2.3 Blind survey

Let us remind that, in this context, we indicate as blind a survey in which both

astrophysical and primordial black hole mergers are observed. Since the two have

completely indistinguishable signals, the survey can not see the different origin of

the mergers and it is not possible to separate events that are generated by the two

different sources. To describe the blind survey, the observed number distribution

and bias of ABH and PBH are combined through a weighted average that takes

into account their relative abundance.

The total number of black hole binary mergers observed is then:

N𝑡𝑜𝑡(𝑧) = N𝐴(𝑧) +N𝑃(𝑧) = N𝐴(𝑧) +
[︁
N𝐸(𝑧) +N𝐿(𝑧)

]︁
, (6.28)

while the observed number distribution per redshift bin 𝑧 and solid angle Ω

𝑑2𝑁/𝑑𝑧𝑑Ω and the bias 𝑏(𝑧) are:

𝑑2𝑁

𝑑𝑧𝑑Ω
=
𝑑2𝑁𝐴

𝑑𝑧𝑑Ω
+ 𝑑2𝑁𝑃

𝑑𝑧𝑑Ω
=
𝑑2𝑁𝐴

𝑑𝑧𝑑Ω
+
[︃
𝑑2𝑁𝐸

𝑑𝑧𝑑Ω
+ 𝑑2𝑁𝐿

𝑑𝑧𝑑Ω

]︃
= 𝑐𝑇𝑜𝑏𝑠

𝜒2(𝑧)
(1 + 𝑧)𝐻(𝑧)

[︁
R𝐴(𝑧) +R𝐸(𝑧) +R𝐿(𝑧)

]︁
,

(6.29)

𝑏(𝑧) = N𝐴(𝑧)
N𝑡𝑜𝑡(𝑧)𝑏

𝐴(𝑧) + N𝐸(𝑧)
N𝑡𝑜𝑡(𝑧) 𝑏

𝐸(𝑧) + N𝐿(𝑧)
N𝑡𝑜𝑡(𝑧) 𝑏

𝐿(𝑧) , (6.30)

where 𝑐 = is the speed of light,𝑇𝑜𝑏𝑠 is the duration of the GW survey (which here we

assume to be 3 yr), 𝜒(𝑧) is the comoving distance and𝐻(𝑧) is the Hubble parameter

(see chapter 2). The observed number of mergers per binary type N𝐴,𝐸,𝐿(𝑧) in the

redshift bin centered in 𝑧, is computed from the merger rates R𝐴,𝐸,𝐿(𝑧) defined in

eq. (6.20), eq. (6.23) and eq. (6.22). It is:

N𝐴,𝐸,𝐿(𝑧) = 4𝜋

∫ 𝑧+Δ𝑧

𝑧−Δ𝑧
𝑑𝑧′

𝑑2𝑁𝐴,𝐸,𝐿(𝑧′)
𝑑𝑧′𝑑Ω

. (6.31)

The quantities R𝐴,𝐸,𝐿(𝑧), 𝑑2𝑁/𝑑𝑧𝑑Ω, 𝑑2𝑁𝐴,𝐸,𝐿/𝑑𝑧𝑑Ω and 𝑏(𝑧), 𝑏𝐴,𝐸,𝐿, which are

characterised in section 6.2.1 and section 6.2.2, are shown respectively in figure 6.7,

figure 6.8, figure 6.6 for the different cases analysed in section 6.3. Note that early

PBH binaries dominate the distribution mainly at 𝑧 > 1, even when their local
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Figure 6.6: Bias 𝑏(𝑧)
from eq. (6.30) in the

cases of early PBH rate

R𝐸
0

= 10
−1

Gpc
−3

yr
−1

(dotted line), 50 Gpc
−3

yr
−1

(continuous line), and

200 Gpc
−3

yr
−1

(dashed

line). The ABH rate

R𝐴
0

= 133 Gpc
−3

yr
−1

is

assumed in the upper plot,

while in the lower one

R𝐿𝑉𝐾
0

= 25 Gpc
−3

yr
−1

.

merger rate is smaller than the ABH one (compare the plots in the central lines of

figure 6.7 and figure 6.8). In the case of figure 6.6, the drop that can be observed at

𝑧 > 4 depends on the effect of the ET selection effect 𝐹𝐸𝑇(𝑧) modelled in eq. (6.21).

6.3 Results

The models M1 = only ABH contribute to GW emissions and M2 = both ABH and PBH
contribute to the GW ET will observe are compared by forecasting the Bayes factor.

The M2 scenario assumes that a source exists that emits GW indistinguishable from

the ones from ABH mergers, and that its progenitors have distribution and bias

described by the relations in section 6.2.2. We interpret this GW source as PBH

mergers.

Forecasts are made for the ET−like survey with specifications described in table 5.3:

the full sky is observed with sky localization uncertainty ΔΩ = 100deg
2
, having

the effect of smoothing out the smaller scales as in eq. (5.50). The detector horizon

in this case, in agreement with [334] is pushed up to 𝑧𝑚𝑎𝑥 = 6 while in chapter 5 we

had assumed 𝑧𝑚𝑎𝑥 = 5 since the number of ABH there is negligible. The conversion

between 𝑧 and 𝐷𝐿 is made by assuming the fiducial cosmology in table 2.1 and the

bins for the tomographic analysis are defined by the luminosity distance uncertainty

Δ𝐷𝐿/𝐷𝐿 = 0.1. Angular power spectra are computed with CAMB [165] and used to

compute the Fisher matrices 𝐹1 , 𝐹2 for the two models M1 , M2; the Fisher matrix
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Figure 6.7: Merger rate R𝑖(𝑧) computed for 𝑖 = ABH+PBH (black) ABH (blue), late PBH (purple dotted), early PBH (purple dashed)

with R𝐸
0
= 10

−1
Gpc

−3
yr

−1
(top), R𝐸

0
= 50 Gpc

−3
yr

−1
(central), R𝐸

0
= 200 Gpc

−3
yr

−1
(bottom). We assume R𝐴

0
for left plots, R𝐿𝑉𝐾

0
for

right plots.

of the nested model M1, is computed by conditioning 𝐹2 over all the parameters

related with PBH.

Different configurations have been adopted and compared in this analysis. All

the parameters with their fiducial values, are summarized in table 6.1: some of

them are held fixed, while others propagate through the Fisher matrix computation

as in eq. (5.58). The latter are then marginalized to compute the Bayes factor

between M1 and M2 as eq. (6.5) describes. The shared parameters in the two

models are 𝜽1 = [𝐴, 𝐷,R𝐴
0
]; the extra−parameters instead are 𝜽𝑟𝑎𝑡𝑒

2
= [R𝐸

0
,R𝐿

0
]

or 𝜽
𝑓 𝑢𝑙𝑙

2
= [R𝐸

0
,R𝐿

0
, 𝑏𝐸 , 𝑏𝐿]. In the rate scenario we fixed the PBH bias parameters:

the reason for this is both numerical and theoretical. On one side, holding them

fixed we can probe separately different bias models, so to understand which of

them could be detectable with ET. On the other side, the PBH bias parameters are

degenerate with the PBH merger rates in the computation of the angular power

spectra that make up the Fisher matrix: including them in the analysis, therefore,

makes the results of our test less reliable. An alternative way to approach this

problem is to consider Gaussian priors on the parameters and to compute the Bayes

factor outside the Laplace approximation, by the means of eq. (6.19). We performed

this analysis and we found that the Bayes factors computed by including a stringent

Gaussian prior or by conditioning over some of the parameters converge. A detailed

description of such results will be presented in the paper in preparation [4].
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Figure 6.8: Observed number distribution 𝑑2𝑁 𝑖/𝑑𝑧𝑑Ω. The legend is the same as figure 6.7.

2: A full description of the

results obtained by varying

the fiducial values of these

parameters will be as well

presented in the forthcom-

ing paper [4]. We note, how-

ever, that in model selection

studies it is preferable to

have a small number of pa-

rameters: improving the pa-

rameter set, in fact, increases

the degrees−of−freedom of

the system and can pro-

vide over−fitting issues. The

opposite instead holds for

analyses aimed at parameter

forecasts, where condition-

ing over some of the param-

eters can lead to optimistic

estimates of the results.

As table 6.1 shows, several other parameters should enter the Fisher matrix computa-

tion: these are the cosmological parameters required by CAMB and the 𝛼 parameters

describing the redshift evolution of ABH and PBH merger rates. We fixed these pa-

rameters after performing different tests to validate the robustness of the analysis.
2

In particular:

▶ The effect of the cosmological parameters on the final result can be neglected

in favour of a smaller computational cost.

▶ Changing the fiducial values of the redshift evolution parameters for ABH or

PBH only slightly affect the results.

To check the stability of the results, we also computed the Bayes factor through the

Savage−Dickey ratio in eq. (6.7), where a single extra−parameter is needed. To do

so, we fixed the PBH biases and we converted the parameters R𝐸
0

and R𝐿
0

into the

PBH abundance Γ, defined in eq. (6.1). Finally, we marginalised over the distance:

Γ =

∫ 𝑧𝑚𝑎𝑥

𝑧𝑚𝑖𝑛

𝑑𝑧
N𝑃(𝑧)
N𝑡𝑜𝑡(𝑧) =

∫ 𝑧𝑚𝑎𝑥

𝑧𝑚𝑖𝑛

𝑑𝑧
N𝐸(𝑧) +N𝐿(𝑧)

N𝐴(𝑧) +N𝐸(𝑧) +N𝐿(𝑧) . (6.32)

In this simplified version of the M2 model, which we indicate as MΓ
2
, the Fisher

matrix for the complex model is computed by converting 𝐹2 through:

𝐹
𝛾𝛿
Γ

=
∑︂
𝛼𝛽

𝑑�𝛼
2

𝑑�
𝛾
Γ

𝐹
𝛼𝛽
2

𝑑�
𝛽
2

𝑑�𝛿
Γ

, (6.33)
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Table 6.1: Parameters and fiducial values assumed in the computation; the values R
𝐸,𝐿
0

= 0 refer to the case in which the true model is

M1. The ✓ indicates if the parameter is held fixed or marginalised in the computation of the Fisher matrix. As described in the text, we

analysed both the cases in which 𝑏𝐿 and 𝑏𝐸 are either fixed or marginalised.

Parameter Held fixed Marginalized Fiducial value

Cosmology

[𝐻0 ,Ω𝑐 ℎ
2 , 𝑤0 , 𝑤𝑎 ,Ω𝑏 ℎ

2 , 𝑛𝑠 , 𝐴𝑠] ✓ Planck 2018 [13]

ET survey

[𝑧𝑚𝑖𝑛 , 𝑧𝑚𝑎𝑥] ✓ [0, 6]
Δ𝐷𝐿/𝐷𝐿 ✓ 10%

ΔΩ ✓ 100 deg
2

𝑇𝑜𝑏𝑠 ✓ 3

𝐹(𝑧) ✓ N𝐴(𝑧)/N𝐴
𝑓 𝑢𝑙𝑙

(𝑧)

ABH distribution and bias

R
𝐴,𝐿𝑉𝐾
0

✓ [133, 25]Gpc
−3

yr
−1

𝛼1 ✓ 4.68 · 10
−8

𝛼2 ✓ 1.34 · 10
−7

𝛼3 ✓ −2.29 · 10
−8

𝛼4 ✓ 1.47

𝐴 ✓ 0.7

𝐵 ✓ 2.68

𝑃 ✓ 1

PBH distribution and bias

R𝐿
0

✓ [0, 4]Gpc
−3

yr
−1

𝛼𝑃
𝐿

✓ 0

𝑏𝐿 [✓] [✓] 0.5

R𝐸
0

✓ [0, 10
−1 , 50, 200]Gpc

−3
yr

−1

𝛼𝐸 ✓ 1.25

𝑏𝐸 [✓] [✓] 1

3: The parameter set 𝜽Γ =

[𝐴, 𝑃,R𝐴
0
, Γ, 𝑏𝐸 , 𝑏𝐿] is also

analysed by using the Bayes

factor from eq. (6.5).

where 𝜽Γ = [𝐴, 𝑃,R𝐴
0
, Γ].3 The fiducial value of Γ is computed from eq. (6.32) and

its values are reported in table 6.2.

To reduce the computational cost of the code, the cosmological parameters are also

fixed since, as we found in chapter 5, they do not affect too much the results. As in

section 5.6, we fixed the 𝐵 parameter of the ABH bias, since it is degenerate with

the ones for 𝐴.

The analysis has been developed in several different scenarios:

Rate scenario: 𝜽2 = [𝐴, 𝑃,R𝐴/𝐿𝑉𝐾
0

,R𝐸
0
,R𝐿

0
] (𝑏𝐸,𝐿 are fixed to their fiducial values;

Full scenario: 𝜽2 = [𝐴, 𝑃,R𝐴/𝐿𝑉𝐾
0

,R𝐸
0
,R𝐿

0
, 𝑏𝐸 , 𝑏𝐿].

For each scenario we consider six fiducial frameworks, which correspond to the

different rates described in section 6.2.1 and section 6.2.2:

A×0.1P, LVK×0.1P: R𝐴
0
= 133 or R𝐿𝑉𝐾

0
= 25 Gpc

−3
yr

−1
, R𝐸

0
= 0.1 Gpc

−3
yr

−1
;

A×50P, LVK×50P: R𝐴
0
= 133 or R𝐿𝑉𝐾

0
= 25 Gpc

−3
yr

−1
, R𝐸

0
= 50 Gpc

−3
yr

−1
;

A×200P, LVK×200P: R𝐴
0
= 133 or R𝐿𝑉𝐾

0
= 25 Gpc

−3
yr

−1
, R𝐸

0
= 200 Gpc

−3
yr

−1
.

The baseline cases chosen for the analysis are the Rate scenario, A×... ones.

As for the priors, they are required to compute both the Bayes factor in eq. (6.5), in

which Δ�𝛼
2

are the prior ranges of the extra−parameters, and the Savage−Dickey

ratio in eq. (6.7). In particular, we assume the prior ranges in the upper part of
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table 6.3 to account for the theoretical models uncertainties; in this case we consider

uniform prior, therefore 𝑝(�𝛼
2
) = (Δ�𝛼

2
)−1

.

Baseline case

The settings we choose as the baseline case are the Rate scenario, A×.... Here, the pa-

rameters entering the Fisher matrix of the model M2 are: 𝜽2 = [𝐴, 𝑃,R𝐴
0
,R𝐸

0
,R𝐿

0
],

where R𝑖
0

are the local ABH and PBH merger rates, while 𝐴, 𝑃 are the parameters

that describe the ABH bias, defined such that 𝑏(𝑧) = 𝐴(𝑧 + 𝐵)𝑃 and computed

through the HOD/GOD technique described in section 5.3.2. Three frameworks

were analysed, in which R𝐸
0

is respectively [0.1, 50, 200]Gpc
−3

yr
−1

.

We computed the Bayes factor as in eq. (6.5). Results are shown in figure 6.9, where

the values of the Bayes factor

⟨︁
𝐵12

⟩︁
are compared with the limits defined in [353]

to distinguish between tests that provide a substantial, strong or decisive evidence of

one model with respect to the other.

According to figure 6.9, the model selection analysis states that ET will be able to

confirm or disregard the contribution of PBH mergers to GW observed by ET in

case their local rate is at least above 50 Gpc
−3

yr
−1

. As described in section 6.2.2,

this corresponds to 𝑓𝑃𝐵𝐻 ≃ 0.2% and to Γ = 0.810. The result we obtained is in

agreement with the fact that the ET observed volume will include high redshift

regions, where the PBH have larger merger rate than ABH.

Figure 6.9: Bayes factor for

the Rate scenario, A×....
This plot is analogous to the

upper left one in figure 6.10.

Extended analysis

To verify the robustness of our forecast, we consider additional scenarios besides

the baseline case. They are distinguished by the number and types of parameters

entering the computation of the Fisher matrix.

Framework Γ fiducial value Framework Γ fiducial value

A×0.1P 0.069 LVK×0.1P 0.101

A×50P 0.810 LVK×50P 0.867

A×200P 0.944 LVK×200P 0.963

Table 6.2: Γ fiducial values

used in the analysis in the

different frameworks. They

are computed by integrating

eq. (6.32) over all the red-

shift bin 𝑧 ∈ [0, 6].

Figure 6.10 shows the forecasts for the Full scenario and Rate scenario using M1,

M2 in eq. (6.5), for all the frameworks; note that the correlations that exist between
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Model Parameter Prior range Δ�𝛼
2

M2

R𝐸
0

500 Gpc
−3

yr
−1

R𝐿
0

100 Gpc
−3

yr
−1

𝑏𝐸 0.3

𝑏𝐿 0.3

MΓ
2

Γ 1

𝑏𝐸 0.3

𝑏𝐿 0.3

M1

𝐴 0.3

𝑃 0.3

R𝐴
0

50 Gpc
−3

yr
−1

Table 6.3: Uniform prior

ranges for the extra pa-

rameters of M2, MΓ
2

(see

eq. (6.33)) used to com-

pute

⟨︁
𝐵
⟩︁

from eq. (6.5).

Note that we associate the

largest uncertainties with

the PBH rates. The prior

ranges for M1 are instead

used in the computation of

the Savage−Dickey ratio in

eq. (6.7) to define the bound-

aries between which the like-

lihood of the common pa-

rameters are integrated to

be marginalised.

PBH rate and bias parameters in the Full scenario make the test less reliable; in

this situation, the introduction of Gaussian priors would be needed to break the

degeneracies. Our choice of prior is the one described in table 6.3.

Figure 6.10: Bayes factor

in the Rate scenario (top)

and Full scenario (bot-

tom) computed using M1,

M2 in eq. (6.5) for the

A×[0.1,50,200]P (left) and

LVK×[0.1,50,200]P (right)

frameworks.

Assuming R𝐴
0

or R𝐿𝑉𝐾
0

as the local ABH merger rate does not produce relevant

differences when using M2 in the computation.

Figure 6.11 shows results obtained by using MΓ
2
: the Rate scenario in this case

considers one single extra−parameter Γ with respect to M1. For this reason, the

Savage−Dickey ratio from eq. (6.7) is shown as well: the comparison between it and

the Bayes factor shows that their results are compatible. The small deviation seen
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in the smaller value of R𝐸
0

is due to the propagation of numerical uncertainties in

the code.

The comparison between M2 and MΓ
2
, instead, can be made by looking at figure 6.10

and figure 6.11. We note that in the second case the test on the PBH existence

for R𝐸
0
= 50 Gpc

−3
yr

−1
is not as much predictive as in the first case; by slightly

increasing the threshold, however, the same results are recovered. This is due to

the integration performed to compute Γ in eq. (6.32): in fact, in MΓ
2

we integrate

the number of ABH and PBH over the full redshift interval: this collapses the

redshift information, which is fundamental in the PBH detection. In M2, the Fisher

matrix is obtained by summing the auto− and cross− tomographic contributions

of all the bins. In MΓ
2

instead, the Fisher matrix is obtained as if it were computed

over the full dataset, projected over the sky. Therefore, in the first case the relative

abundances are considered bin by bin, while in the second only the total relative

abundances are taken into account: this increases the ABH influence on the final

result, making it affecting the results in a stronger way.

For the same reason, the variation in the number of ABH due to the use of R𝐴
0

or R𝐿𝑉𝐾
0

has in MΓ
2

a stronger effect. As shown by figure 6.11, the LVK×200P
framework provides a value of

⟨︁
𝐵12

⟩︁
orders of magnitudes smaller than A×200P.

Figure 6.11: Bayes factor

in the Rate scenario (top,

continuous line) and

Full scenario (bottom)

computed using M1,

MΓ
2

in eq. (6.5) for the

A×[0.1,50,200]P (left)

and LVK×[0.1,50,200]P
(right) frameworks. The

upper plot shows also

the Savage−Dickey ratio

from eq. (6.7) (dot−dashed

line). The values of

𝑙𝑛
⟨︁
𝐵12

⟩︁
for R𝐿𝑉𝐾

0
, R𝐸

0
=

200 Gpc
−3

yr
−1

that exit the

scale of the plot are ≃ −205.

Both figure 6.10 and figure 6.11 highlight the fact that the Full scenario would

always give a decisive test for the M2 /MΓ
2

model i.e., for the existence of PBH.
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4: The Occam’s razor

principle states that sim-

ple theories should be

preferred with respect

to more complex ones,

where the number of

parameters is larger, unless

the data demand otherwise.

In eq. (6.5), the factor

describing this property

is the product between

(2𝜋)−𝑛𝑒/2

√
det 𝐹2/

√
det 𝐹1

and the priors of the

parameters [350].

This is related to the strong correlation between the PBH rates and biases, which

increases the value of the evidence:

𝑝(O) =
∫

𝑑𝜽2 𝑝(O|𝜽2)𝑝(𝜽2) . (6.34)

From eq. (6.5), this implies that the absolute value of ln

⟨︁
𝐵12

⟩︁
becomes larger i.e.,

there is more evidence for the ABH+PBH detection. We tested that in all the

frameworks the evidence in the Full scenario increases with respect to the Rate
scenario; in particular in the case of R𝐸

0
= 10

−1
Gpc

−3
yr

−1
(which is the one whose

predictions in figure 6.10 change the most in the two scenarios), 𝑝(O) increases of

∼ 80%. This enhance the plausibility of the complex model, beating the Occam’s

razor factor
4

that would instead favour the nested model.

In conclusion, the technique adopted suggests that future ET−like GW surveys:

▶ Will be sensitive to PBH existence thanks to the high distances probed by

their horizon.

▶ Will be able to confirm or rule−out the existence of GW sources producing

the same kind of signal as ABH mergers, but characterized by different spatial

distribution and clustering properties i.e., bias. This will allow us to test

different theories of PBH formation and evolution.

A crucial requirement for this to be effective is the possibility to perform a tomo-

graphic analysis. This translates in a requirement for the specifications of future

GW surveys, namely a good luminosity distance uncertainty (we tested the case

Δ𝐷𝐿/𝐷𝐿 ≃ 10%, see table 5.3). Sky localization is instead not a crucial issue, since

we need bias measurements on large scales. A 100deg
2

precision will suffice.



1: In chapter 2, the distri-

bution function used for

the Boltzmann equation was

written in terms of the po-

sition 𝒙 and of the proper

momentum 𝒑. Here, we con-

verted 𝒑 to velocity 𝒗 and

the gravitational potential

𝜙.

2: Note that the equation

presented here is equivalent

to the one in chapter 2, once

that it is set:

∫
𝑑𝒗 𝑓 = 𝑎2�̄�𝛿.
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In chapter 5 and chapter 6 we demonstrated that future GW surveys, will have

a strong constraining power on the clustering of binary black hole mergers in

luminosity distance space. In order to verify our predictions (especially about bias)

and to prepare tools for the actual data analysis in a more realistic context, we

decided then to interface with simulations.

Clearly, this is a long−term project that must be implemented in steps. We start

with the implementation of the estimators for the power spectrum and the bias. We

apply them to the analysis of an idealized scenario, where the positions of all the

BBH mergers are perfectly measured in comoving space. The simulated data are

drawn from hydrodynamical 𝑁−body simulations [204, 205, 322], that model the

astrophysical processes leading to their formation: therefore, in this chapter, only

astrophysical black hole mergers are considered. In the future, to increase the level

of realism and to implement the full pipeline for the data analysis, we will include

also space distortions (see section 5.2), detector selection effects and measurement

uncertainties.

The work described in this chapter will be published in a forthcoming paper [5]. In

particular, in section 7.1 we give a brief review of the different kind of simulations

used in the analysis (i.e., collision−less 𝑁−body, hydrodynamical, population

synthesis based). In section 7.2 and section 7.3 we introduce the techniques that are

commonly used in literature to estimate the power spectrum and bias of simulated

datasets. Finally, in section 7.4, we describe how we implemented them and we

present the results of our analysis.

7.1 Simulations and catalogues

In general, we can distinguish among two classes of simulations. The first type

related with DM−only cosmological simulations, where DM is treated as a

pressure−less, collision−less and non−interacting perfect fluid. In the Newto-

nian limit, its evolution is easily described by rewriting the Boltzmann eq. (2.22)

for the DM distribution function 𝑓 (𝑡 , 𝒙 , 𝒗)1 in the collision−less limit i.e., in the

form of the Vlasov equation:

𝑑𝑓

𝑑𝑡
=

𝜕 𝑓

𝜕𝑡
+ 𝒗

𝜕 𝑓

𝜕𝒙
−

𝜕𝜙

𝜕𝒙

𝜕 𝑓

𝜕𝒗
= 0 . (7.1)

This is coupled in the expanding Universe, with the Poisson eq. (2.30):
2

∇2

𝒙𝜙 = 4𝜋𝐺

∫
𝑑𝒗 𝑓 . (7.2)

For the type of applications we have in mind, though, baryon evolution also has to

be taken into account. In this case, highly non−linear physics makes the situation

much more complicated. Typically, astrophysical gases are described by using

the Euler eq. (2.28) and the conservation of mass and energy, through which the
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3: The name Monte Carlo
identifies a large class of al-

gorithms based on random

samplings.

hydrodynamics of the system is analysed. In [354] a review of this two approaches

can be found, together with a description of the numerical techniques that have

been developed to deal with them.

Another class of simulations exists, which is mostly used in astrophysics with

respect to cosmology: these are the population−synthesis codes, in which models

of stellar population and evolution are implementing by using a Monte Carlo

approach.
3

7.1.1 N-body simulations

When only DM is considered, the evolution of the Universe can be modelled as a set

of 𝑁𝑝 particles of mass 𝑚 moving under the effect of gravity. In this case, instead of

using the Bolzmann eq. (2.22) to describe the full DM field, it is possible to study

the trajectory of each 𝑖−th particle through the Newton’s law of motion. In this

way, the particle ensemble can be interpreted as a coarse−grained discretization of

the density field [354] i.e.,

⟨︁
𝑓 (𝑡)

⟩︁
≃ ∑︁

𝑖 𝑓 (𝑡 , 𝒙𝑖 , 𝒗𝑖). The velocity 𝒗𝑖 and the position

𝒙𝑖 of each particle depend on the other 𝑁 − 1, which are located at distances 𝑟𝑖 𝑗 ,

through: ⎧⎪⎪⎪⎨⎪⎪⎪⎩
�̇� 𝑖 = −𝐺∑︁

𝑗≠𝑖

𝑚 𝑗(𝒙𝑖 − 𝒙 𝑗)
𝑟3

𝑖 𝑗

�̇� 𝑖 = 𝒗𝑖

. (7.3)

For 𝑁 = 2 the analytical solutions of eq. (7.3) can easily be computed, while for

systems with higher dimension this would require the use of a slowly convergent

power series [355]. Integration particle−particle schemes have therefore to be

developed to avoid this issue. These, starting from a set of initial condition,

compute the trajectory of each particle through a series of time steps Δ𝑡 in which,

for each vector component:⎧⎪⎪⎪⎨⎪⎪⎪⎩
𝑣𝑖(𝑡 + Δ𝑡) ≃ 𝑣𝑖(𝑡) +

𝑑𝑣𝑖(𝑡)
𝑑𝑡

Δ𝑡

𝑥𝑖(𝑡 + Δ𝑡) ≃ 𝑥𝑖(𝑡) +
𝑑𝑥𝑖(𝑡)
𝑑𝑡

Δ𝑡
. (7.4)

The choice of the time steps, which can differ between 𝑥𝑖 and 𝑣𝑖 , identifies the

integration scheme and leads to different levels of accuracy and to different

computational costs [356].

Usually, if the particle are not too close one to the other i.e., if the density is not too

high, approximation are used to speed up the computation and avoid the generation

of unphysical effects and divergences. One of these is the softening: during close

encounters, gravity is smoothed to a lower value to avoid the generation of spurious

scatterings between the particles, leading to noise contributions [357].

Tree codes are used as well: to study the motion of the 𝑖−th particle, the cumulative

effect exerted by the others is considered. Provided that these are far enough from

𝑖, their masses are summed together and their positions and velocities are reduced

to the ones of the centre of mass. In this way, through the so called Barnes−Hut
algorithm [358], only nearby particles are accounted directly, while the others are

approximated. The number of required computational tasks is therefore reduced.

Moreover, particle mesh algorithms [359] have be developed: the particle positions

are re−mapped onto a discrete grid, over which the Poisson eq. (2.30) is solved,

reducing the number of operations required.
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4: Typically, the density of

the halos is set to be 200

times higher than the mean

background density: this de-

fines the halo mass 𝑚200,

which has to be enclosed

inside a certain radius 𝑟200

[354].

5: The name of the algo-

rithm relates to the fact that

each particle is linked to all

the other within a distance

𝑙𝐹𝑜𝐹 , which are indicated as

its friends, and indirectly to

all the particles linked to its

friends, which are indicated

as the friends of friends.

6: 𝑀� ∼ 0eV is the sum of

the neutrino masses, 𝜎8 ∼
0.834 is the present variance

of the matter density fluctua-

tions on a scale of 8 ℎ−1
Mpc.

Cosmological𝑁−body simulations are used mainly to study the large scale structure

distribution of DM and DM halos, which are defined inside the simulations as

regions of a certain radius that contain mass above a certain threshold.
4

To identify

the halos, commonly the Friends−of−Friends algorithm (FoF) is used [360]: particles

that are separated by less then the chosen linking length 𝑙𝐹𝑜𝐹 form a group.
5

The

number of particles forming a group determines its size: in the case of DM halos,

usually, the smallest groups are disregarded. The mass of the halo is then computed

as the sum of the DM particles forming the group.

The main advantages of 𝑁−body simulations are the linearity of the physical

mechanisms involved and the relatively small computational cost required. These

give the possibility of probing large volumes, running different realizations with

various sets of initial conditions and cosmological parameters: by combining all of

them, the local and peculiar effects are then averaged out and the cosmic variance

(see section 2.2.2) is drastically reduced.

The QUĲOTE simulations

The QUĲOTE suite [361] contains 44100 𝑁−body simulations, which have been

realized assuming 7000 different sets of fiducial values for the cosmological

parameters [ℎ, Ω𝑐 , Ω𝑏 , 𝑤0 , 𝑛𝑠 , 𝑀� , 𝜎8],6 which are summarized in table 7.1.

The simulations are realized within boxes having comoving side 1 ℎ−1
Gpc and

containing either 256
3 , 512

3
or 1024

3
particles. These are evolved from 𝑧 = 127,

where the initial conditions are defined, up to 𝑧 = [3, 2, 1, 0.5, 0], where the

snapshots are saved.

Figure 7.1 shows a slice of the QUĲOTE simulation box at 𝑧 = 0 in the fiducial

cosmology. The figure highlights the LSS created by the DM distribution.

Figure 7.1: Slice of

5 ℎ−1
Mpc side of the

𝑧 = 0 snapshot in the

fiducial cosmology of

the QUĲOTE simulation.

The black pixels highlight

the DM distribution.

To appear in [5].

For each snapshot and realization, QUĲOTE provides the catalogues of DM halos.

These are identified by a linking length 𝑙𝐹𝑜𝐹 = 0.2�̄�, being �̄� the mean inter−particle

separation; only halos containing at least 20 particles are considered.
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Figure 7.2 shows the DM halo mass distribution 𝑛ℎ(𝑚, 𝑧) (compare with section 3.1.1)

we measured from the catalogues for the 𝑧 = [0, 1, 2] snapshots in the fiducial

cosmology. This is compared with the Sheth−Mo−Tormen distribution [362]

commonly used in the literature.

Figure 7.2: Mass distribu-

tion of DM halos in the

QUĲOTE redshift snap-

shots used in the analysis

in section 7.4 (black his-

togram) compared with the

Sheth−Mo−Tormen halo

mass function [362] (dashed

red line). This has been

normalized to the number

of halos in the catalogs.

To appear in [5].

7.1.2 Hydrodynamical simulations

The simulation of the baryon component is more difficult and computationally

expensive, since it requires to take into account viscosity and processes such as

radiative transfer, gas cooling or star formation. This is done through discretized

solutions of the conservation and time evolution equations of the density, velocity

and energy of the baryon fluid, complemented by the description of the astrophysical

processes.

Such processes are included as sub−grid physics: numerical issues prevent from

resolving them in the full simulation, therefore effective semi−analytical models

are built to describe them. In these, particles below a certain relative distance are

described through the density and pressure of the overall fluid, smoothed by a

window function [363], on which the astrophysical processes depend.

Moreover, to reduce the dimension of the problem, usually the particle masses are

chosen to be larger than the mass of the real bodies they represent e.g., to simulate

a galaxy made by ∼ 10
10

stars with 𝑀 ∈ [1, 100]𝑀⊙, it is customary to use ∼ 10
5

stellar particles having mass 𝑀 ∈ [10
6 , 10

8]𝑀⊙.

The EAGLE simulation

The EAGLE suite contains a set of cosmological simulations [206, 207] that track

the evolution of gas, DM and stars across cosmic time. The simulations include

sub−grid models for cooling, star formation, chemical enrichment, stellar and active
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7: Each EAGLE snapshot

has its own Δ𝑧 width, but

in the text they are indi-

cated through their nearest

integer, for clarity. In par-

ticular, the snapshots we

adopted are: 𝑧 ∈ [0, 0.1], 𝑧 ∈
[0.93, 1.13], 𝑧 ∈ [1.87, 2.12]
and 𝑧 ∈ [5.73, 6.51].

galactic nucleus feedback. Galaxy catalogues are extracted from these simulations,

considering different resolutions, which depend on the size of the box considered.

The box used in the EAGLE suite and adopted in this analysis, has comoving side

67.77 ℎ−1
Mpc and contains 1504

3
particles. Its resolution therefore is higher than

the QUĲOTE one, but the probed volume is smaller. As it is evident by comparing

figure 7.1 and figure 7.3, observed scales therefore are smaller as well: this has

important consequences when analysing cosmological quantities, as section 7.4

will describe.

The fiducial cosmology used in the simulation is described in table 7.1. For the

purpose of this work, only four snapshots were considered, specifically at 𝑧 = 0,

𝑧 = 1, 𝑧 = 2 and 𝑧 = 6.
7

Each of these epochs has been chosen since it has a

particular significance in terms of astrophysical events:

▶ 𝑧 = 0 corresponds to the current cosmic time, where the degree of non−linearity

in the distribution of matter is at its highest.

▶ 𝑧 = 1 is close to the detector horizon (see section 4.2) for binary black holes

of the advanced LIGO interferometers [364].

▶ 𝑧 = 2 is where the star formation rate (see section 3.3.1) peaks [365].

▶ 𝑧 = 6 is close to the end of the reionisation epoch (see section 2.1.3) [6, 366].

Figure 7.3 shows a slice of the simulation box at 𝑧 = 0: DM is represented through

the black dots.

Figure 7.3: Slice of

5 ℎ−1
Mpc side of the

EAGLE simulation in

the 𝑧 = 0 snapshot. The

black pixels represent the

DM distribution, while

the red points represent

a random sample of the

binary black hole mergers

generated from MOBSE

described in section 7.1.3.

By comparing this figure

with figure 7.1 from the

QUĲOTE simulation, the

different resolution and

scales probed are evident.

To appear in [5].

The DM halos identified through the Friends−of−Friends algorithm are ≃ (5.4 ·10
5)

at 𝑧 = 0, ≃ (6.8 · 10
5) at 𝑧 = 1, ≃ (7.3 · 10

5) at 𝑧 = 2, and ≃ (4.8 · 10
5) at 𝑧 = 6

[206, 207]. Figure 7.4 shows the halo mass distributions for each snapshot and

compared to the Sheth−Mo−Tormen 𝑛ℎ(𝑚, 𝑧) [362]. Thanks to the higher resolution

of the simulation, the mass of the halos in this case spans over a slightly different

range with respect to the QUĲOTE ones, reaching smaller values. This is evident by

comparing snapshots from figure 7.2 with the corresponding ones from figure 7.4.
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Figure 7.4: Mass distribu-

tion of DM halos in the

EAGLE redshift snapshots

adopted in the analysis

in section 7.4 (black his-

togram) compared with the

Sheth−Mo−Tormen halo

mass function [362] (dashed

red line). This has been

normalized to the number

of halos in the catalogues.

By comparing this figure

with figure 7.2, it is possible

to note that DM halos

identified in the EAGLE

suite reach smaller masses.

To appear in [5].

7.1.3 The population-synthesis code MOBSE

To perform studies of binary mergers on cosmological scales, the sub−grid physics

described in section 7.1.2 and its limited mass resolution are not enough to yield

accurate results. For this reason, the authors of [205, 322, 367] proposed to seed

existing cosmological simulations with catalogues of stellar objects simulated

through population−synthesis codes.

Population−synthesis codes are used in the study of structure and evolution of

single stars or groups of them. These, depending on the goal of the simulation, use

detailed models to characterize the properties of each simulated body and on the

field where it is found. MOBSE [323, 367, 368] is one of them: it has been designed to

simulate the formation and evolution of the progenitors of compact object binaries,

which can eventually merge and produce GW.

MOBSE simulates stellar components that evolve to become compact remnants, such

as neutron stars or black holes. It contains fitting formulas that describe the evolution

of stellar properties as a function of metallicity and stellar mass. Up−to−date models

for stellar wind mass loss [369] are included, together with state−of−the−art

prescriptions for core collapse [370] and pair−instability supernovae [371]. The

formalism for binary evolution processes from [368] is exploited in this code; the

mass function and local merger rate density obtained are in agreement with results

from [248, 250, 372].

The binary compact objects generated with MOBSE are randomly associated with

stellar particles in the EAGLE simulation: they can be either binary black holes,

binary neutron stars or black hole−neutron star systems. The link between the

stellar particles and the presence of a binary inside them is based on the formation

time, metallicity (see section 5.3.1) and total initial mass of the particles themselves

[367]. Properties of the stellar progenitors of each binary and delay time between

formation and merger of the binary are self−consistently taken into account.
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8: As described in sec-

tion 4.3.1, the merger de-

tectability depends on the

amplitude of the GW sig-

nal (which is related with

intrinsic parameters, such as

the progenitor masses, the

spins and the distance from

the observer), and on the an-

tenna pattern of the detector

(which is related to the bi-

nary position in the sky and

its inclination with respect

to the detector plane). When

working with simulations,

a rough selection can be

performed, which only de-

pends on the average 𝑆𝑁𝑅

of the mergers and with the

expected 𝑆𝑁𝑅 lower limit

of the detector.

9: In the case of real

data−sets, in order to per-

form the discrete Fast

Fourier Transform (FFT) the

survey has to be enclosed in

a box [373–378]. For simula-

tions, this is already taken

into account.

In this way, catalogues of merger events in the EAGLE simulation are produced. As

for BBH mergers, about ≃ (·10
8) objects are found at 𝑧 = 0, ≃ (2.9 · 10

8) at 𝑧 = 1,

≃ (2.0 · 10
8) at 𝑧 = 2, and ≃ (1.3 · 10

7) at 𝑧 = 6. Figure 7.3 shows a subselection of

the events at 𝑧 = 0, comparing their distribution with the DM one. It is evident

that mergers are mostly found where DM clusters the most i.e., in the high density

peaks where also the most massive halos are found. This is coherent with the

derivation in section 3.1.1.

At this level, the catalogues contain the full distribution of all the possible mergers

produced in the simulated Universe. If the goal is to study their detectability with

respect to a particular detector e.g., the Einstein Telescope, information regarding

the signal−to−noise ratio
8

should be introduced to take into account its selection

function. While this was done for the catalogues used for the analysis in chapter 5

and chapter 6, the ones used in this chapter have not been filtered.

All the results presented in section 7.4, therefore, refer to the full, intrinsic distribu-

tion of the mergers, without any detector selection effect.

7.2 Power spectrum estimator

The tool required to study the statistical properties of the simulated catalogues is

the power spectrum 𝑃(𝒌), which was introduced in section 2.2.2 and characterized

in section 3.2 in its formulation for point−like, Poisson distributed sources. To

extract it from a data−set, it is necessary to build an estimator �̃�(𝒌). In the following,

we will present the standard procedure for the analysis of simulated catalogues.

The extension to real data would introduce some complications:

▶ Simulated data are distributed inside regular boxes, inside which their

coordinates are known with 100% precision, while real data cover irregular

volumes and are affected by instrumental errors and systematics.

▶ The mean number density of simulated data is the same all over the box

i.e., their average distribution is homogeneous and isotropic, while real data

distribution can change from point to point and also be masked in some

regions.

▶ In simulated catalogues contributions from different redshift snapshots come

from independent outputs, while for real data all the information overlaps

and need to be disentangled.

▶ Simulated catalogues are realized and analysed in comoving space, while

real data are affected by the space distortions described in section 3.2.1 and

section 5.2.

Let us consider a simulated catalogue made by 𝑁𝑝 particles (as described in

section 7.4, in our analysis they can be either DM, halos or mergers) distributed

inside a cubic box having comoving size 𝐿.
9

The points are mapped through the

r = (x, y,z) coordinates inside the box, where the (0, 0, 0) point is fixed in one of

the vertices; each point has the same mass 𝑚, therefore masses are simplified out

in the following analysis.

The computation of the 𝛿(r) overdensities in the particle distribution can not be

directly performed on the discrete set but has to be weighted through the Grid
Assignment Scheme (GAS). This is defined by a square grid made in each of

the (x, y,z) directions by 𝑁𝑔 cells of size S = 𝐿/𝑁𝑔 , inside which the particle

distribution is smoothed. On one side, in this way the structures on scales smaller
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10: We compute the FFT

by using the pyhton.scipy

library. This assumes that

the grid spacing is unitary,

therefore S has to be used

to normalize its result: for

this reason in eq. (7.12) the

factorSis introduced. More-

over, note that the normal-

ization adopted here is dif-

ferent with respect to the

one used in chapter 2 and

chapter 3; we did this choice

to be coherent with the nu-

merical libraries we made

use of.

than S are smeared; on the other, each particle point is used to assign a certain

weight to a group of cells. Formally, per each grid cell in the position r𝑔 , this is

equivalent to compute the density �̃�(r𝑔) through the convolution:

�̃�(r𝑔) =
∫

𝑑3r′𝑊(r𝑔 − r′)𝛿(r′) =
𝑁𝑝∑︂
𝑖=1

𝑊(r𝑔 − r𝑖) . (7.5)

The weight each point provides to the different cells depends on the particular GAS

adopted. There are several possible choices [379]; usually, the top−hat function:

T(𝑠) =
{︄

1 if |𝑠 | < 1/2

0 otherwise

, (7.6)

is convoluted 𝑝 times to define the piece−wise GAS window function𝑊 (𝑝)(𝑠) with

respect to the grid spacing in each direction:

𝑠x = (x𝑔 −x𝑖)/S ,
𝑠y = (y𝑔 − y𝑖)/S ,
𝑠z = (z𝑔 − z𝑖)/S .

(7.7)

Through this choice, the window function is a symmetric, positive−defined function,

separable in its components (x, y,z). A widely−used choice for the GAS is the

second order 𝑝 = 2 piece−wise function. This is called the Cloud−In−Cell (CIC)

and it is defined in each component by:

𝑊 (2)(𝑠) = (T∗ T)(𝑠) =
{︄

1 − |𝑠 | if |𝑠 | < 1/2

0 otherwise

. (7.8)

The complete window function is therefore given by:

𝑊(r𝑔 − r𝑖) =
1

S3

∏︂
𝑠={x, y,z}

𝑊 (2)
(︃
𝑠𝑔 − 𝑠𝑖

S

)︃
, (7.9)

where the S3
factor represents the cell volume, 𝑠𝑔 represents the coordinates of the

grid point and 𝑠𝑖 the coordinates of the particle. In the CIC formulation, each point

particle assigns a certain weight to the cell it belongs to (the parental cell) and to

the seven neighbouring cells whose distance from the parental one is < S/2. This is

sketched in figure 7.5.

By introducing the GAS, the weighted overdensities are [373]:

�̃�(r𝑔) =𝑊(r𝑔 − r)𝛿(r) . (7.10)

The mean number density inside the box can be either computed by considering

the contributions of all the cells or on the overall simulation:

�̄�(r) =
𝑁𝑔∑︂
𝑔=1

𝑁𝑝∑︂
𝑖=1

𝑊(𝒓𝑔 − 𝒓𝑖) =
𝑁𝑝∑︂
𝑖=1

𝛿𝐷(r− r𝑖) =
𝑁𝑝

𝐿3

= �̄� . (7.11)

To implement the algorithm for the estimate of the power spectrum, therefore, the

weighted overdensities from eq. (7.10) has to be defined and Fourier transformed

by applying the FFT.
10

This can be written as:



7 Analysis of ABH simulations 132

Figure 7.5: Sketch represen-

tation of how the CIC works;

only two dimensions are

considered, for clarity. 𝐿 is

the size of the box, S the

size of the grid cells, which

are represented with grey

lines. Grey, small points are

the 𝑁𝑔 grid points, while

black, big, points represent

the 𝑁𝑝 particles. The dif-

ferent colors indicate the

cells to which each parti-

cle assigns weights through

eq. (7.9). The darker, brown

cells are the ones that re-

ceives weights from more

than one particle.

�̃�(𝒌) =𝑊(𝒌)
(︃
𝐹𝐹𝑇[�̃�(x)]

S
,
𝐹𝐹𝑇[�̃�(y)]

S
,
𝐹𝐹𝑇[�̃�(z)]

S

)︃
=𝑊(𝒌)

(︃
�̃�(𝑘x)
S

,
�̃�(𝑘y)
S

,
�̃�(𝑘z)
S

)︃
.

(7.12)

The values that 𝒌 can assume are all and only the integer multiples of the funda-
mental mode, which is defined as:

𝑘 𝑓 =
2𝜋
𝐿
. (7.13)

The fundamental mode represents the smallest magnitude of the wavevector

that can be sampled in Fourier space i.e., the maximum resolution that can be

achieved.

In eq. (7.12), the Fourier transform of the CIC window from eq. (7.9) is:

𝑊(𝒌) =
[︃
sin (S𝑘x/2)

S𝑘x/2

·
sin (S𝑘y/2)

S𝑘y/2

· sin (S𝑘z/2)
S𝑘z/2

]︃
2

. (7.14)

The values S𝑘x,y,z/2 can be rewritten as 𝜋𝑘x,y,z/2𝑘𝑁𝑦 , where:

𝑘𝑁𝑦 =
𝜋
S

=
𝜋𝑁𝑔

𝐿
, (7.15)

is the Nyquist sampling frequency i.e., the sampling resolution adopted.

To estimate the power spectrum, the covariance of the overdensities in eq. (7.12) is

required. By applying eq. (2.36), this is:⟨︁
𝛿(𝒌1)𝛿(𝒌2)∗

⟩︁
= (2𝜋)3𝛿𝐷(𝒌1 + 𝒌2)𝑃(𝒌1) +

1

�̄�
𝛿𝐷(𝒌1 + 𝒌2) . (7.16)

The second contribution is due to the shot noise, described in section 3.2; eq. (7.12)

and eq. (7.16) are combined to get:⟨︁
�̃�(𝒌1)�̃�(𝒌2)∗

⟩︁
=

∫
𝑑3𝑘′

(2𝜋)3𝑊(𝒌1 − 𝒌′)𝑊(𝒌2 − 𝒌′)
⟨︁
𝛿(𝒌1)𝛿(𝒌∗

2
)
⟩︁

= 𝛿𝐷(𝒌1 + 𝒌2)
∫

𝑑3𝑘′

(2𝜋)3
[︁
𝑊(𝒌1 − 𝒌′)𝑊(𝒌2 − 𝒌′)𝑃(𝒌′)

]︁
+ 𝑁(𝒌1 + 𝒌2) .

(7.17)
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The GAS window function introduced in eq. (7.10) and eq. (7.12) can here be

interpreted as a smoothing effect, which makes 𝑃(𝒌′) = 𝑐𝑜𝑛𝑠𝑡 in the narrow

window around 𝒌′
[373]. The expected value of the shot noise:

𝑁(𝒌1 + 𝒌2) =
∫

𝑑3r
𝑊(r)
�̄�(x) exp[𝑖𝒌 · r] , (7.18)

has to be subtracted to the measured variance in order to properly estimate the

power spectrum [373]. The presence of 𝛿𝐷(𝒌1 + 𝒌2), due to the uncorrelation

between the different 𝒌 modes, allows us to reduce the problem to:⟨︁
�̃�(𝒌)�̃�(𝒌)∗

⟩︁
= 𝛿𝐷(𝒌)

∫
𝑑3𝑘′

(2𝜋)3
[︁
𝑊(𝒌 − 𝒌′)2𝑃(𝒌′)

]︁
+ 𝑁(0) , (7.19)

from which the GAS window has to be deconvolved. By doing so and by subtracting

the shot noise, the power spectrum estimator turns out to be:

�̃�(𝒌) = 𝛿𝐷(𝒌)
𝑊2(𝒌)

∫
𝑑3𝑘′

(2𝜋)3𝑊(𝒌 − 𝒌′)2𝑃(𝒌′) . (7.20)

The estimator can finally be averaged over the different cells; moreover, because of

the discreteness of the problem, the 𝛿𝐷(𝒌) is converted into a Kroenecker delta,

which has to be normalized by the space in which 𝑘 = |𝒌 | can spread i.e., the

number of modes 𝑁𝑘 = 𝑘−3

𝑓
[378] included inside [𝑘, 𝑘 + 𝑘 𝑓 ]. Therefore eq. (7.20)

becomes:

�̃�(𝑘) =
𝑘3

𝑓

𝐿3

∑︂
𝑘𝑖<𝑘≤𝑘𝑖+𝑘 𝑓

�̃�(𝑘𝑖) . (7.21)

The formulation introduced in eq. (7.20) represents the first approximation for the

smooth power spectrum estimator. It can be refined by using different techniques,

some of them are described in the following.

7.2.1 Interlacing

When computing the power spectrum, modes 𝑘 ≥ 2𝑘𝑁𝑦 can be affected by the

aliasing effect [376], which produces a spurious contribution and a systematic

increase of power on the small scales. This is due to the finite resolution of the grid

spacing: in fact, the unresolved small scales are sampled by the discrete FFT [378]

and mistakenly identified as modes supported by the grid. This effect is formalised

through:

�̃�(𝒌) =
∑︂

n
�̃�(𝒌 − 2𝑘𝑁𝑦n) , (7.22)

where n = (nx, ny, nz) is an integer vector and 2𝑘𝑁𝑦 is the periodicity introduced

by the discrete FFT. Only the n = 0 terms are physical, while the following ones

(whose contribution is dominant for n = 1 and it decreases for higher n) are due to

the aliasing.

To minimize this effect, one possible solution is to low−filter the data, removing

all the modes above the Nyquist frequency. This however would make the GAS

window non−local and the grid interpolation inefficient. Alternatively, the authors

of [378] propose the interlacing technique. In this case, to interpolate the data two

independent but equal grids are used, shifted one with respect to the other by S/2
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11: Θ(r) = 1 if the position

r is included in the survey,

0 otherwise. For simulated

catalogues where masks are

not included, Θ(r) ≡ 1.

in all the directions. Therefore, �̃�(𝒌) in eq. (7.12), is built by combining the two

contributions �̃�
𝐺1(𝒌) and �̃�

𝐺2(𝒌) [378]:

�̃�(𝒌) = �̃�
𝐺1(𝒌) + �̃�

𝐺2(𝒌)
2

=
1

2

∑︂
n

[︁
1 + (−1)nx+ny+nz

]︁
�̃�(𝒌 + 2𝑘𝑁𝑦n) . (7.23)

Since 1+(−1)nx+ny+nz ≠ 0 only when nx+ny+nz is even, the effect of the interlacing

is to cancel some of the n contributions. In particular, the dominant n = 1 is removed,

therefore the aliasing effect is reduced.

This is analogous to doubling the sampling frequency: in this way, the aliasing

effect starts to be relevant for 𝑘 ≥ 4𝑘𝑁𝑦 ; however, since usually a cut−off scale due

to physical motivations is introduced (see section 7.4), having the aliasing effect on

such scales generally does not affect the results of the analysis.

7.2.2 FKP

A new weighting function 𝑊(r) can be defined to minimize the variance of the

quadratic estimator, so to optimize �̃�(𝑘). In this sense, the Feldman−Kaiser−Peacock

estimator (FKP, [374]) was firstly introduced. This approach is particularly effective

for real surveys, where selection effects make the mean number density �̄�(r)
from eq. (7.11) position dependent. The FKP technique [374] introduces two new

elements in the computation of the estimator: the synthetic random catalogue and

the optimal weighting function.

The synthetic random catalogue 𝑛𝑠(r) is defined as a spatially random field, which

is filtered through the same selection function as the observed 𝑛(r), but it does not

contain the structures and overdensities of the latter, being in this way unclustered.

It is generated as a Poisson point−like process whose mean number density is

higher than the observed one, so to have:

𝑛(r) = 𝛼𝑛𝑠(r) , (7.24)

with 𝛼 << 1.

The optimal weighting function, instead, is defined as the weight through which

the variance of the power spectrum estimator is minimized. This is defined through

the inverse of the variance [373]:

𝑊(r) =
[︃
𝑃(𝑘) + 1

�̄�(r)

]︃−1

=
[︁
�̄�(r)𝑃(𝑘) + 1

]︁−1

. (7.25)

The effective overdensity field then is [377]:

𝐹𝐹𝐾𝑃(r) = NΘ(r)𝑊(r)
[︁
𝑛(r) − 𝛼𝑛𝑠(r)

]︁
, (7.26)

where Θ(r) describes the survey mask,
11

, 𝛼 is the scaling factor introduced in

eq. (7.24) and N is the normalization factor:

N=

[︃∫
𝑑3x𝑊(r)2�̄�(r)2

]︃−1

. (7.27)

𝐹𝐹𝐾𝑃(r) is used in the algorithm described in the previous section in place of �̃�(r).
The expectation value

⟨︁
𝐹𝐹𝐾𝑃(𝒌)𝐹𝐹𝐾𝑃(𝒌)∗

⟩︁
enters then eq. (7.20) and eq. (7.21) to
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perform the computation of the power spectrum estimator. Using it to compute the

variance:

𝜎2(𝑘) =
𝑁𝑘∑︂
𝑖=1

[︁
|𝐹(𝑘𝑖)|2 − �̃�(𝑘)

]︁
2

𝑁𝑘 − 1

, (7.28)

it is possible to show that the weights in eq. (7.25) minimize 𝜎2(𝑘) when the

synthetic sample is large i.e., 𝛼 << 1 [374]. Otherwise, the weights have to be

corrected into𝑊(r) =
[︁
1 + 𝛼 + 𝑃(𝒌)�̄�(r)

]︁−1

.

The presence of 𝑃(𝒌) in eq. (7.25) implies that the algorithm developed to compute

the power spectrum estimator through the FKP technique has to perform an

iterative process. By starting from an initial guess 𝑃0(𝒌),𝑊0(r) are inferred and

used to compute the field 𝐹𝐹𝐾𝑃
0

(r) as in eq. (7.26). From the variance of the Fourier

transform of 𝐹𝐹𝐾𝑃
0

(r), the value of �̃�0(𝒌) is computed: this is used as a new estimate

for the optimal weights in eq. (7.25) by defining 𝑃1(𝒌) = �̃�0(𝒌). The procedure is

then repeated until convergence, up to a desired precision.

7.3 Bias estimator

As described in section 3.1.2, the bias measures the relation between the clustering

of a tracer and the underlying DM field. In the standard perturbation theory, when

only local operators are taken into account, it relates the tracer overdensities 𝛿𝑡(r)
with the DM overdensities 𝛿(r) through the expansion:

𝛿𝑡(r) = 𝑏(𝑘)𝛿(r) ≃
∞∑︂
𝑖=0

𝑏𝑖(𝑘)
𝑖!

𝛿𝑖(r) . (7.29)

However, non−local operators have to be also included in the full bias computation

e.g., the tidal contribution introduced in eq. (3.25) and the stochastic bias (see e.g.,

[154, 155]).

On the large scales, where the linear approximation holds, 𝑏(𝑘) ≃ 𝑏1 [154]. The

linear bias then can be estimated through either of the following [380]:

�̃�
𝑙𝑖𝑛

1
(𝑘) ∼

√︄
�̃�𝑡𝑡(𝑘)
�̃�(𝑘)

,

�̃�
𝑙𝑖𝑛

1
(𝑘) ∼ �̃�𝑡𝐷𝑀(𝑘)

�̃�(𝑘)
,

(7.30)

where �̃�𝑡𝑡(𝑘), �̃�(𝑘) and �̃�𝑡𝐷𝑀 are respectively the tracer auto−power spectrum, the

DM auto−power spectrum and the tracer−DM cross−power spectrum estimated

from the catalogues. All the estimators are computed by truncating the scales

where first order perturbation theory is valid. When working with simulations,

numerical fluctuations and systematics can break the scale−independence condition

on �̃�
𝑙𝑖𝑛

1
(𝑘).

For small scales, higher order terms in the bias expansion are no longer negligible in

the computation of 𝑏(𝑘). It is possible then to write at the second order expression

as [381]:

𝑏(𝑘) = 𝑏1(𝑘) + 𝑏2(𝑘) + 𝑏𝐾2(𝑘) , (7.31)
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where 𝑏𝐾2(𝑘) = −2/7(𝑏1(𝑘) − 1), while 𝑏2(𝑘) summarizes all the non−linear contri-

butions; the value of 𝑏1 and 𝑏2 for DM halos, modelled through the models of [327]

are shown in figure 7.6. In [327], the bias parameters are computed as:

𝑏1 = 1 +
𝑞� − 1

𝛿𝑐
+

2𝑝

𝛿𝑐
[︁
1 + (𝑞�)𝑝

]︁ , (7.32)

which is slightly different than the value of eq. (5.35) adopted in chapter 5, and:

𝑏2 = 𝑞�
𝑞� − 3

𝛿2

𝑐

+
[︃
1 + 2𝑝 + 2(𝑞� − 1)

𝛿𝑐
·

2𝑝

𝛿𝑐
[︁
1 + (𝑞�)𝑝

]︁ ]︃ . (7.33)

As defined in section 2.1, 𝛿𝑐 is the critical overdensity for the spherical collapse

while � is a parameter that depends on the halo mass 𝑚. This is assumed to be

distributed following the standard Sheth−Mo−Tormen [212] halo mass function,

computed through the python.hmf library. The values of the parameters are 𝑝 = 0.3,

𝑞 = 0.707.

Figure 7.6: Halo bias parameters 𝑏1 (black continuous line) and 𝑏2 (blue dashed line) computed using the prescription of [327] for

𝑧 = [0, 1, 2, 6], corresponding to the redshift snapshots in which the EAGLE simulation is analysed in section 7.4. The halo masses are

assumed to be distributed following the standard Sheth−Mo−Tormen [212] halo mass function.

The parameter 𝑏2(𝑘) can be treated as a nuisance parameter: marginalizing the

overall estimator �̃�(𝑘) over its value, the estimate of �̃�1(𝑘) can be obtained.

This is done by modelling the likelihood distribution (see section 6.1) of the two

parameters as a multivariate normal distribution with 𝑁𝑘 parameters, one for each

of the 𝑘 measured in the simulations:

𝑝(𝒅 | 𝜽, Σ) =
𝑁∏︂
𝑖=1

1√
2𝜋𝜎𝑖

exp

[︄
−1

2

(︃
𝑑𝑖 − �𝑖
𝜎𝑖

)︃
2

]︄
, (7.34)

where 𝒅 = (�̃�e(𝑘1), ... �̃�e(𝑘𝑁𝑘
)) are the 𝑁𝑘 independent estimates of the power

spectrum (either auto- if e = 𝑡𝑡 or cross- if e = 𝑡𝐷𝑀) at the different scales,

𝜽 = (𝑃e(𝑘1), ...𝑃e(𝑘𝑁𝑘
)) are their theoretical values and Σ = diag(𝜎2

1
, ...𝜎2

𝑁𝑘
) is

their diagonal covariance matrix.
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12: For clarity in the nota-

tion, we omit the 𝑘− depen-

dence.

13: The sampling is

done through the library

python.emcee [382].

The theoretical power spectra depend on the bias parameters 𝑏(𝑘). Therefore, they

also contain the parameter we are interested in estimating i.e., the linear bias 𝑏1,

together with the other nuisance bias parameters 𝑏2(𝑘), 𝑏𝐾2(𝑘). Since the latter

depends on 𝑏1(𝑘) [381], the posterior distribution (see section 6.1) depends only on

𝜽 = (𝑏1 , 𝑏2).12 Choosing uninformative uniform priors (see section 6.1) for both

parameters inside the bins [𝑏𝑚𝑖𝑛
1,2 , 𝑏

𝑚𝑎𝑥
1,2 ], the logarithm of the posterior, either for

the auto−power spectrum 𝑡𝑡 or the cross−power spectrum 𝑡𝐷𝑀, turns out to be:

ln 𝑝(𝑏1 , 𝑏2 | 𝒅) ∝ ln [𝑝(𝒅 | 𝑏1 , 𝑏2)𝑝(𝑏1 , 𝑏2)]

=

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎩

if (𝑏1 , 𝑏2) ∈ [𝑏𝑚𝑖𝑛
1

, 𝑏𝑚𝑎𝑥
1

] × [𝑏𝑚𝑖𝑛
2

, 𝑏𝑚𝑎𝑥
2

] :

−1

2

∑︁𝑁
𝑖=1

[︃ [︁
�̃�𝑡𝑡/𝑡𝐷𝑀(𝑘𝑖) − 𝑃𝑡𝑡/𝑡𝐷𝑀(𝑘𝑖 , ; 𝑏1 , 𝑏2)

]︁
2

𝜎2

𝑖

+ ln 2𝜋𝜎2

𝑖

]︃
otherwise :

−∞

.

(7.35)

The estimate �̃�1(𝑘) of the linear bias per each scale can be found by sampling
13

eq. (7.35) to get a set of vectors (�̃�1(𝑘), �̃�2(𝑘)) values distributed according to it. The

value of �̃�2(𝑘) can then be marginalized to obtain a distribution for �̃�1(𝑘). Its central

value is then used as the �̃�1 estimator.

7.4 Results

The main goal of this section is to estimate the bias of the black hole binary mergers

in the hydrodynamical EAGLE+MOBSE simulations and to compare it with the

HOD/GOD model introduced in chapter 5 [2, 3]. To do so, we developed our

analysis through the following steps:

1. Build the power spectrum estimator in eq. (7.21) and extract �̃�(𝑘) for the DM

particles and halos in the QUĲOTE catalogue.

2. Implement the FKP estimator based on eq. (7.26) and compare its results

with the previous point; this is done for future applications on actual data.

3. Build the linear bias estimator described in section 7.3 and compute 𝑏1(𝑚, 𝑧)
for the DM halos in the QUĲOTE catalogue.

4. Compare the results of the previous points with the theoretical expectations,

to check the reliability of the implemented estimators.

5. Apply the power spectrum and bias estimators to the DM particles and halos

of the EAGLE catalogue to assess similarities and differences with respect to

the QUĲOTE case.

6. Estimate the power spectrum and bias of the mergers from the EAGLE+MOBSE

catalogue.

7. Compare the estimation from the previous point with the semi−analytical

prescriptions in chapter 5 [2, 3].

Since EAGLE+MOBSE simulations probe only small, non−linear scales, in point

6 we introduced higher order expansion terms in the estimation of both the

power spectrum and the bias. This is described in detail in the following. The

full pipeline is implemented in python and parallelized through the built−in

python.multiprocessing package to speed up the computation.
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Table 7.1 summarizes the fiducial cosmologies in which the QUĲOTE and the

EAGLE+MOBSE simulations are run, together with their properties used in the

analysis, which are defined in section 7.1, section 7.2 and section 7.3.

Parameter QUĲOTE EAGLE+MOBSE Unit

Cosmological parameters

Ω𝑐 0.3175 0.3070 -

Ω𝑏 0.0490 0.0482 -

ℎ 0.6711 0.6777 -

𝑛𝑠 0.9624 0.9611 -

𝜎8 0.8340 0.8288 -

Simulation properties

𝐿 1000 67.77 ℎ−1
Mpc

𝑁𝐷𝑀[𝑧 = 0, 1, 2] 512
3 ≃ 553

3
-

𝑁𝐷𝑀[𝑧 = 6] - ≃ 553
3

𝑁ℎ[𝑧 = 0] ≃ 10
5.61 ≃ 10

5.73
-

𝑁ℎ[𝑧 = 1] ≃ 10
5.29 ≃ 10

5.83
-

𝑁ℎ[𝑧 = 2] ≃ 10
4.64 ≃ 10

5.87
-

𝑁ℎ[𝑧 = 6] - ≃ 10
5.68

-

𝑁𝐵𝐵𝐻[𝑧 = 0] - ≃ 10
8.00

-

𝑁𝐵𝐵𝐻[𝑧 = 1] - ≃ 10
8.46

-

𝑁𝐵𝐵𝐻[𝑧 = 2] - ≃ 10
8.31

-

𝑁𝐵𝐵𝐻[𝑧 = 6] - ≃ 10
7.11

-

Analysis parameters

𝑁𝑔 256 256 -

S 3.9062 0.2647 ℎ−1
Mpc

𝑘 𝑓 0.0063 0.0927 ℎMpc
−1

𝑘𝑠 1.6085 23.735 ℎMpc
−1

𝑘𝑁𝑦𝑞 0.8042 11.867 ℎMpc
−1

Table 7.1: Summary of

the simulation−related in-

formation of interested for

the analysis. First of all, the

fiducial cosmology adopted

respectively in [361] for

the QUĲOTE and in [206,

207] for the EAGLE sim-

ulations are introduced.

Then, the simulation prop-

erties are provided: 𝐿 is

the comoving box size,

𝑁𝐷𝑀 [𝑧], 𝑁ℎ[𝑧], 𝑁𝐵𝐵𝐻 [𝑧]
are respectively the num-

ber of DM particles (as de-

scribed in the text, only

a subselection of the EA-

GLE DM catalogue is con-

sidered), DM halos and bi-

nary black hole mergers in

each catalogue in the 𝑧 snap-

shots used in the analysis.

𝑁𝑔 and S are the number

of grid points per side of

the box and the grid spac-

ing. 𝑘 𝑓 , 𝑘𝑠 , 𝑘𝑁𝑦𝑞 respec-

tively are the fundamental

frequency, the sampling fre-

quency and the Nyquist fre-

quency; notice the different

values they assume in the

two simulated suits, which

are related to the different

size of the box: as described

in the text, EAGLE+MOBSE

only probes the smaller,

quasi−linear scales.

1. QUĲOTE: DM and halo power spectrum estimators

Three snapshots of one QUĲOTE realization in the fiducial cosmology are analysed,

for each of them two catalogues are considered: the first one contains the DM

particle positions in the simulated box, while the second contains the positions

and masses of the DM halos. In particular, the halo position is defined by the

centre−of−mass of the 𝑛𝐷𝑀 particles identified as part of the halo itself by the

FoF algorithm (see section 7.1.1), while its mass is given by the sum of the 𝑛𝐷𝑀

particle masses. Since each DM particle has the same mass 𝑚𝑖 , the mass of the halo

is simply 𝑛𝐷𝑀𝑚𝑖 .

Each element of the two catalogues is weighted over the 𝑁𝑔 = 256 points of the

interpolation grid by using the CIC defined in eq. (7.9); the algorithm presented in

section 7.2 is then applied. Both the single grid and the double grid required for

the interlacing technique [378] are computed.

The DM power spectra estimated through eq. (7.21) for all the snapshots are shown

in figure 7.9. Uncertainties for each value of �̃�(𝑘) are assigned by computing the

variance as in eq. (7.28) but using �̃�(𝒌) instead of 𝐹𝐹𝐾𝑃(𝒌). The scatter observed at

the largest scales is due to the fact that the analysis has been performed over a single
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realization of the QUĲOTE suite. Therefore, similarly to what happens with cosmic

variance in real surveys, the large scales are sampled in only few configurations,

leading to a larger uncertainty on their estimates. The smaller scales instead show

a systematic increase in the measured power, which is due to the aliasing effect

described in section 7.2; this however is relevant only on very high 𝑘.

2. QUĲOTE: FKP estimator

The FKP estimator described in section 7.2 has been implemented. Even if this

tools is superfluous in the case of simulation analysis, being developed for cases

in which survey masks or inhomogeneous field have to be faced [374, 376], its

realization foresees the future necessities we will have when performing data

analysis. Moreover, it is used as an internal check for the validity of the power

spectrum estimation.

In this case, analogously to point 1, a 𝑁𝑔 = 256 grid and a CIC are considered. To

check the performance of the two algorithms, we run them over a subset of the full

DM catalogue, which is built random sampling 10
6

of the particles. The synthetic

catalogue 𝑛𝑠(r) required by eq. (7.26) to build the FKP estimator is created by

sampling 5 points per grid cell i.e., 𝛼 ≃ 0.012.

Both the configurations without and with interlacing [378] are analysed and

compared; the FKP estimator [374] is tested both including the weight optimization

and by directly comparing the DM catalogue with the synthetic one.

In all the cases, the two estimators provide similar results and behaviours both on

the large and small scales, as figure 7.7 shows in the case of the 𝑧 = 0 snapshot. In

terms of computational cost, however, they perform very differently and the FKP

procedure requires a longer time to be completed. Similarly, also the use of the

interlacing increases the time required to complete the procedure. Therefore, since

the results provided are comparable, we decided to continue the analysis by using

exclusively the more efficient estimator: from now on, we will always refer to the

power spectrum estimator in eq. (7.21).

3. QUĲOTE: halo bias estimator

The halo bias �̃�1 is computed as described in section 7.3, by sampling the posterior

of 𝑏1(𝑘), 𝑏2(𝑘) in eq. (7.35) for both the auto− and cross− power spectrum. The

number of modes considered is 𝑁𝑁𝐿 < 𝑁 , the value of which is set by 𝑘𝑁𝑁𝐿 <
𝑘𝑐𝑢𝑡−𝑜 𝑓 𝑓 defined in point 4, while the uninformative uniform priors are defined as

𝑏1 ∈ [0, 100], 𝑏2 ∈ [−10, 5000]. An example of the posterior sampling is provided in

figure 7.8. The different shape obtained using the auto− and cross−power spectrum

models is due to the fact that in the cross−model the posterior is linear with respect

to 𝑏1 and 𝑏2, while in the auto−model it is quadratic in the bias parameters.

Since the QUĲOTE simulation probes large, linear scales, the value of 𝑏1 can be

estimated also through �̃�
𝑙𝑖𝑛

1
(𝑘), which are obtained from eq. (7.30), and by imposing

the scale−independence condition through the average:

�̃�
∗
1
=

𝑁𝑄𝐿∑︂
𝑖=1

�̃�
𝑙𝑖𝑛

1
(𝑘𝑖)/𝜎2

�̃�
𝑙𝑖𝑛

1
,𝑖
(𝑘𝑖)

1/𝜎2

�̃�
𝑙𝑖𝑛

1
,𝑖
(𝑘𝑖)

, (7.36)



7 Analysis of ABH simulations 140

Figure 7.7: DM power spec-

tra estimated for a random

subset of 10
6

particles taken

from the 𝑧 = 0 snapshot of

the QUĲOTE simulation

and residuals with respect

to the theoretical 1−loop

matter power spectrum (see

point 4) which acquires

the terms from eq. (3.10)

(red dashed lines). On

the top plot the power

spectrum is estimated

through eq. (7.21) (black

squares), while on the

bottom one FKP technique

from section 7.2 is adopted.

In all the plots, the green

triangles estimate the power

spectrum by including

the interlacing technique.

To appear in [5].

Figure 7.8: Examples of the

posterior distributions for

the dark matter halos with

log
10

∈ [13.12, 13.20] of

the QUĲOTE 𝑧 = 0 snap-

shot obtained through the

auto−power spectrum (left

plot) and the cross−power

spectrum (right plot). The

red lines indicate the final

estimates of �̃�1, chosen as

the posterior maximum af-

ter �̃�2 is marginalized out.

To appear in [5].

where 𝜎2

�̃�
𝑙𝑖𝑛

1

(𝑘𝑖) are the errors associated to the bias estimates and computed by

propagating the variances 𝜎2

𝐷𝑀
and 𝜎2

ℎℎ
of the DM and halo auto−power spectra

estimated in 1:

𝜎
�̃�
𝑙𝑖𝑛

1

(𝑘) =

⌜⎷(︃
𝜕�̃�

𝑙𝑖𝑛

1
(𝑘)

𝜕�̃�ℎℎ(𝑘)
𝜎ℎℎ(𝑘)

)︃
2

+
(︃
𝜕�̃�

𝑙𝑖𝑛

1
(𝑘)

𝜕�̃�(𝑘)
𝜎𝐷𝑀(𝑘)

)︃
2
|︁|︁|︁|︁
𝑘𝑖

=
�̃�
𝑙𝑖𝑛

1
(𝑘𝑖)
2

√︄(︃
𝜎ℎℎ, 𝑖

�̃�ℎℎ(𝑘𝑖)

)︃
2

+
(︃
𝜎𝐷𝑀, 𝑖

�̃�(𝑘𝑖)

)︃
2

.

(7.37)

All the bias estimates are reported in table 7.2 and shown in figure 7.10. The error

bars on the posterior estimate �̃�1 are given by the 16th and 84th percentiles on the
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14: The halo mass distri-

bution is extracted from

the simulations by count-

ing the halos belonging

to each mass bin (see fig-

ure 7.2) and then it is

compared with the stan-

dard Sheth−Mo−Tormen

halo mass function [212].

marginalized distribution, while on the estimate �̃�
∗
1

they are computed through:

𝜎
�̃�
∗
1

=

⌜⎷
1

𝑁𝑄𝐿 − 1

𝑁𝑄𝐿∑︂
𝑖=1

[︂
�̃�
∗
1
− �̃� 𝑙𝑖𝑛

1
(𝑘𝑖)

]︂
2

. (7.38)

The halo bias is here computed in different mass bins,
14

each defined to contain a

similar number of halos. Per each mass bin, the bias error only takes into account the

variance of the power spectrum inside the bin itself, while other contributions are

neglected. For example, the masses of the halos defined through the FoF algorithm

[361] are perfectly known in each catalogue and we assume that there is no error

associated with them (i.e., the variance of the mass distribution between different

realizations of the simulation or in dependence to different cosmology setups is not

taken into account in the error propagation). Both table 7.2 and figure 7.10 provide

therefore an optimistic measurement of the bias error bars.

4. Consistency check with theoretical models

The DM power spectrum �̃�(𝑘) estimated from the QUĲOTE simulation can be

compared with the theoretically modelled 𝑃(𝑘) introduced in section 3.1. In the

standard perturbation theory, the evolution of the DM overdensities gives rise to a

theoretical power spectrum which includes both linear and non−linear terms, as it

is described by eq. (3.9).

The linearity is preserved when 𝛿 << 1, i.e, on the large scales �̃�(𝑘) is well described

by the linear power spectrum 𝑃 𝑙𝑖𝑛(𝑘) from eq. (2.36). According to [383, 384], the

cut−off scale 𝑘𝑁𝐿 below which non−linear corrections can be neglected, is:

𝑘𝑁𝐿(𝑧) = 𝑘0

𝑁𝐿(1 + 𝑧)2/(2+𝑛𝑠 ) , (7.39)

where 𝑘0

𝑁𝐿
∼ 0.2 ℎMpc

−1
is the local value of the cut−off scale. For the other

snapshots of the QUĲOTE simulation used in the analysis, the cut−off scales are:

𝑘𝑁𝐿(𝑧 = 1) = 0.32 ℎMpc
−1

and 𝑘𝑁𝐿(𝑧 = 2) = 0.42 ℎMpc
−1

; these are indicated

through the vertical black lines in figure 7.9.

For 𝑘 > 𝑘𝑁𝐿, higher order terms have to be included in the theoretical computation of

the power spectrum: following [139], the first expansion to account for is the 1−loop

power spectrum 𝑃1−𝑙𝑜𝑜𝑝(𝑘) = 𝑃 𝑙𝑖𝑛(𝑘) + 𝑃𝑁𝐿𝑂(𝑘) = 𝑃 𝑙𝑖𝑛(𝑘) + 2𝑃(13)(𝑘) + 𝑃(22)(𝑘)
(compare with eq. (3.10)).

The 1−loop expression is then used to check the accuracy of the estimation of the

QUĲOTE power spectrum in figure 7.9. All the contributions can be numerically

computed through publicly available codes: 𝑃 𝑙𝑖𝑛(𝑘) is obtained with CAMB [165],

while the 𝑃𝑁𝐿𝑂(𝑘) terms are build from FAST−PT [385, 386]; they are then summed

and interpolated to the measured Fourier modes 𝑘 by using cubic splines.

Figure 7.9 shows that the DM power spectra estimated from the QUĲOTE simulation

are compatible with 𝑃1−𝑙𝑜𝑜𝑝(𝑘) for all the snapshots up to a certain scale, which

for 𝑧 = 0 is 𝑘 ≃ 0.2 − 0.3 ℎMpc
−1

, while for higher redshifts it moves to smaller

scales and higher 𝑘. As 𝑘 increases, the estimated and theoretical power spectra

diverge, while staying in the 1% compatible region up to very high 𝑘. At this scales,

to improve the compatibility between the two, �̃�(𝑘) should be corrected by the

aliasing effect described in section 7.2 and the theoretical 𝑃(𝑘) should be computed

by including higher order terms.
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Figure 7.9: Upper plot: es-

timated DM power spec-

tra (black dots) of the full

DM catalogues of QUĲOTE

simulation in the 𝑧 =

[0, 1, 2] redshift snapshots

compared with the the the-

oretical 1−loop DM power

spectrum (dashed red line)

from eq. (3.10). The other

plots show for each snap-

shot the residuals between

the estimated and theoreti-

cal DM power spectra. The

dotted red lines indicate

the 1% bounds with respect

to the theoretical model,

while the solid black lines

show the wave number �̃�NL

at which the perturbative

description breaks down.

To appear in [5].

Given these considerations, to provide a reliable estimate of the DM power spectra,

we decided to cut all the scales above 𝑘𝑐𝑢𝑡−𝑜 𝑓 𝑓 ≃ 0.3 ℎMpc
−1

.

As for the bias estimates, both �̃�1 from eq. (7.35) and �̃�
∗
1

from eq. (7.36) are compared

in table 7.2 and figure 7.10 with the linear bias computed through the model from

eq. (7.32), which was shown in figure 5.8. The mass and redshift dependence of the

halo bias depend on how DM particles move and cluster inside the simulations

under the effect of gravity: the halo formation and evolution of can be related with

the hierarchical framework described in section 3.1

Table 7.2: Linear halo bias estimates �̃�1 (with both auto− and cross−power spectra, see eq. (7.35)) and �̃�
∗
1

(see eq. (7.36)) obtained with

the different methods described in the text for DM halos in the QUĲOTE simulations. The halos are grouped in five mass bins, defined

such that each bin has almost the same number of halo.

log(𝑚 [𝑀⊙]) ∈ [13.12, 13.20] [13.20, 13.29] [13.29, 13.44] [13.44, 13.67] [13.67, 15.60]
𝑧 = 0

Bias from eq. (7.32) 1.03 1.12 1.32 1.44 1.92

�̃�
∗
1

1.17
+0.07

−0.07
1.19

+0.08

−0.08
1.27

+0.11

−0.11
1.39

+0.07

−0.07
1.87

+0.08

−0.08

�̃�1 (auto-) 1.14
+0.05

−0.03
1.20

+0.01

−0.05
1.26

+0.01

−0.06
1.36

+0.01

−0.04
1.81

+0.02

−0.04

�̃�1 (cross-) 1.17
+0.03

−0.03
1.23

+0.03

−0.03
1.26

+0.03

−0.03
1.40

+0.03

−0.03
2.02

+0.04

−0.04

𝑧 = 1

Bias from eq. (7.32) 1.91 2.13 2.57 2.91 3.72

�̃�
∗
1

2.35
+0.19

−0.19
2.43

+0.28

−0.28
2.62

+0.29

−0.29
2.99

+0.21

−0.21
4.03

+0.23

−0.23

�̃�1 (auto-) 2.35
+0.05

−0.05
2.42

+0.07

−0.06
2.63

+0.06

−0.04
3.04

+0.06

−0.05
4.14

+0.06

−0.05

�̃�1 (cross-) 2.42
+0.04

−0.04
2.54

+0.05

−0.05
2.75

+0.05

−0.05
3.15

+0.05

−0.05
4.21

+0.07

−0.07

𝑧 = 2

Bias from eq. (7.32) 3.48 3.90 4.80 5.50 6.61

�̃�
∗
1

4.69
+0.58

−0.58
5.24

+0.84

−0.84
5.58

+0.73

−0.73
6.83

+0.89

−0.89
9.25

+2.20

−2.20

�̃�1 (auto-) 4.43
+0.19

−0.20
4.77

+0.23

−0.23
5.03

+0.23

−0.24
6.34

+0.28

−0.29
8.03

+0.55

−0.64

�̃�1 (cross-) 4.58
+0.10

−0.10
4.99

+0.11

−0.12
5.41

+0.12

−0.11
6.24

+0.14

−0.14
7.82

+0.22

−0.23

The �̃�1 estimates agree within margin of error with �̃�
∗
1
. All the estimated values
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Figure 7.10: Linear halo bias

as a function of redshift esti-

mated from the QUĲOTE

simulation. The estimates

from eq. (7.32) (red dia-

monds) are compared with

the linear estimator �̃�
∗
1

from

eq. (7.36) (black circles) and

with the estimates �̃�1 re-

lated with the posterior sam-

pling of the auto− (black

squares) and cross− (black

triangles) power spectra.

To appear in [5].

slightly deviate from the halo bias predictions of eq. (7.32) [327].

5. EAGLE+MOBSE: DM and halo estimators

The analysis performed on the QUĲOTE catalogues in the previous points showed

that both the power spectrum and the bias estimators are reliable. After this

validation test, the same estimators were applied to the study of the EAGLE+MOBSE

catalogues of DM particles and halos.

However, these simulations present some peculiarities. First of all, the number of

simulated DM particles is much larger: therefore, because of the computational cost

of the procedure, only a subset of them is taken into account. This is built by random

sampling 5% of the total 1504
3

DM particles. Moreover, the side of the simulated

box is very small (see table 7.1) because of the high computational cost: therefore

measurements on large scales are not possible. Still due to computational cost, only

one realization of the simulation has been obtained, therefore our estimate will be

affected by cosmic variance. Finally, halos in this case have lower mass than in the

QUĲOTE case.

The small size of the box largely reduces the number of modes that can be

considered in the analysis: keeping the same values as before for 𝑘𝑁𝐿 and 𝑘𝑐𝑢𝑡−𝑜 𝑓 𝑓 ,
the fundamental frequency in the EAGLE box is such that only three large scale

modes are included in the parameter estimation for the catalogs at 𝑧 > 0, while for

𝑧 = 0 only two points can be taken into account. Linear scales, therefore are not

available: for this reason, we did not estimate �̃�
∗
1

from eq. (7.36) but we only rely on

the estimate from the posterior sampling in eq. (7.35).
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One example of the posterior sampling is shown in figure 7.11. As expected, the

variance is larger with respect to figure 7.8.

Figure 7.11: Examples of

the posterior distributions

for the DM halos with

log
10
(𝑚 [𝑀⊙]) ∈ [9, 9.11] of

the EAGLE 𝑧 = 0 snap-

shot obtained through the

auto−power spectrum (left

plot) and the cross−power

spectrum (right plot). The

red line indicate the final

estimate of �̃�1, chosen as

the posterior maximum af-

ter 𝑏2 is marginalized out.

To appear in [5].

Results for the halo bias estimates are reported in table 7.3 and showed in figure 7.12

compared to expectations from eq. (7.32).

Figure 7.12: Halo bias �̃�1 as

a function of redshift esti-

mated from the EAGLE sim-

ulation. The estimates from

eq. (7.32) (red diamonds)

are compared with the �̃�1

related with the posterior

sampling of the auto− (black

squares) and cross− (black

triangles) power spectra.

To appear in [5].

Estimates of the halo bias �̃�1 are partially consistent with the expectations from

eq. (7.32) [327]; the error bars in this case are larger than ones in the QUĲOTE analysis

because of the smaller number of modes introduced in the computation.

The small discrepancy observed for halo bias in both figure 7.10 and figure 7.12

between our estimator and the expression from [327] could be related to the fact

that this model does not accurately represent our data. Referring to figure 7.2 and
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log(𝑚 [𝑀⊙]) ∈ [9, 9.11] [9.11, 9.25] [9.25, 9.44] [9.44, 9.74] [9.74, 14.57]
𝑧 = 0

Bias from eq. (7.32) 0.70 0.70 0.71 0.71 0.74

�̃�1 (auto-) 0.57
+0.08

−0.38
0.54

+0.10

−0.37
0.47

+0.14

−0.32
0.46

+0.15

−0.31
0.36

+0.22

−0.24

�̃�1 (cross-) 0.48
+0.83

−0.24
0.47

+0.81

−0.23
0.43

+0.79

−0.21
0.45

+0.79

−0.22
0.50

+0.75

−0.26

𝑧 = 1

Bias from eq. (7.32) 0.76 0.77 0.78 0.80 0.89

�̃�1 (auto-) 0.48
+0.20

−0.31
0.40

+0.28

−0.24
0.21

+0.45

−0.07
0.35

+0.34

−0.20
0.36

+0.35

−0.21

�̃�1 (cross-) 0.48
+0.49

−0.26
0.44

+0.49

−0.24
0.37

+0.51

−0.20
0.42

+0.50

−0.23
0.45

+0.51

−0.24

𝑧 = 2

Bias from eq. (7.32) 0.90 0.92 0.94 0.99 1.17

�̃�1 (auto-) 0.41
+0.39

−0.24
0.20

+0.63

−0.02
0.44

+0.46

−0.24
0.27

+0.58

−0.10
0.57

+0.44

−0.34

�̃�1 (cross-) 0.46
+0.54

−0.25
0.45

+0.59

−0.24
0.53

+0.63

−0.29
0.49

+0.59

−0.27
0.61

+0.67

−0.34

𝑧 = 6

Bias from eq. (7.32) 2.11 2.22 2.37 2.63 3.35

�̃�1 (auto-) 1.66
+0.74

−0.82
1.89

+0.60

−0.91
1.54

+1.01

−0.74
1.81

+1.01

−0.93
2.36

+1.17

−1.28

�̃�1 (cross-) 1.59
+0.72

−1.00
1.75

+0.66

−1.11
1.62

+0.83

−1.02
1.81

+0.88

−1.13
2.30

+1.01

−1.48

Table 7.3: Halo bias esti-

mates �̃�1 (with both auto−
and cross−power spectra,

see eq. (7.35)) obtained with

the different methods de-

scribed in the text for DM

halos in the EAGLE simula-

tions. The halos are grouped

in five mass bins, defined

such that each bin has al-

most the same number of

halo.

figure 7.4, it is possible to notice that the Sheth−Mo−Tormen halo mass function

[212] (which enters the computation of the bias from eq. (7.32)) describes the

simulated halo mass distribution only as a first approximation. It is possible then

that this difference propagates in the bias estimators as well.

6. EAGLE+MOBSE: merger power spectrum and bias

The BBH merger catalogues in the four snapshots include information on the

positions of the events, on the characteristics of their host halos and galaxies (e.g.,

the star formation rate or metallicity) and on their astrophysical nature (e.g., the

progenitor masses). For the analysis developed in this work, only the positions are

taken into account.

Also in this case, catalogues present a peculiarity: because of the limited mass

resolution of the EAGLE simulation (see section 7.1.2), it is possible for a single stellar

particle to host several mergers. The points in the catalogues, therefore, present

a multiplicity, leading to the fact that in the same position (which depends on a

given stellar particle) several mergers can be found.

We estimate the BBH merger power spectrum and bias analogously to the DM halo

case. Results are in this case shown in figure 7.13: the model used for comparison

is the HOD/GOD semi−analytical description introduced in section 5.3.2, the

parameters of which were updated for consistency with the halo bias model used

in 5, as described in detail in 7.

7. Comparison with the semi-analytical model

In section 5.3.2, we introduced the HOD/GOD model to estimate the merger bias.

This, as well as the standard HOD technique used for galaxy surveys and described

in section 3.3.1, is based on a weighted average of the bias of the host i.e., of galaxies.

The weight depends on the conditioned number distribution of the binary mergers

depending on the properties of their hosts e.g.,

⟨︁
𝑁𝑆𝐼𝑀
𝐵𝐵𝐻

|𝑀∗ , 𝑆𝐹𝑅
⟩︁

using the stellar

mass 𝑀∗ and the star formation rate 𝑆𝐹𝑅 (compare with section 5.3.2).
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15: The correlation coeffi-

cient is 𝑟 = 0.998 for es-

timates from auto−spectra;

the value 𝑟 = 1 indicates

that the points are perfectly

described by a linear func-

tion.

As described in detail in section 5.3.2, once that such distribution is extracted

from the simulation, the HOD/GOD technique provides a semi−analytical way to

estimate the bias, without the need of any initial assumption on its value or shape.

The analysis carried on in chapter 5 shows that the merger bias is well described by

a linear dependence on redshift:

𝑏(𝑧) = 𝐴𝐵𝐵𝐻𝑧 + 𝑞𝐵𝐵𝐻 , (7.40)

where the fiducial values of [𝐴𝐵𝐵𝐻 , 𝑞𝐵𝐵𝐻] are estimated from the simulations. In

section 5.3.2, we reported as values for these parameters 𝐴𝐵𝐵𝐻 = 0.7, 𝑞𝐵𝐵𝐻 = 1.88.

These directly depended on the catalogues from which

⟨︁
𝑁𝑆𝐼𝑀
𝐵𝐵𝐻

|𝑀∗ , 𝑆𝐹𝑅
⟩︁

was

extracted and have to be updated if the simulations change.

The EAGLE+MOBSE catalogues analysed in this chapter are indeed an updated

version of the ones used in chapter 5. The main differences are:

▶ The new catalogues are computed inside a 100 Mpc side box, while the old

ones were realized inside a 25 Mpc box.

▶ The new catalogues refer to the full distribution of BBH, while the old ones

included selection effects from ET.

▶ Upgrades have been introduced in the description of the astrophysical

processes.

Therefore, we expect

⟨︁
𝑁𝑆𝐼𝑀
𝐵𝐵𝐻

|𝑀∗ , 𝑆𝐹𝑅
⟩︁

to slightly change when recomputed using

the new catalogues; this kind of analysis is currently under development and our

results will be updated soon.

Moreover, the fiducial values of [𝐴𝐵𝐵𝐻 , 𝑞𝐵𝐵𝐻] depend on the halo mass function

and bias prescriptions that enter in eq. (5.32) and eq. (5.34). While in section 5.3.2 we

adopted the 𝑏1 prescription from [326], results from this chapter refers to the higher

order expansion described in [327]. For this reason, the parameters of eq. (5.32)

has been recomputed and interpolated again on the old catalogues. The updated

version of the HOD/GOD bias estimation therefore is:

𝑏1(𝑧) = 0.29𝑧 + 1.51 . (7.41)

Finally, we investigated the multiplicity of the merger catalogues described in

point 6, to check whether having more than one BBH assigned to the same stellar

particle (and therefore to the same position) can give rise to a super−clustering effect.

To do so, we re−normalized the catalogues in order to neglect this effect and we

recomputed the bias estimator from eq. (7.35). Our results showed that no relevant

modifications are introduced by the multiplicity term.

As figure 7.13 shows, the bias estimates �̃�1(𝑧) can be well approximated by a linear

model: in fact, performing a linear fit on both the estimates obtained by using the

auto− and cross−power spectra, the correlation coefficient obtained is very high.
15

We defined therefore the family of linear functions from eq. (7.40) within 1 − 𝜎
uncertainty from the best fit values that describe �̃�1(𝑧). In particular, these are

�̃�1(𝑧) = (0.29± 0.01)𝑧 + 1.03± 0.05 for the auto−model. The compatibility between

the estimated bias and the HOD/GOD model is verified.



7 Analysis of ABH simulations 147

Figure 7.13: Comparison of

�̃�1 values as a function of

redshift for binary black

hole mergers from the

EAGLE+MOBSE simula-

tion. The red diamonds are

the HOD/GOD estimates,

whose best fit from eq. (7.41)

is showed by the red dashed

line, while the solid red

line shows the model from

section 5.3.2 adopted in

chapter 5 [2, 3]. The black

squares and the triangles

are the �̃�1 estimates ob-

tained with the posterior

sampling from eq. (7.35)

for the auto−power and

cross−power spectrum

models. The blue band

bounds the linear functions

from eq. (7.40) in the

1 − 𝜎 uncertainty interval

around the best fit for

the auto−power spec-

trum model i.e., �̃�1(𝑧) =

(0.29 ± 0.01)𝑧 + 1.03 ± 0.05.

To appear in [5].
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The main goal of this work was to develop a framework for the analysis and

interpretation of future gravitational wave surveys in a cosmological context.

We focused both on cosmological parameters and on the cosmological bias of

gravitational wave merger events. We showed in particular that the latter can be a

powerful tool to discriminate between different merger formation channels.

After the presentation of some background material in chapter 2, chapter 3, chapter 4,

the discussion of the original scientific work and of the main results was carried on

in chapter 5, chapter 6, chapter 7.

Chapter 5 presented the original points that we introduced to study future gravi-

tational wave surveys from third generation ground−based detectors such as the

Einstein Telescope. These can be summarized as follows:

▶ We need to map the survey in luminosity distance space, since the redshift

can not be extracted from the waveform; this implies that the space distortions

are different with respect to the standard redshift space (see section 5.2).

▶ Survey are full sky and their horizon reaches very high distances, allowing

us to probe very large cosmic volumes.

▶ The sky localization uncertainty is very large and it prevents the observation

of the small scales.

▶ To model the bias of the gravitational wave sources i.e., the compact binary

mergers, a semi−analytical HOD/GOD model can be used; this is related

with the formation channel of the merger progenitors (see section 5.3).

The chapter also included the results from [2, 3], where the constraining power

on cosmological and bias parameters were analysed by means of the Fisher

matrix technique in different configurations. These mainly distinguished between

Einstein Telescope−only surveys (see section 5.5), future gravitational wave detector

networks and multi−tracer techniques involving supernovae IA (see section 5.6).

The take−home−messages of this analysis are the following:

▶ Luminosity distance space distortions behaves differently than redshift space

distortions; mapping different tracers in the two spaces and comparing them

will therefore set−up a new tool to probe the large scale structures.

▶ The constraining power with respect to cosmological parameters is worsened

by the absence of the small scales in the analysis. If a single detector is adopted

and no electromagnetic counterpart is observed, gravitational wave surveys

will not be competitive with future galaxy surveys.

▶ For the bias parameters, small scales and sky localization precision turned

out to be not so relevant. Therefore, as soon as the Einstein Telescope will be

operational and catalogues of these sources will be available, we will be able

to put very good constraints on the bias of gravitational wave events from

binary mergers.

The last point opens up a very interesting perspective: having a good measurement

of the bias will enable us to constrain the origin and the formation channel of

the tracers. A first application of this was given in chapter 6, which is based
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on [4]. Here, by using a model selection approach, we showed that the Einstein

Telescope will be able to confirm or disregard the existence of sources whose

gravitational wave signal is identical to astrophysical binary black hole mergers

but which have a different number distribution and bias. Provided that these

sources are primordial black hole mergers, they closely follow the DM distribution

and therefore they introduce in the bias of the blind survey a deviation respect

to the astrophysical−only black hole scenario. The amplitude of such deviation

depends on the merger rate of the primordial black hole mergers relatively to the

astrophysical ones (see section 6.2).

We showed that the accuracy of the model selection technique depends on the

number of parameters introduced in the analysis and on the level of degeneracies

between them. We stated that the best test is obtained when the primordial bias

parameters can be fixed i.e., different theoretical models are tested separately (see

section 6.3).

The application of this methodology on the analysis on actual datasets will require

the implementation of estimators for both the tracer power spectrum and bias.

For this reason and to test the results of the previous chapters, in chapter 7 we

decided to interface with simulated catalogues of binary black hole mergers. As

proposed in [5], we developed our power spectrum and bias estimators following

the techniques usually applied in literature for galaxy surveys (see section 7.2 and

section 7.3). First of all, we tested our tools on the DM and DM halo catalogues of

the cosmological 𝑁−body QUĲOTE simulation suite. After this validation step, we

extended the analysis to the EAGLE+MOBSE catalogues of binary black hole mergers

(see section 7.4). The peculiarities of these with respect to the QUĲOTE case are

related to the fact that the EAGLE suite is made of hydrodynamical simulations,

while MOBSE is a population−synthesis code: their computational cost, therefore, is

enormous with respect to a DM−only simulation. In particular:

▶ The number of DM particles adopted is very large and the computational

cost of the analysis of the full catalogue is prohibitive.

▶ The mass resolution of stellar mass particles is such that more than one

merger is located in the same position, introducing a multiplicity in the

catalogue.

▶ The size of the simulation box is very small, therefore large, linear scales can

not be probed.

While the first and second point relate with numerical issues and were easily solved

in the implementation procedure, the last one introduces a conceptual issue. In

fact, since we had to deal with very small scales, we had to include higher order

expansion terms in both the power spectrum and bias estimators. When considering

the bias, in particular, a second parameter was introduced in the analysis and then

marginalized out in order to constrain the linear bias contribution. This was then

compared with the HOD/GOD result from the previous chapters: since the two

showed good agreement, we asserted the reliability of the semi−analytical model

we developed.

8.1 Future prospects

The work we developed in this thesis opens up many possible extensions and

follow−up projects, both on the theoretical and on the numerical side. Some are

already under development; in particular:
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▶ Gravitational wave surveys can be a powerful tool to study primordial
non−Gaussianity. This does not require to access the small scales as the other

cosmological parameters, since it can be constrained by using scale−dependent

halo bias measurements on the largest accessible scales. For this reason, the

low−angular resolution of future gravitational wave catalogues will not be a

problem. At the same time, the very large volumes and high redshifts they

probe should provide a significant advantage over galaxy surveys. We will

provide forecasts on this in the future.

▶ To develop a fully self−consistent analysis, all the luminosity distance space
distortions have to be theoretically modelled. Due to the large scales probed

by the gravitational wave surveys, also wide angle effects will then be required.

We will complete the analysis in this sense and implement these effects in

one of the publicly available cosmological codes e.g., CAMB or CLASS, so to

make them accessible by the community.

▶ In contrast with the large scales that future surveys will probe, currently

existing simulations of binary mergers are limited to small volumes because

of their computational cost. Despite being fundamental for astrophysical

studies, when dealing with cosmology they are affected by cosmic variance

and provide measurements only on non−linear scales. Nevertheless, they

can be used to extract an essential information i.e., the HOD/GOD of the

mergers. We plan to extract and use such HOD/GOD in order to populate
large, 𝑁−body simulations with mergers. Also by using machine learning

techniques, we will be able to create catalogues on large scales, where the

estimators will be implemented and tested, so to develop a full pipeline

through which future datasets will be analysed.

To conclude, this thesis studied new promising approaches to exploit the new

window on the Universe that was opened by gravitational wave observations. The

main tool that we explored was the clustering of gravitational wave sources both as

a cosmological and an astrophysical probe. We showed that this clustering analysis

will allow us both to constrain cosmological parameters and to investigate different

channels for gravitational wave merger formation, thus opening exciting prospects

for a large number of future applications.

It has been said that astronomy is a humbling and character−building experience. There is perhaps no better
demonstration of the folly of human conceits than this distant image of our tiny world. To me, it underscores our
responsibility to deal more kindly with one another, and to preserve and cherish the pale blue dot, the only home we’ve
ever known.

Carl Sagan

A Pale Blue Dot [1]
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