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#### Abstract

Functions with discontinuities appear in many applications such as image reconstruction, signal processing, optimal control problems, interface problems, engineering applications and so on. Accurate approximation and interpolation of these functions are therefore of great importance. In this paper, we design a moving least-squares approach for scattered data approximation that incorporates the discontinuities in the weight functions. The idea is to control the influence of the data sites on the approximant, not only with regards to their distance from the evaluation point, but also with respect to the discontinuities of the underlying function. We also provide an error estimate on a suitable piecewise Sobolev Space. The numerical experiments are in compliance with the convergence rate derived theoretically.
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## 1. Introduction

In practical applications, over a wide range of studies such as surface reconstruction, numerical solution of differential equations and kernel learning [6, 10, 15], one has to solve the problem of reconstructing an unknown function $f: \Omega \longrightarrow \mathbb{R}$ sampled at some finite set of data sites $X=\left\{\mathbf{x}_{i}\right\}_{1 \leq i \leq N} \subset \Omega \subset \mathbb{R}^{d}$ with corresponding data values $f_{i}=f\left(\mathbf{x}_{i}\right), 1 \leq i \leq N$. Since in practice the function values $f_{i}$ are sampled at scattered points, and not at a uniform grid, Meshless (or meshfree) Methods (MMs) are used as an alternative of numerical mesh-based approaches, such as Finite Elements Method (FEM) and Finite Differences (FD). The idea of MMs could be traced back to [18]. Afterwards, multivariate MMs existed under many names and were used in different contexts; interested readers are referred to [23] for an overview over MMs. In a general setting, MMs are designed, at least partly, to avoid the use of an underlying mesh or triangulation. The approximant of $f$ at $X$ can be expressed in the form

$$
\begin{equation*}
s_{f, X}(\mathbf{x})=\sum_{i=1}^{N} \alpha_{i}(\mathbf{x}) f_{i} . \tag{1.1}
\end{equation*}
$$

One might seek a function $s_{f, X}$ that interpolates the data, i.e. $s_{f, X}\left(\mathbf{x}_{i}\right)=f_{i}, 1 \leq i \leq N$, and in this case $\alpha_{i}(\mathbf{x})$ will be the cardinal functions. However, one might consider a more generalized framework known as quasi-interpolation in which $s_{f, X}$ only approximates the data, i.e.,

[^0]$s_{f, X}\left(\mathbf{x}_{i}\right) \approx f_{i}$. The latter case means that we prefer to let the approximant $s_{f, X}$ only nearly fits the function values. This is useful, for instance, when the given data contain some noise, or the number of data is too large. The standard approach to deal with such a problem is to compute the Least-Squares (LS) solution, i.e., one minimizes the error (or cost) function
\[

$$
\begin{equation*}
\sum_{i=1}^{N}\left[s_{f, X}\left(\mathbf{x}_{i}\right)-f_{i}\right]^{2} \tag{1.2}
\end{equation*}
$$

\]

A more generalized setting of LS is known as the weighted LS, in which (1.2) turns to

$$
\begin{equation*}
\sum_{i=1}^{N}\left[s_{f, X}\left(\mathbf{x}_{i}\right)-f_{i}\right]^{2} w\left(\mathbf{x}_{i}\right) \tag{1.3}
\end{equation*}
$$

which is ruled by the weighted discrete $\ell_{2}$ inner product. In practice, the role of $w\left(\mathbf{x}_{i}\right)$ is to add more flexibility to the LS formulation for data $f_{i}$ that influence the approximation process, which are supposed, for example, to be affected by some noise. However, these methods are global in the sense that all data sites have influence on the solution at any evaluation point $\mathbf{x} \in \Omega$. Alternatively, for a fixed evaluation point $\mathbf{x}$, one can consider only $n$-th closest data sites $\mathbf{x}_{i}, i=1, \ldots, n$ of $\mathbf{x}$ such that $n \ll N$. The Moving Least-Squares (MLS) method, which is a local variation of the classical weighted least-squares technique, has been developed following this idea. To be more precise, in the MLS scheme, for each evaluation point $\mathbf{x}$ one needs to solve a weighted least-squares problem, minimizing

$$
\begin{equation*}
\sum_{i=1}^{N}\left[s_{f, X}\left(\mathbf{x}_{i}\right)-f_{i}\right]^{2} w\left(\mathbf{x}, \mathbf{x}_{i}\right) \tag{1.4}
\end{equation*}
$$

by choosing the weight functions $w\left(\mathbf{x}, \mathbf{x}_{i}\right): \mathbb{R}^{d} \times \mathbb{R}^{d} \longrightarrow \mathbb{R}$ to be localized around $\mathbf{x}$, so that few data sites are taken into account. The key difference with respect to (1.3) is that the weight function is indeed moving with the evaluation point, meaning that it depends on both the $\mathbf{x}_{i}$ and x . Consequently, for each evaluation point x , a small linear system needs to be solved. Also, one can let $w\left(\cdot, \mathbf{x}_{i}\right)$ be a radial function i.e., $w\left(\mathbf{x}, \mathbf{x}_{i}\right)=\varphi\left(\left\|\mathbf{x}-\mathbf{x}_{i}\right\|_{2}\right)$ for some non-negative univariate function $\varphi:[0, \infty) \longrightarrow \mathbb{R}$. Doing in this way, $w\left(\cdot, \mathbf{x}_{i}\right)$ inherits the translation invariance property of radial basis functions. We mention that (1.4) could be generalized as well by letting $w_{i}(\cdot)=w\left(\cdot, \mathbf{x}_{i}\right)$ moves with respect to a reference point $\mathbf{y}$ such that $\mathbf{y} \neq \mathbf{x}$, (See e.g [13, Chap 22]).

The earliest idea of MLS approximation technique can be traced back to Shepard's seminal paper [25], in which the author considered the approximation by constants. Later on, the general framework of MLS was introduced by Lancaster and Salkauskas in [16], where they presented the analysis of MLS methods for smoothing and interpolation of scattered data. Afterwards, in [8] the author analyzed the connection between MLS and the Backus-Gilbert approach [4], and showed that the method is effective for derivatives approximations as well. Since then, MLS method showed its effectiveness in different applications [20,21]. The error analysis of MLS approximation has been provided by some authors, mainly based on the work of Levin [17]. In [27, Chap. $3 \& 4$ ] and [26], the author suggested error bounds that take into account the so-called fill-distance, whose definition is recalled in Subsection 2.1. Other works focusing on the theoretical aspects of MLS method include [3], in which the authors provided error estimates in $L_{\infty}$ for the function and its first derivatives in the one dimensional case, then [2], where they generalized this approach to the multi-dimensional case. In both these works, the error analysis is based on the support of the weight functions and not on the fill distance.

More recently, in [19] the author obtained an error estimate for MLS approximation of functions that belong to integer or fractional-order Sobolev spaces, which shows similarities to the bound previously studied in [22] for kernel-based interpolation.

The MLS method has rarely been used for approximating piecewise-continuous functions, i.e, functions that possess some discontinuities or jumps. In this case, it would be essential that the approximant takes into account the location of the discontinuities. To this end, in this paper, we let the weight function be a Variably Scaled Discontinuous Kernel (VSDK) [12]. VSDK interpolant have been employed to mitigate the Gibbs phenomenon, outperforming classical kernel-based interpolation in [11]. Similarly in MLS approximation framework, the usage of VSDK weights allows the construction of data-dependent approximants (as discussed in [17, §4]) that are able to overcome the performances of classical MLS approximants, as indicated by a careful theoretical analysis and then assessed by various numerical experiments.

The paper is organized as follows. In Section 2, we recall necessary notions of the MLS, VSDKs and Sobolev spaces. Section 3, presents the original contribution of this work, consisting in the use of variably scaled discontinuous weights for reconstructing discontinuous functions in the framework of MLS approximation. The error analysis shows that the MLS-VSDKs approximation can outperform classical MLS schemes as the discontinuities of the underlying function are assimilated into the weight function. In Section 4, we discuss some numerical experiments that support our theoretical findings, and in Section 5, we draw some conclusions.

## 2. Preliminaries on MLS and VSKs

2.1. Moving Least Squares (MLS) approximation. In this introduction to MLS, we resume and deepen what outlined in the previous section. The interested readers are also referred to [13, Chap. 22].

Let $\Omega$ be a non-empty and bounded domain in $\mathbb{R}^{d}$ and $X$ be the set of $N$ distinct data sites (or centers). We consider the target function $f$, and the corresponding function values $f_{i}$ as defined above. Moreover, $\mathbb{P}_{\ell}^{d}$ indicates the space of $d$-variate polynomials of degree at most $\ell \in \mathbb{N}$, with basis $\left\{p_{1}, \ldots, p_{Q}\right\}$ and dimension $Q=\binom{\ell+d}{d}$.

Several equivalent formulations exist for the MLS approximation scheme. As the standard formulation, the MLS approximant looks for the best weighted approximation to $f$ at the evaluation point $\mathbf{x}$ in $\mathbb{P}_{\ell}^{d}$ (or any other linear space of functions $\mathcal{U}$ ), with respect to the discrete $\ell_{2}$ norm induced by the weighted inner product $\langle f, g\rangle_{w_{\mathbf{x}}}=\sum_{i=1}^{N} w\left(\mathbf{x}_{i}, \mathbf{x}\right) f\left(\mathbf{x}_{i}\right) g\left(\mathbf{x}_{i}\right)$. Mathematically speaking, the MLS approximant will be the linear combination of the polynomial basis i.e.,

$$
\begin{equation*}
s_{f, X}(\mathbf{x})=\sum_{j=1}^{Q} c_{j}(\mathbf{x}) p_{j}(\mathbf{x}) \tag{2.5}
\end{equation*}
$$

where the coefficients are obtained by locally minimizing the weighted least square error in (1.4), which is equivalent to minimizing $\left\|f-s_{f}\right\|_{w_{\mathrm{x}}}$. We highlight that the local nature of the approximant is evident from the fact that the coefficient $c_{j}(\mathbf{x})$ must be computed for each evaluation point $\mathbf{x}$.

In another formulation of MLS approximation known as the Backus-Gilbert approach, one considers the approximant $s_{f, X}(\mathbf{x})$ to be a quasi interpolant of the form (1.1). In this case, one seeks the values of the basis functions $\alpha_{i}(\mathbf{x})$ (also known as generating or shape functions) as the minimizers of

$$
\frac{1}{2} \sum_{i=1}^{N} \alpha_{i}^{2}(\mathbf{x}) \frac{1}{w\left(\mathbf{x}_{i}, \mathbf{x}\right)}
$$

subject to the polynomial reproduction constraints

$$
\sum_{i=1}^{N} p\left(\mathbf{x}_{i}\right) \alpha_{i}(\mathbf{x})=p(\mathbf{x}) \quad \text { for all } p \in \mathbb{P}_{\ell}^{d}
$$

Such a constrained quadratic minimization problem can be converted to a system of linear equations by introducing Lagrange multipliers $\boldsymbol{\lambda}(\mathbf{x})=\left[\lambda_{1}(\mathbf{x}), \ldots, \lambda_{Q}(\mathbf{x})\right]^{T}$. Consequently (e.g see [27, Corollary 4.4]), the MLS basis function $\alpha_{i}$ evaluated at $\mathbf{x}$ is given by

$$
\begin{equation*}
\alpha_{i}(\mathbf{x})=w\left(\mathbf{x}, \mathbf{x}_{i}\right) \sum_{k=1}^{Q} \lambda_{k}(\mathbf{x}) p_{k}\left(\mathbf{x}_{i}\right), \quad 1 \leq i \leq N \tag{2.6}
\end{equation*}
$$

such that $\lambda_{k}(\mathbf{x})$ are the unique solution of

$$
\begin{equation*}
\sum_{k=1}^{Q} \lambda_{k}(\mathbf{x}) \sum_{i=1}^{N} w\left(\mathbf{x}, \mathbf{x}_{i}\right) p_{k}\left(\mathbf{x}_{i}\right) p_{s}\left(\mathbf{x}_{i}\right)=p_{s}(\mathbf{x}), \quad 1 \leq s \leq Q \tag{2.7}
\end{equation*}
$$

We observe that the weight function $w_{i}(\mathbf{x})=w\left(\mathbf{x}, \mathbf{x}_{i}\right)$ controls the influence of the center $\mathbf{x}_{i}$ over the approximant, so it should be small when evaluated at a point that is far from $\mathbf{x}$, that is it should decay to zero fast enough. To this end, we may let $w_{i}(\mathbf{x})$ be positive on a ball centered at $\mathbf{x}$ with radius $r, B(\mathbf{x}, r)$, and zero outside. For example, a compactly supported radial kernel satisfies such a behaviour. Thus, let $I(\mathbf{x})=\left\{i \in\{1, \ldots, N\},\left\|\mathbf{x}-\mathbf{x}_{i}\right\|_{2} \leq r\right\}$ be the family of indices of the centers $X$, for which $w_{i}(\mathbf{x})>0$, with $|I|=n \ll N$. Only the centers $\mathbf{x}_{i} \in I$ influence the approximant $s_{f, X}(\mathbf{x})$. Consequently, the matrix representation of (2.6) and (2.7) is

$$
\begin{aligned}
\boldsymbol{\alpha}(\mathbf{x}) & =W(\mathbf{x}) P^{T} \boldsymbol{\lambda}(\mathbf{x}) \\
\boldsymbol{\lambda}(\mathbf{x}) & =\left(P W(\mathbf{x}) P^{T}\right)^{-1} \mathbf{p}(\mathbf{x})
\end{aligned}
$$

where $\boldsymbol{\alpha}(\mathbf{x})=\left[\alpha_{1}(\mathbf{x}), \ldots, \alpha_{n}(\mathbf{x})\right]^{T}, W(\mathbf{x}) \in \mathbb{R}^{n \times n}$ is the diagonal matrix carrying the weights $w_{i}(\mathbf{x})$ on its diagonal, $P \in \mathbb{R}^{Q \times n}$ such that its $k$-th row contains $p_{k}$ evaluated at data sites in $I(\mathbf{x})$, and $\mathbf{p}(\mathbf{x})=\left[p_{1}(\mathbf{x}), \ldots, p_{Q}(\mathbf{x})\right]^{T}$. More explicitly, the basis functions are given by

$$
\begin{equation*}
\boldsymbol{\alpha}(\mathbf{x})=W(\mathbf{x}) P^{T}\left(P W(\mathbf{x}) P^{T}\right)^{-1} \mathbf{p}(\mathbf{x}) \tag{2.8}
\end{equation*}
$$

Moreover, it turns out that the solution of (2.5) is identical to the solution offered by the BackusGilbert approach (see e.g. [27, Chap. 3 \& 4]).

In the MLS literature, it is known that a local polynomial basis shifted to the evaluation point $\mathrm{x} \in \Omega$ leads to a more stable method (see e.g. [27, Chap. 4]). Accordingly, we let the polynomial basis to be $\left\{1,(\cdot-\mathbf{x}), \ldots,(\cdot-\mathbf{x})^{\ell}\right\}$, meaning that different bases for each evaluation point are employed. In this case, since with standard monomials basis we have $p_{1} \equiv 1$ and $p_{k}(0)=0$ for $2 \leq k \leq Q$, then $\mathbf{p}(\mathbf{x})=[1,0, \ldots, 0]^{T}$.

To ensure the invertibility of $P W(\mathbf{x}) P^{T}$ in (2.8), the centers in $I(\mathbf{x})$ needs to be $\mathbb{P}_{\ell}^{d}$-unisolvent. Then as long as $w_{i}(\mathbf{x})$ is positive, $P W(\mathbf{x}) P^{T}$ will be a positive definite matrix, and so invertible; more details are available in [13, Chap. 22].

Furthermore, thanks to equation (2.6), it is observable that the behaviour of $\alpha_{i}(\mathbf{x})$ is heavily influenced by the behaviour of the weight functions $w_{i}(\mathbf{x})$, in particular it includes continuity and the support of the basis functions $\alpha_{i}(\mathbf{x})$. Another significant feature is that the weight functions $w_{i}(\mathbf{x})$ which are singular at the data sites lead to cardinal basis functions i.e., $\alpha_{i}\left(\mathbf{x}_{j}\right)=$ $\delta_{i, j}, i, j=1, \ldots, n$, meaning that MLS scheme interpolates the data (for more details see [17, Theorem 3]).

We also recall the following definitions that we will use for the error analysis.
(1) A set $\Omega \subset \mathbb{R}^{d}$ is said to satisfy an interior cone condition if there exists an angle $\Theta \in$ $(0, \pi / 2)$ and a radius $r>0$ so that for every $\mathbf{x} \in \Omega$ a unit vector $\xi(\mathbf{x})$ exists such that the cone

$$
C(\mathbf{x}, \xi, \Theta, r)=\left\{\mathbf{x}+t \mathbf{y}: \mathbf{y} \in \mathbb{R}^{d},\|\mathbf{y}\|_{2}=1, \cos (\Theta) \leq \mathbf{y}^{T} \xi, t \in[0, r]\right\}
$$

is contained in $\Omega$.
(2) A set $X=\left\{\mathbf{x}_{1}, \ldots, \mathbf{x}_{N}\right\}$ with $Q \leq N$ is called $\mathbb{P}_{\ell}^{d}$-unisolvent if the zero polynomial is the only polynomial from $\mathbb{P}_{\ell}^{d}$ that vanishes on $X$.
(3) The fill distance is defined as

$$
h_{X, \Omega}=\sup _{\mathbf{x} \in \Omega^{1} \leq j \leq N} \min _{n}\left\|\mathbf{x}-\mathbf{x}_{j}\right\|_{2}
$$

(4) The separation distance

$$
q_{X}=\frac{1}{2} \min _{i \neq j}\left\|\mathbf{x}_{i}-\mathbf{x}_{j}\right\|
$$

(5) The set of data sites $X$ is said to be quasi-uniform with respect to a constant $c_{q u}>0$ if

$$
q_{X} \leq h_{X, \Omega} \leq c_{q u} q_{X}
$$

2.2. Sobolev spaces and error estimates for MLS. Assume $k \in \mathbb{N}_{0}$ and $p \in[1, \infty)$, then the integer-order Sobolev space $W_{p}^{k}(\Omega)$ consists of all $u$ with distributional (weak) derivatives $D^{\delta} u \in$ $L^{p},|\boldsymbol{\delta}| \leq k$. The semi-norm and the norm associated with these spaces are

$$
|u|_{W_{p}^{k}(\Omega)}:=\left(\sum_{|\boldsymbol{\delta}|=k}\left\|D^{\boldsymbol{\delta}} u\right\|_{L^{p}(\Omega)}^{p}\right)^{1 / p}, \quad\|u\|_{W_{p}^{k}(\Omega)}:=\left(\sum_{|\boldsymbol{\delta}| \leq k}\left\|D^{\boldsymbol{\delta}} u\right\|_{L^{p}(\Omega)}^{p}\right)^{1 / p}
$$

Moreover, letting $0<s<1$, the fractional-order Sobolev space $W_{p}^{k+s}(\Omega)$ is the space of the functions $u$ for which semi-norm and norm are defined as

$$
\begin{aligned}
|u|_{W_{p}^{k+s}(\Omega)} & :=\left(\sum_{|\delta|=k} \int_{\Omega} \int_{\Omega} \frac{\left|D^{\boldsymbol{\delta}} u(\mathbf{x})-D^{\boldsymbol{\delta}} u(\mathbf{y})\right|^{p}}{|\mathbf{x}-\mathbf{y}|^{d+p s}}\right)^{1 / p} \\
\|u\|_{W_{p}^{k+s}(\Omega)} & :=\left(\|u\|_{W_{p}^{k}(\Omega)}+|u|_{W_{p}^{k+s}(\Omega)}\right)^{1 / p}
\end{aligned}
$$

Consider certain Sobolev spaces $W_{p}^{k}(\Omega)$ with the condition that $1<p<\infty$ and $k>m+d / p$ (for $p=1$ the equality is also possible), then according to [22, Theorem 2.12] the sampling inequality

$$
\|u\|_{W_{p}^{m}(\Omega)} \leq C h_{X, \Omega}^{k-m-d(1 / p-1 / p)_{+}}\|u\|_{W_{p}^{k}}
$$

holds for a function $u$ that satisfies $u(X)=0$, with $h_{X, \Omega}$ being the fill distance associated with $X$ and $(\mathbf{y})_{+}=\max \{0, \mathbf{y}\}$. For more information regarding Sobolev Spaces and sampling inequalities, we refer the reader to $[1,7]$ and $[24]$, respectively.

Getting back to the MLS scheme, let $D^{\delta}$ be a derivative operator such that $|\boldsymbol{\delta}| \leq \ell$ (we recall that $\ell$ is the maximum degree of the polynomials). Assuming $w \in C^{\ell}(\Omega)$, [19, Theorem 3.11] shows that $\left\{D^{\boldsymbol{\delta}} \alpha_{i}(\mathbf{x})\right\}_{1 \leq i \leq n}$ forms a local polynomial reproduction in a sense that there exist constants $h_{0}, C_{1, \delta}, C_{2}$ such that for every evaluation point $\mathbf{x}$

- $\sum_{i=1}^{N} D^{\delta} \alpha_{i}(\mathbf{x}) p\left(\mathbf{x}_{i}\right)=p(\mathbf{x})$ for all $p \in \mathbb{P}_{\ell}^{d}$
- $\sum_{i=1}^{N}\left|D^{\boldsymbol{\delta}} \alpha_{i}(\mathbf{x})\right| \leq C_{1, \delta} h_{X, \Omega}^{-|\boldsymbol{\delta}|}$
- $D^{\delta} \alpha_{i}(\mathbf{x})=0$ provided that $\left\|\mathbf{x}-\mathbf{x}_{i}\right\|_{2} \geqslant C_{2} h_{X, \Omega}$
for all $X$ with $h_{X, \Omega} \leq h_{0}$.
The particular case of $|\boldsymbol{\delta}|=0$ was previously discussed in [27, Theorem 4.7] in which it is shown that $\left\{\alpha_{i}(\mathbf{x})\right\}_{1 \leq i \leq n}$ forms a local polynomial reproduction. However, in this case the basis functions $\left\{\alpha_{i}(\cdot)\right\}_{1 \leq i \leq n}$ could be even discontinuous but it is necessary that $w_{i}(\mathbf{x})$ are bounded (for more details see [27, Chap 3,4]). Consequently, we restate the the MLS error bound in Sobolev Spaces developed in [19].

Theorem 2.1. [19, Theorem 3.12] Suppose that $\Omega \subset \mathbb{R}^{d}$ is a bounded set with a Lipschitz boundary. Let $\ell$ be a positive integer, $0 \leq s<1, p \in[1, \infty), q \in[1, \infty]$ and let $\boldsymbol{\delta}$ be a multi-index satisfying $\ell>|\boldsymbol{\delta}|+d / p$ for $p>1$ and $\ell \geqslant|\boldsymbol{\delta}|+d$ for $p=1$. If $f \in W_{p}^{\ell+s}(\Omega)$ and $w \in C^{\ell}(\Omega)$, there exist constants $C>0$ and $h_{0}>0$ such that for all $X=\left\{\mathbf{x}_{1}, \ldots, \mathbf{x}_{N}\right\} \subset \Omega$ which are quasi-uniform with $h_{X, \Omega} \leq \min \left\{h_{0}, 1\right\}$, the error estimate holds

$$
\begin{equation*}
\left\|f-s_{f, X}\right\|_{W_{q}^{|\delta|}(\Omega)} \leq C h_{X, \Omega}^{\ell+s-|\delta|-d(1 / p-1 / q)_{+}}\|f\|_{W_{p}^{\ell+s}(\Omega)} . \tag{2.9}
\end{equation*}
$$

The employed polynomial basis are shifted to the evaluation point $\mathbf{x}$ and scaled with respect to the fill distance $h_{X, \Omega}$, and $w_{i}(\cdot)$ is positive on $[0,1 / 2]$, supported in $[0,1]$ such that its even extension is nonnegative and continuous on $\mathbb{R}$.

Remark 2.1. The above error bounds holds also when $s=1$. However, recalling the definition of (semi)norms in fractional-order Sobolev space, we see that in this case we reach to an integer-order Sobolev space of $\ell+1$. Therefore, it requires that $\ell+1>|\boldsymbol{\delta}|+d / p$ for $p>1$ or $\ell+1 \geqslant|\boldsymbol{\delta}|$ for $p=1$ in order that (2.9) holds true. The key point is that in this case, the polynomial space is still $\mathbb{P}_{\ell}^{d}$ and not $\mathbb{P}_{\ell+1}^{d}$.
2.3. Variably Scaled Discontinuous Kernels (VSDKs). Variably Scaled Kernels (VSKs) were firstly introduced in [9]. The basic idea behind them is to map the data sites from $\mathbb{R}^{d}$ to $\mathbb{R}^{d+1}$ via a scaling function $\psi: \Omega \longrightarrow \mathbb{R}$ and to construct an augmented approximation space in which the data sites are $\left\{\left(\mathbf{x}_{i}, \psi\left(\mathbf{x}_{i}\right)\right) i=1, \ldots, N\right\}$ (see [9, Def. 2.1]). Though the first goal of doing so was getting a better nodes distribution in the augmented dimension, later on in [12] the authors came up with the idea of also encoding the behavior of the underlying function $f$ inside the scale function $\psi$. Precisely, for the target function $f$ that possesses some jumps, the key idea is the following.

Definition 2.1. Let $\mathcal{P}=\left\{\Omega_{1}, \ldots, \Omega_{n}\right\}$ be a partition of $\Omega$ and let $\boldsymbol{\beta}=\left(\beta_{1}, \ldots, \beta_{n}\right)$ be a vector of real distinct values. Moreover, assume that all the jump discontinuities of the underlying function $f$ lie on $\bigcup_{j=1}^{n} \partial \Omega_{j}$. The piecewise constant scaling function $\psi_{\mathcal{P}, \boldsymbol{\beta}}$ with respect to the partition $\mathcal{P}$ and the vector $\boldsymbol{\beta}$ is defined as

$$
\left.\psi_{\mathcal{P}, \boldsymbol{\beta}}(\mathbf{x})\right|_{\Omega_{j}}=\beta_{j}, \mathbf{x} \in \Omega
$$

Successively, let $\Phi^{\varepsilon}$ be a positive definite radial kernel on $\Omega \times \Omega$ that depends on the shape parameter $\varepsilon>0$. A variably scaled discontinuous kernel on $(\Omega \times \mathbb{R}) \times(\Omega \times \mathbb{R})$ is defined as

$$
\begin{equation*}
\Phi_{\psi}^{\varepsilon}(\mathbf{x}, \mathbf{y})=\Phi^{\varepsilon}(\Psi(\mathbf{x}), \Psi(\mathbf{y})), \quad \mathbf{x}, \mathbf{y} \in \Omega \tag{2.10}
\end{equation*}
$$

such that $\Psi(\mathbf{x})=(\mathbf{x}, \psi(\mathbf{x}))$.
Moreover, we point out that if $\Phi^{\varepsilon}$ is (strictly) positive definite then so is $\Phi_{\psi}^{\varepsilon}$, and if $\Phi^{\varepsilon}$ and $\psi$ are continuous then so is $\Phi_{\psi}^{\varepsilon}$ [9, Theorem 2.2]. Figure 1 shows two different choices for the discontinuous scale function for the univariate case. In any case, it matters that the discontinuities of the target function $f$ are assimilated into the kernel $\Phi_{\Psi}^{\varepsilon}$.


FIGURE 1. Discontinuous scale functions

## 3. MLS-VSDKs

Let $f$ be a function with some jump discontinuities defined on $\Omega, \mathcal{P}$ and $\psi_{\mathcal{P}, \beta}$ as in Definition 2.1. We look for the MLS approximant with variably scaled discontinuous weight function such that

$$
\begin{equation*}
w_{\psi}\left(\mathbf{x}, \mathbf{x}_{i}\right)=w\left(\Psi(\mathbf{x}), \Psi\left(\mathbf{x}_{i}\right)\right) \tag{3.11}
\end{equation*}
$$

We assume that the node points that remain in the support of the weight functions after the scaling retain the unisolvency with respect to $\mathbb{P}_{\ell}^{d}$. In this case $P W(\mathbf{x}) P^{T}$ is positive definite, meaning that (2.8) is solvable and so, the basis functions $\alpha(\mathbf{x})$ uniquely exist. However, with new weight functions, from (3.11) also $\alpha(\mathbf{x})$ might be continuous or discontinuous regarding to the given data values $f_{i}$. Therefore, our basis functions are indeed data-dependent thanks to (3.11). From now on, we call this scheme MLS-VSDK, and we will denote the corresponding approximant as $s_{f, X}^{\psi}$.

Since the basis functions are data dependent, one might expect that the space in which we express the error bound should be data dependent as well. Towards this idea, for $k \in \mathbb{Z}, k \geq 0$, and $1 \leq p \leq \infty$, we define the piecewise Sobolev Spaces

$$
\mathcal{W}_{p}^{k}(\Omega)=\left\{f: \Omega \longrightarrow \mathbb{R} \text { s.t. } f_{\mid \Omega_{j}} \in W_{p}^{k}\left(\Omega_{j}\right), \quad j \in\{1, \ldots, n\}\right\}
$$

where $f_{\mid \Omega_{j}}$ denotes the restriction of $f$ to $\Omega_{j}$, and $W_{p}^{k}\left(\Omega_{j}\right)$ denote the Sobolev space on $\Omega_{i}$. We endow $\mathcal{W}_{p}^{k}(\Omega)$ with the norm

$$
\|f\|_{\mathcal{W}_{p}^{k}(\Omega)}=\sum_{j=1}^{n}\|f\|_{W_{p}^{k}\left(\Omega_{j}\right)} .
$$

When $k=0$ we simply denote $\mathcal{W}_{p}^{0}(\Omega)$ by $\mathcal{L}^{p}(\Omega)$, which is the space that contains functions that are piecewise $L^{p}$ on $\Omega$. Moreover, it could be shown that for any partition of $\Omega$ the standard Sobolev space $W_{p}^{k}(\Omega)$ is contained in $\mathcal{W}_{p}^{k}(\Omega)$ (see [11] and reference therein). We assume that every set $\Omega_{j} \in \mathcal{P}$ satisfies Lipschitz boundary conditions which will be essential for our error analysis.
Lemma 3.1. Let $\mathcal{P}$ be as in Definition 2.1 and set the derivative order $\boldsymbol{\delta}=0$. Then, by assuming $\ell>d / p$ (equality also holds for $p=1$ ) and using Theorem 2.1, the error satisfies the inequality

$$
\begin{equation*}
\left\|f-s_{f, X}^{\psi}\right\|_{L^{2}\left(\Omega_{j}\right)} \leq C_{j} h_{X, \Omega_{j}}^{\ell+1-d(1 / p-1 / 2)+}\|f\|_{W_{p}^{\ell+1}\left(\Omega_{j}\right)} \quad \text { for all } \Omega_{j} \in \mathcal{P} \tag{3.12}
\end{equation*}
$$

with $h_{X, \Omega_{j}}<\min \left\{h_{0}, 1\right\}$ the fill distance with respect to $\Omega_{j}$.
Proof. Recalling Definition 2.1, we know that the discontinuities of $f$ and subsequently $w_{i}(\cdot)$ are located only at the boundary and not on the domain $\Omega_{j}$, meaning that $w_{i}(\cdot)$ is $C^{\ell} \Omega_{j}$. Furthermore, the basis $\left\{\alpha_{i}(\mathbf{x})\right\}_{1 \leq i \leq n}$ forms a local polynomial reproduction i.e., there exists a constant $C$ such that $\sum_{i=1}^{N}\left|\alpha_{i}\right| \leq C$. Letting $s=1$ and $q=2$, by noticing that $W_{q}^{0}\left(\Omega_{j}\right)=L^{q}\left(\Omega_{j}\right)$, then the error bound (3.12) is an immediate consequence of Theorem 2.1 and the Remark 2.1.

From the above proposition, it could be understood that $s_{f, X}^{\psi}$ behaves similarly to $s_{f, X}$ in the domain $\Omega_{j}$, where there is no discontinuity. This is in agreement with Definition 2.1. Consequently, it is required to extend the error bound (3.12) to the whole domain $\Omega$.

Theorem 3.2. Let $f, \mathcal{P}, \psi_{\mathcal{P}, \beta}$ be as before, and the weight functions as in (3.11). Then, for $f \in$ $\mathcal{W}_{p}^{\ell+1}(\Omega)$, as long as $\ell>|\boldsymbol{\delta}|+d / p$ (equality also holds for $p=1$ ), the MLS-VSDK approximant $s_{f, X}^{\psi}$ error can be bounded as follows:

$$
\begin{equation*}
\left\|f-s_{f, X}^{\psi}\right\|_{\mathcal{L}^{2}(\Omega)} \leq C h^{\ell+1-d(1 / p-1 / 2)+}\|f\|_{\mathcal{W}_{p}^{\ell+1}(\Omega)}, \tag{3.13}
\end{equation*}
$$

where $h=\max \left\{h_{X, \Omega_{1}}, \ldots, h_{X, \Omega_{n}}\right\}$ such that $h_{X, \Omega_{j}}$ is the fill distance associated to the subdomain $\Omega_{j}$.
Proof. By Lemma 3.1, we know that (3.12) holds for each $\Omega_{j}$. Let $h_{X, \Omega_{j}}$ and $C_{j}$ be the fill distance and a constant associated with each $\Omega_{j}$, respectively. Then, we have

$$
\sum_{j=1}^{n}\left\|f-s_{f, X}^{\psi}\right\|_{L^{2}\left(\Omega_{j}\right)} \leq \sum_{j=1}^{n} C_{j} h_{X, \Omega_{j}}^{\ell+1-d(1 / p-1 / 2)_{+}}\|f\|_{W_{p}^{\ell+1}\left(\Omega_{j}\right)} .
$$

By definition, we get $\sum_{j=1}^{n}\left\|f-s_{f, X}^{\psi}\right\|_{L^{2}\left(\Omega_{j}\right)}=\left\|f-s_{f, X}^{\psi}\right\|_{\mathcal{L}^{2}(\Omega)}$. Moreover, letting $C=\max \left\{C_{1}, \ldots, C_{n}\right\}$ and $h=\max \left\{h_{X, \Omega_{1}}, \ldots, h_{X, \Omega_{n}}\right\}$, then the right hand side can be bounded by

$$
C h^{\ell+1-d(1 / p-1 / 2)_{+}}\|f\|_{\mathcal{W}_{p}^{\ell+1}(\Omega)} .
$$

Putting these together we conclude.
Some remarks are in order.
(1) One might notice that the error bound in (2.9) is indeed local (the basis functions are local by assumption), meaning that if $f$ is less smooth in a subregion of $\Omega$, say it possesses only $\ell^{\prime} \leq \ell$ continuous derivatives there, then the approximant (interpolant) has order $\ell^{\prime}+1$ in that region and this is the best we can get. On the other hand according to (3.13), thanks to the definition of piecewise Sobolev space, the regularity of the underlying function in the interior of the subdomain $\Omega_{j}$ matters. In other words, as long as $f$ possesses regularity of order $\ell$ in subregions, say $\Omega_{j}$ and $\Omega_{j+1}$, the approximant order of $\ell+1$ is achievable, regardless of the discontinuities on the boundary of $\Omega_{j}$ and $\Omega_{j+1}$.
(2) Another interesting property of the MLS-VSDK scheme is that it is indeed data dependent. To clarify, for the evaluation point $\mathbf{x} \in \Omega_{j}$ take two data sites $\mathbf{x}_{i}, \mathbf{x}_{i+1} \in B(\mathbf{x}, r)$ with the same distance from $\mathbf{x}$ such that $\mathbf{x}_{i} \in \Omega_{j}$ and $\mathbf{x}_{i+1} \in \Omega_{j+1}$. Due to the Definition (2.10), $w_{\psi}\left(\mathbf{x}, \mathbf{x}_{i+1}\right)$ decays to zero faster than $w_{\psi}\left(\mathbf{x}, \mathbf{x}_{i}\right)$ i.e., the data sites from the same subregion $\Omega_{j}$ pay more contribution to the approximant (interpolant) $s_{f, X}^{\psi}$, rather than the one from another subregion $\Omega_{j+1}$ beyond a discontinuity line. On the other hand in the classical MLS scheme, this does not happen as the weight function gives the same value to both $\mathbf{x}_{i}$ and $\mathbf{x}_{i+1}$.
(3) We highlight that in MLS-VSDK scheme we do not scale polynomials and so the polynomial space $\mathbb{P}_{\ell}^{d}$ is not changed. We scale only the weight functions and thus, in case the given function values bear discontinuities, the basis functions $\left\{\alpha_{i}(\cdot)\right\}_{1 \leq i \leq n}$ are modified.
We end this section by recalling that the MLS approximation convergence order is achievable only in the stationary setting, i.e., the shape parameter $\varepsilon$ must be scaled with respect to the fill distance. It leads to peaked basis functions for densely spaced data and flat basis function for coarsely spaced data. In other words, the local support of the weight functions $B(\mathbf{x}, r)$, and subsequently basis functions must be tuned with regards to the $h_{X, \Omega}$ using the shape parameter $\varepsilon$. Consequently, this holds also in MLS-VSDK scheme, meaning that after scaling $w_{i}$ we still need to take care of $\varepsilon$. This is different with respect to VS(D)Ks interpolation, where $\varepsilon=1$ was kept fixed [9, 12].

## 4. NuMERICAL EXPERIMENTS

In this section, we compare the performance of the MLS-VSDK with respect to the classical MLS method. In all numerical, tests we fix the polynomials space up to degree 1. Considering the evaluation points as $Z=\left\{z_{1}, \ldots, z_{s}\right\}$, we compute root mean square error and maximum error by

$$
R M S E=\sqrt{\frac{1}{s} \sum_{i=1}^{s}\left(f\left(z_{i}\right)-s_{f, X}\left(z_{i}\right)\right)^{2}}, \quad M A E=\max _{z_{i} \in Z}\left|f\left(z_{i}\right)-s_{f, X}\left(z_{i}\right)\right|
$$

We consider four different weight functions to verify the convergence order of $s_{f, x}^{\psi}$ to a given $f$, as presented in Theorem 3.2.
(1) $w^{1}\left(\mathbf{x}, \mathbf{x}_{i}\right)=\left(1-\varepsilon\left\|\mathbf{x}-\mathbf{x}_{i}\right\|\right)_{+}^{4} \cdot\left(4 \varepsilon\left\|\mathbf{x}-\mathbf{x}_{i}\right\|+1\right)$, which is the well-known $C^{2}$ Wendland function. Since each $w_{i}^{1}$ is locally supported on the open ball $B(0,1)$, then it verifies the conditions required by Theorem 3.2.
(2) $w^{2}\left(\mathbf{x}, \mathbf{x}_{i}\right)=\exp \left(-\varepsilon\left\|\mathbf{x}-\mathbf{x}_{i}\right\|^{2}\right)$, i.e. the Gaussian RBF. We underline that when Gaussian weight functions are employed, with decreasing separation distance of the approximation centers, the calculation of the basis functions in (2.8) can be badly conditioned. Therefore, in order to make the computations stable, in this case we regularize the system by adding a small multiple, say $\lambda=10^{-8}$, of the identity to the diagonal matrix $W$.
(3) $w^{3}\left(\mathbf{x}, \mathbf{x}_{i}\right)=\exp \left(-\varepsilon\left\|\mathbf{x}-\mathbf{x}_{i}\right\|\right)\left(15+15\left\|\mathbf{x}-\mathbf{x}_{i}\right\|+6\left\|\mathbf{x}-\mathbf{x}_{i}\right\|^{2}+\left\|\mathbf{x}-\mathbf{x}_{i}\right\|^{3}\right)$, that is a $C^{6}$ Matérn function.
(4) $w^{4}\left(\mathbf{x}, \mathbf{x}_{i}\right)=\left(\exp \left(\varepsilon\left\|\mathbf{x}-\mathbf{x}_{i}\right\|\right)^{2}-1\right)^{-1}$, suggested in [17], which enjoys an additional feature which leads to interpolatory MLS, since it possesses singularities at the centers.
One might notice that $w^{2}, w^{3}$ and $w^{4}$ are not locally supported. However, the key point is that they are all decreasing with the distance from the centers and so, in practice, one can overlook the data sites that are so far from the center $\mathbf{x}$. As a result, one generally considers a local stencil containing $n$ nearest data sites of the set $Z$ of evaluation points. While there is no clear theoretical background concerning the stencil size, in MLS literature, one generally lets $n=2 \times Q$ (see e.g [5]). However, it might be possible that in some special cases one could reach a better accuracy using different stencil sizes. This aspect is covered by our numerical tests, which are outlined in the following.
(1) In Section 4.1, we present an example in the one-dimensional framework, where the stencil size is fixed to be $n=2 \times Q$. Moreover, we consider $w^{1}, w^{2}$ and $w^{3}$.
(2) In Section 4.2, we move to the two-dimensional framework and we keep the same stencil size. Here, we restrict the test to the weight function $w^{1}$ and verify Theorem 3.2.
(3) In Section 4.3, we remain in the two-dimensional setting but the best accuracy is achieved with $n=20$. Moreover, in addition to $w^{2}$ and $w^{3}$, we test the interpolatory case by considering $w^{4}$ as weight function.
(4) In Section 4.4, we present a two-dimensional, experiments where the data sites have been perturbed via some white noise. We fix $n=25$ and $w^{2}, w^{3}$ are involved.
4.1. Example 1. On $\Omega=(-1,1)$, we assess MLS approximant for

$$
f_{1}(x)= \begin{cases}e^{-x}, & -1<x<-0.5 \\ x^{3}, & -0.5 \leq x<0.5 \\ 1, & 0.5 \leq x<1\end{cases}
$$

with discontinuous scale function

$$
\psi(x)= \begin{cases}1, & x \in(-1,0.5) \text { and }[0.5,1) \\ 2, & x \in[-0.5,0.5)\end{cases}
$$

We note that the function $\psi$ is defined only by two cases. The important fact is that has a jump as $f_{1}$.

To evaluate the approximant consider the evaluation grid of equispaced points with step size $5.0 e-4$. Tables 1 and 2 include RMSE of $f_{1}$ approximation using $w^{1}$ as the weight function. Again, in order to investigate the convergence rate, consider two sets of uniform

| number of centers | $\varepsilon$ value | RMSE MLS-VSDK | RMSE classic MLS |
| :---: | :---: | :---: | :---: |
| 9 | 0.25 | $3.58 \mathrm{e}-1$ | $3.95 \mathrm{e}-1$ |
| 17 | 0.5 | $1.99 \mathrm{e}-1$ | $3.02 \mathrm{e}-1$ |
| 33 | 1 | $3.10 \mathrm{e}-3$ | $2.17 \mathrm{e}-1$ |
| 65 | 2 | $8.42 \mathrm{e}-4$ | $1.54 \mathrm{e}-1$ |
| 257 | 4 | $5.67 \mathrm{e}-5$ | $7.68 \mathrm{e}-2$ |
| 513 | 8 | $1.43 \mathrm{e}-5$ | $5.35 \mathrm{e}-2$ |

TABLE 1. Comparison of the RMSE for $f_{1}$ approximation at uniform data sites

| number of centers | $\varepsilon$ value | RMSE MLS-VSDK | RMSE classic MLS |
| :---: | :---: | :---: | :---: |
| 9 | 0.25 | $3.53 \mathrm{e}-1$ | $3.77 \mathrm{e}-1$ |
| 17 | 0.5 | $1.99 \mathrm{e}-1$ | $3.01 \mathrm{e}-1$ |
| 33 | 1 | $3.08 \mathrm{e}-3$ | $2.17 \mathrm{e}-1$ |
| 65 | 2 | $8.39 \mathrm{e}-4$ | $1.54 \mathrm{e}-1$ |
| 257 | 4 | $5.67 \mathrm{e}-5$ | $7.73 \mathrm{e}-2$ |
| 513 | 8 | $1.43 \mathrm{e}-5$ | $5.41 \mathrm{e}-2$ |

TABLE 2. Comparison of the RMSE for $f_{1}$ approximation at Halton data sites
and Halton nodes with the size from Table 1. In order to generalize our results to globally supported weight functions, we take into account $w^{2}$ and $w^{3}$, Gaussian and Matérn $C^{6}$ radial functions, respectively. For the uniform data sites let the shape parameter values to be
$\varepsilon_{G A}^{U}=[5,20,40,80,160,320]$ and $\varepsilon_{M a t}^{U}=[5,10,20,40,80,160]$ for $w^{2}$ and $w^{3}$. Our computation shows convergence rates of 2.54 and 2.26 for MLS-VSDK scheme, shown in Figure 2. Accordingly, for Halton points let $\varepsilon_{M a t}^{H}=[5,10,20,50,200,400], \varepsilon_{G A}^{H}=[10,20,30,50,100,200]$. The corresponding convergence rates are 2.38 and 2.33 . On the other hand, using non-scaled


Figure 2. Convergence rates for approximating $f_{1}$ with MLS-VSDK and MLS-Standard schemes using uniform data sites (left) and Halton data sites (right)
weight functions, the standard MLS scheme can hardly reach an approximation order of 1, in both cases.
4.2. Example 2. Consider on $\Omega=(-1,1)^{2}$ the discontinuous function

$$
f_{2}(x, y)= \begin{cases}\exp \left(-\left(x^{2}+y^{2}\right)\right), & x^{2}+y^{2} \leq 0.6 \\ x+y, & x^{2}+y^{2}>0.6\end{cases}
$$

and the discontinuous scale function

$$
\psi(x, y)=\left\{\begin{array}{ll}
1, & x^{2}+y^{2} \leq 0.6 \\
2, & x^{2}+y^{2}>0.6
\end{array} .\right.
$$

As evaluation points, we take the grid of equispaced points with mesh size $1.00 e-2$. Figure 3 shows both the RMSE and absolute error for the classical MLS and MLS-VSDK approximation of $f_{2}$ sampled from $1089=33^{2}$ uniform data sites taking $w^{1}$ as the weight function. Figure 3 shows that using classical MLS, the approximation error significantly increases near the discontinuities, while using MLS-VSDK the approximant can overcome this issue. In order to investigate the convergence rate, we consider increasing sets of $\{25,81,289,1089,4225,16641\}$ Halton and uniform points as the data sites. To find an appropriate value for the shape parameter, we fix an initial value and we multiply it by a factor of 2 at each step. Thus, let $\varepsilon=[0.25,0.5,1,2,4,8]$ be the vector of shape parameter which is modified with respect to the number of the centers in both cases of uniform and Halton data sites. The left plot of Figure 4 shows a convergence rate of 2.58 for the MLS-VSDK and only 0.66 for classical MLS methods, while these values are 2.04 and 0.70 in the right plot.


FigURE 3. RMSE and abs-error of $f_{2}$ MLS (left) and MLS-VSDK (right) aproximation schemes using $w^{1}$ weight function



FIGURE 4. Convergence rates for approximation of function $f_{2}$ with MLSVSDK and MLS standard schemes using Uniform data sites (left) and Halton data sites (right)
4.3. Example 3. Consider the following function

$$
f_{3}(x, y)= \begin{cases}2\left(1-\exp \left(-(y+0.5)^{2}\right)\right), & |x| \leq 0.5,|y| \leq 0.5 \\ 4(x+0.8), & -0.8 \leq x \leq-0.65,|y| \leq 0.8 \\ 0.5, & 0.65 \leq x \leq 0.8,|y| \leq 0.2 \\ 0, & \text { otherwise }\end{cases}
$$

defined on $\Omega=(-1,1)^{2}$. Regarding the discontinuities of $f_{3}$, the scale function is considered to be

$$
\psi(x, y)= \begin{cases}1, & |x| \leq 0.5,|y| \leq 0.5 \\ 2, & -0.8 \leq x \leq-0.65,|y| \leq 0.8 \\ 3, & 0.65 \leq x \leq 0.8,|y| \leq 0.2 \\ 0, & \text { otherwise }\end{cases}
$$

Moreover, let the centers and evaluation points be the same as the Example 4.1. Table 3 and 4 shows RMSE of MLS-VSDK and conventional MLS approximation of $f_{3}$ using $w^{4}$ which interpolates the data. We underline that our experiments show that the stencil of size $n=$ 20 leads to the best accuracy. Figure 5 shows RMSE and Absolute Error for standard MLS

| number of centers | $\varepsilon$ value | RMSE MLS-VSDK | RMSE classic MLS |
| :---: | :---: | :---: | :---: |
| 25 | 1 | $3.67 \mathrm{e}-1$ | $1.47 \mathrm{e}+0$ |
| 81 | 2 | $3.68 \mathrm{e}-1$ | $8.86 \mathrm{e}-1$ |
| 289 | 4 | $1.49 \mathrm{e}-2$ | $7.44 \mathrm{e}-1$ |
| 1089 | 8 | $4.23 \mathrm{e}-3$ | $7.72 \mathrm{e}-1$ |
| 4225 | 16 | $1.06 \mathrm{e}-3$ | $6.64 \mathrm{e}-1$ |
| 16641 | 32 | $2.65 \mathrm{e}-4$ | $5.25 \mathrm{e}-1$ |

TABLE 3. RMSE of $f_{3}$ interpolation with uniform data sites

| number of centers | $\varepsilon$ value | RMSE MLS-VSDK | RMSE classic MLS |
| :---: | :---: | :---: | :---: |
| 25 | 1 | $8.84 \mathrm{e}-1$ | $1.53 \mathrm{e}+0$ |
| 81 | 2 | $8.95 \mathrm{e}-2$ | $1.05 \mathrm{e}+0$ |
| 289 | 4 | $1.42 \mathrm{e}-2$ | $8.74 \mathrm{e}-1$ |
| 1089 | 8 | $4.18 \mathrm{e}-3$ | $6.48 \mathrm{e}-1$ |
| 4225 | 16 | $1.09 \mathrm{e}-3$ | $6.68 \mathrm{e}-1$ |
| 16641 | 32 | $3.02 \mathrm{e}-4$ | $7.07 \mathrm{e}-1$ |

TABLE 4. RMSE of $f_{3}$ interpolation with Halton data sites
and MLS-VSDK approximation of $f_{3}$ sampled from 1089 uniform points using $w_{4}$ as weight function. Once again, Figure 5 shows how MLS-VSDK scheme can improve the accuracy by reducing the error near the jumps. Eventually, letting $\varepsilon_{G A}^{U}=[2,4,8,16,32,64]$ and $\varepsilon_{M a t}^{U}=$ [10, 20, 40, 80, 160, 320], Figure 6 shows that $h^{2}$ convergence is achievable. To be more precise, the rate of convergence in the left plot is 2.54 and 2.69 for $w_{2}$ and $w_{3}$, respectively. On the other hand, letting $\varepsilon_{G A}^{H}=[1,2,4,8,16,32]$ and $\varepsilon_{M a t}^{H}$ as the uniform case, convergence rates of 2.50 and 2.73 is achievable when Halton data sites are employed.


Figure 5. RMSE and abs-error of $f_{3}$ MLS(left) and MLS-VSDK(right) aproximation(interpolation) schemes using $w^{4}$ weight function


FIGURE 6. Convergence rates for approximation of function $f_{3}$ with MLSVSDK and MLS standard schemes using Uniform data sites (left) and Halton data sites (right)
4.4. Example 4. In applications, the discontinuities are likely to be unknown. To overcome this problem, one can consider edge detector method to extract the discontinuities. However, in this
way the approximation depends also on the performance of the edge detector method as well [11]. In this direction, in this final experiment the location of the discontinuities are not exact. This is modeled by adding some noise drawn from the standard normal distribution multiplied by 0.01 to the edges of $\Omega_{i} \in \mathcal{P}$. We take the test function $f_{2}$ and the data sites in Section 4.2. We fix $n=25$, and $\varepsilon_{G A}=[0.25,0.5,1,2,4,8], \varepsilon_{M a t}=[1,2,4,816,32]$ for both Halton and uniform centers. Figure 7 shows that the suggested MLS-VSDK is still able to obtain a good convergence rate compared to classical MLS even when the discontinuities are not known exactly.


FIGURE 7. Convergence rates for approximation of function $f_{2}$, based on noisy given data values, with MLS-VSDK and MLS standard schemes using Uniform data sites (left) and Halton data sites (right)

## 5. CONCLUSIONS

To approximate a discontinuous function using scattered data values, we studied a new technique based on the use of discontinuously scaled weight functions, that we called the MLSVSDK scheme, that is the application of discontinuous scaled weight functions to the MLS. It enabled us to move toward a data-dependent scheme, meaning that MLS-VSDK is able to encode the behavior of the underlying function. We obtained a theoretical Sobolev-type error estimate which justifies why MLS-VSDK can outperform conventional MLS. The numerical experiments confirmed the theoretical convergence rates. Besides, our numerical tests showed that the suggested scheme can reach high accuracy even if the position of the data values are slightly perturbed.
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