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Abstract. We prove multiplication and embedding theorems for classes of kernels of integral opera-
tors in subsets of metric spaces with a measure. Then we prove a tangential differentiation theorem
with respect to a semi-tangent vector for integral operators that are defined on an upper-Ahlfors reg-
ular subset of the Euclidean space and a continuity theorem for the corresponding integral operator
in Hölder spaces in the specific case of a differentiable manifold.
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1 Introduction

Volume and layer potentials are integrals on a subset Y of the Euclidean space Rn that depend
on a variable in a subset X of Rn. Typically, X and Y are either measurable subsets of Rn with
the n-dimensional Lebesgue measure, or manifolds that are embedded in Rn, or boundaries of open
subsets of Rn with the surface measure and X may well be different from Y .

For many relevant results in Hölder spaces, one can introduce a unified approach by assuming
that X and Y are subsets of a metric space (M,d) and that Y is equipped with a measure ν that
satisfies an upper Ahlfors growth condition that includes non-doubling measures (cf. (4.2)). With
this respect we mention the works of Garćıa-Cuerva and Gatto [6], [7], Gatto [8] who have considered
the case X = Y = M and proved T1 Theorems for integral operators. Then one can also consider
a stronger growth condition. Namely, the strong upper Ahlfors growth condition (4.9) that has
been introduced in [15] to treat the dependence of singular and weakly singular integral operators
both upon the variation of the density and of the kernel, when the kernel belongs to certain classes
of kernels that generalize those of Giraud [10], Gegelia [9], Kupradze, Gegelia, Basheleishvili and
Burchuladze [13, Chapter IV] and the so-called standard kernels.

In this paper, we first introduce some basic multiplication and embedding theorems for such
classes of kernels (see Section 3).

In Section 4, we summarize and complement some results of [15].
In Section 5, we prove the tangential differentiation Theorem 5.1 with respect to a semi-tangent

vector for integral operators defined on an upper-Ahlfors regular subset of the Euclidean space.
In Section 6, we consider the case in which Y is a compact manifold of codimension 1 in Rn, and

we show application of the results of [15], of the above mentioned properties of the kernel classes
and of Theorem 5.1 by proving Theorem 6.3 on the continuity of the tangential gradient of a weakly
singular integral operator that is defined in Y upon variation both of the kernel and of the density
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in Hölder spaces. Here we mention that Theorem 6.3 applies to relevant integral operators such as
the layer potentials. In a forthcoming paper, we plan to apply the multiplication and embedding
theorems of the classes of kernels of Section 3 and of Theorem 6.3 to analyze the continuity properties
of the double layer potential that is associated with the fundamental solution of a second order elliptic
operator with constant coefficients.

2 Notation

Let X be a set. Then we set

B(X) ≡
{
f ∈ CX : f is bounded

}
, ‖f‖B(X) ≡ sup

X
|f | ∀f ∈ B(X) ,

where CX denotes the set of all functions from X to C. If (M,d) is a metric space, we set

B(ξ, r) ≡ {η ∈M : d(ξ, η) < r} (2.1)

for all (ξ, r) ∈M×]0,+∞[ and

diam (X) ≡ sup{d(x1, x2) : x1, x2 ∈ X}

for all subsets X of M . Then C0(M) denotes the set of all continuous functions from M to C and
we introduce the subspace C0

b (M) ≡ C0(M) ∩B(M) of B(M). Let ω be a function from [0,+∞[ to
itself such that

ω(0) = 0, ω(r) > 0 ∀r ∈]0,+∞[ ,

ω is increasing, lim
r→0+

ω(r) = 0 , (2.2)

and sup
(a,t)∈[1,+∞[×]0,+∞[

ω(at)

aω(t)
< +∞ .

If f is a function from a subset D of a metric space (M,d) to C, then we denote by |f : D|ω(·) the
ω(·)-Hölder constant of f , which is delivered by the formula

|f : D|ω(·) ≡ sup

{
|f(x)− f(y)|
ω(d(x, y))

: x, y ∈ D, x 6= y

}
.

If |f : D|ω(·) <∞, we say that f is ω(·)-Hölder continuous. Sometimes, we simply write |f |ω(·) instead
of |f : D|ω(·). The subset of C0(D) whose functions are ω(·)-Hölder continuous is denoted by C0,ω(·)(D)

and |f : D|ω(·) is a semi-norm on C0,ω(·)(D). Then we consider the space C0,ω(·)
b (D) ≡ C0,ω(·)(D)∩B(D)

with the norm
‖f‖

C
0,ω(·)
b (D) ≡ sup

x∈D
|f(x)|+ |f |ω(·) ∀f ∈ C0,ω(·)

b (D) .

In the case in which ω(·) is the function rα for some fixed α ∈]0, 1], a so-called Hölder exponent, we
simply write |· : D|α instead of |· : D|rα , C0,α(D) instead of C0,rα(D), C0,α

b (D) instead of C0,rα

b (D),
and we say that f is α-Hölder continuous provided that |f : D|α < +∞.

3 Special classes of potential type kernels in metric spaces

If X and Y are sets, then we denote by DX×Y the diagonal of X × Y , i.e., we set

DX×Y ≡ {(x, y) ∈ X × Y : x = y} (3.1)
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and if X = Y , then we denote by DX the diagonal of X ×X, i.e., we set

DX ≡ DX×X .

An off-diagonal function in X×Y is a function from (X×Y )\DX×Y to C. We now wish to consider
a specific class of off-diagonal kernels in a metric space (M,d).

Definition 1. Let X and Y be subsets of a metric space (M,d). Let s ∈ R. We denote by Ks,X×Y ,
the set of all continuous functions K from (X × Y ) \ DX×Y to C such that

‖K‖Ks,X×Y ≡ sup
(x,y)∈(X×Y )\DX×Y

|K(x, y)| d(x, y)s < +∞ .

The elements of Ks,X×Y are said to be kernels of potential type s in X × Y .

We plan to consider ‘potential type’ kernels as in the following definition. See also Dondi and the
author [5], where such classes have been introduced in a form that generalizes those of Giraud [10],
Gegelia [9], Kupradze, Gegelia, Basheleishvili and Burchuladze [13, Chapter IV].

Definition 2. Let X and Y be subsets of a metric space (M,d). Let s1, s2, s3 ∈ R. We denote by
Ks1,s2,s3(X × Y ) the set of all continuous functions K from (X × Y ) \ DX×Y to C such that

‖K‖Ks1,s2,s3 (X×Y ) ≡ sup

{
d(x, y)s1|K(x, y)| : (x, y) ∈ X × Y, x 6= y

}
+ sup

{
d(x′, y)s2

d(x′, x′′)s3
|K(x′, y)−K(x′′, y)| :

x′, x′′ ∈ X, x′ 6= x′′, y ∈ Y \B(x′, 2d(x′, x′′))

}
< +∞ .

One can easily verify that (Ks1,s2,s3(X×Y ), ‖·‖Ks1,s2,s3 (X×Y )) is a normed space. By our definition,
if s1, s2, s3 ∈ R, we have

Ks1,s2,s3(X × Y ) ⊆ Ks1,X×Y
and

‖K‖Ks1,X×Y ≤ ‖K‖Ks1,s2,s3 (X×Y ) ∀K ∈ Ks1,s2,s3(X × Y ) .

We note that if we choose s2 = s1 + s3 we have the so-called class of standard kernels. We now turn
to prove a series of statements in a metric space setting that extend the validity of corresponding
statements for the classes that had been introduced in Giraud [10], Gegelia [9], Kupradze, Gegelia,
Basheleishvili and Burchuladze [13, Chapter IV]. We start with the following elementary known
embedding lemma.

Lemma 3.1. Let X and Y be subsets of a metric space (M,d). Let s1, s2, s3 ∈ R. If a ∈]0,+∞[,
then Ks1,s2,s3(X × Y ) is continuously embedded into Ks1,s2−a,s3−a(X × Y ).

Proof. It suffices to note that if x′, x′′ ∈ X, x′ 6= x′′, then

d(x′, y)s2−a

d(x′, x′′)s3−a
=

d(x′, y)s2

d(x′, x′′)s3
d(x′, x′′)a

d(x′, y)a
≤ d(x′, y)s2

d(x′, x′′)s3

( 1
2
d(x′, y)

d(x′, y)

)a
=

d(x′, y)s2

d(x′, x′′)s3
2−a ∀y ∈ Y \B(x′, 2d(x′, x′′)) .
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Next we introduce the following known elementary lemma, which we exploit later and which can
be proved by the triangular inequality.

Lemma 3.2. Let (M,d) be a metric space. Then

1

2
d(x′, y) ≤ d(x′′, y) ≤ 2d(x′, y) ,

for all x′, x′′ ∈M , x′ 6= x′′, y ∈M \B(x′, 2d(x′, x′′)).

Next we prove the following product rule for kernels.

Theorem 3.1. Let X and Y be subsets of a metric space (M,d). Let s1, s2, s3, t1, t2, t3 ∈ R.

(i) If K1 ∈ Ks1,s2,s3(X × Y ) and K2 ∈ Kt1,t2,t3(X × Y ), then the following inequality holds

|K1(x
′, y)K2(x

′, y)−K1(x
′′, y)K2(x

′′, y)|

≤ ‖K1‖Ks1,s2,s3 (X×Y )‖K2‖Kt1,t2,t3 (X×Y )

(
d(x′, x′′)s3

d(x′, y)s2+t1
+

2|s1|d(x′, x′′)t3

d(x′, y)t2+s1

)
for all x′, x′′ ∈ X, x′ 6= x′′, y ∈ Y \B(x′, 2d(x′, x′′)).

(ii) The pointwise product is bilinear and continuous from

Ks1,s1+s3,s3(X × Y )×Kt1,t1+s3,s3(X × Y ) to Ks1+t1,s1+s3+t1,s3(X × Y ) .

Proof. (i) By the triangular inequality and by the definition of the norm for kernels, we have

|K1(x
′, y)K2(x

′, y)−K1(x
′′, y)K2(x

′′, y)|
≤ |K1(x

′, y)−K1(x
′′, y)| |K2(x

′, y)|+ |K1(x
′′, y)| |K2(x

′, y)−K2(x
′′, y)|

≤ ‖K1‖Ks1,s2,s3 (X×Y )‖K2‖Kt1,t2,t3 (X×Y )

(
d(x′, x′′)s3

d(x′, y)s2+t1
+

d(x′, x′′)t3

d(x′, y)t2d(x′′, y)s1

)
If s1 ≥ 0, Lemma 3.2 implies that

1

d(x′′, y)s1
≤ 1

d(x′, y)s12−s1
=

2s1

d(x′, y)s1
.

If instead s1 < 0, Lemma 3.2 implies that

1

d(x′′, y)s1
≤ 1

d(x′, y)s12s1
=

2−s1

d(x′, y)s1
.

Hence, the validity of the inequality of statement (i) follows.
(ii) Since

|K1(x, y)K2(x, y)| ≤
‖K1‖Ks1,X×Y ‖K2‖Kt1,X×Y

d(x, y)s1d(x, y)t1
∀x, y ∈ X × Y, x 6= y ,

statement (ii) is an immediate consequence of the inequality of statement (i) with s3 = t3, s2 = s1+s3,
t2 = t1 + s3.

Then we have the following product rule of a kernel and of a function of either x ∈ X or y ∈ Y .
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Proposition 3.1. Let X and Y be subsets of a metric space (M,d). Let s1, s2, s3 ∈ R, α ∈]0, 1].
Then the following statements hold.

(i) If K ∈ Ks1,s2,s3(X × Y ) and f ∈ C0,α
b (X), then

|K(x, y)f(x)| d(x, y)s1 ≤ ‖K‖Ks1,X×Y sup
X
|f | ∀(x, y) ∈ (X × Y ) \ DX×Y

and

|K(x′, y)f(x′)−K(x′′, y)f(x′′)|

≤ ‖K‖Ks1,s2,s3 (X×Y )‖f‖C0,α
b (X)

{
d(x′, x′′)s3

d(x′, y)s2
+ 2|s1|

d(x′, x′′)α

d(x′, y)s1

}
for all x′, x′′ ∈ X, x′ 6= x′′, y ∈ Y \B(x′, 2d(x′, x′′)).

(ii) If s2 ≥ s1 and X and Y are both bounded, then the map from

Ks1,s2,s3(X × Y )× C0,s3
b (X) to Ks1,s2,s3(X × Y )

that takes (K, f) to the kernel K(x, y)f(x) of the variable (x, y) ∈ (X × Y ) \ DX×Y is bilinear
and continuous.

(iii) The map from
Ks1,s2,s3(X × Y )× C0

b (Y ) to Ks1,s2,s3(X × Y )

that takes (K, f) to the kernel K(x, y)f(y) in the variable (x, y) ∈ (X × Y ) \ DX×Y is bilinear
and continuous.

Proof. (i) The first inequality is an obvious consequence of the definition of the norm in Ks1,X×Y . To
prove the second one, we note that

|K(x′, y)f(x′)−K(x′′, y)f(x′′)|
≤ |K(x′, y)−K(x′′, y)| |f(x′)|+ |K(x′′, y)| |f(x′)− f(x′′)|

≤ ‖K‖Ks1,s2,s3 (X×Y )‖f‖C0,α
b (X)

{
d(x′, x′′)s3

d(x′, y)s2
+
d(x′, x′′)α

d(x′′, y)s1

}
If s1 ≥ 0, Lemma 3.2 implies that

d(x′, x′′)α

d(x′′, y)s1
≤ d(x′, x′′)α

d(x′, y)s12−s1
= 2s1

d(x′, x′′)α

d(x′, y)s1
.

If instead s1 < 0, Lemma 3.2 implies that

d(x′, x′′)α

d(x′′, y)s1
≤ d(x′, x′′)α

d(x′, y)s12s1
= 2−s1

d(x′, x′′)α

d(x′, y)s1
.

Hence, the second inequality in statement (i) holds true. To prove (ii), it suffices to note that

d(x′, x′′)s3

d(x′, y)s1
=
d(x′, x′′)s3d(x′, y)s2−s1

d(x′, y)s1d(x′, y)s2−s1
≤ (diam (X ∪ Y ))s2−s1

d(x′, x′′)s3

d(x′, y)s2
,

to apply the second inequality of statement (i) and to invoke the first inequality of statement (i).
Statement (iii) is obvious.
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We also point out the validity of the following elementary remark that holds if both X and Y are
bounded.

Remark 1. Let (M,d) be a metric space. Let X, Y be bounded subsets of M . Let s1, s2, s3 ∈
[0,+∞[. If a ∈]0,+∞[, then Lemma 3.2 implies the validity of the following inequality

sup

{
d(x′, y)s2

d(x′, x′′)s3
|K(x′, y)−K(x′′, y)| :

x′, x′′ ∈ X, a ≤ d(x′, x′′), y ∈ Y \B(x′, 2d(x′, x′′))

}
≤ (diam (X ∪ Y ))s2

as3
‖K‖Ks1,X×Y

(
(2a)−s1 + (2−12a)−s1

)
for all K ∈ Ks1,X×Y and accordingly the norm on Ks1,s2,s3(X × Y ) defined by setting

‖K‖a;Ks1,s2,s3 (X×Y ) ≡ ‖K‖Ks1,X×Y + sup

{
d(x′, y)s2

d(x′, x′′)s3
|K(x′, y)−K(x′′, y)| :

x′, x′′ ∈ X, 0 < d(x′, x′′) < a, y ∈ Y \B(x′, 2d(x′, x′′))

}
is equivalent to the norm ‖ · ‖Ks1,s2,s3 (X×Y ) on Ks1,s2,s3(X × Y ).

Next we prove the following embedding statement that holds for bounded sets.

Proposition 3.2. Let (M,d) be a metric space. Let X, Y be bounded subsets of M . Let s1, s2, s3,
t1, t2, t3 ∈ R. Then the following statements hold.

(i) If t1 ≥ s1 then Ks1,X×Y is continuously embedded into Kt1,X×Y .

(ii) If t1 ≥ s1, t3 ≤ s3 and (t2 − t3) ≥ (s2 − s3), then Ks1,s2,s3(X × Y ) is continuously embedded
into Kt1,t2,t3(X × Y ).

(iii) If t1 ≥ s1, t3 ≤ s3, then Ks1,s1+s3,s3(X × Y ) is continuously embedded into Kt1,t1+t3,t3(X × Y ).

Proof. Statement (i) is an immediate corollary of the following elementary inequality

d(x, y)t1|K(x, y)| ≤ d(x, y)t1−s1d(x, y)s1|K(x, y)|
≤ (diam (X ∪ Y ))t1−s1‖K‖Ks1,X×Y ∀(x, y) ∈ X × Y \ DX×Y ,

which holds for all K ∈ Ks1,X×Y . To prove (ii), it suffices to invoke (i) and to note that

d(x′, y)t2

d(x′, x′′)t3
|K(x′, y)−K(x′′, y)|

=
d(x′, y)t2−s2

d(x′, x′′)t3−s3
d(x′, y)s2

d(x′, x′′)s3
|K(x′, y)−K(x′′, y)|

≤ d(x′, y)t2−s2d(x′, x′′)s3−t3‖K‖Ks1,s2,s3 (X×Y )

≤ d(x′, y)t2−s2(2−1d(x′, y))s3−t3‖K‖Ks1,s2,s3 (X×Y )

≤ d(x′, y)(t2−t3)−(s2−s3)2t3−s3‖K‖Ks1,s2,s3 (X×Y )

≤ (diam (X ∪ Y ))(t2−t3)−(s2−s3)2t3−s3‖K‖Ks1,s2,s3 (X×Y )

for all x′, x′′ ∈ X, x′ 6= x′′, y ∈ Y \ B(x′, 2d(x′, x′′)) and K ∈ Ks1,s2,s3(X × Y ). Finally, statement
(iii) is an immediate corollary of statement (ii).
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We now show that we can associate a potential type kernel to all Hölder continuous functions.

Lemma 3.3. Let X and Y be subsets of a metric space (M,d). Let α ∈]0, 1]. Let C0,α(X ∪ Y ) be
endowed with the Hölder seminorm |· : X ∪ Y |α. Then the following statements hold.

(i) If µ ∈ C0,α(X ∪ Y ), then the map Ξ[µ] defined by

Ξ[µ](x, y) ≡ µ(x)− µ(y) ∀(x, y) ∈ (X × Y ) \ DX×Y (3.2)

belongs to K−α,0,α(X × Y ).

(ii) The operator Ξ from C0,α(X∪Y ) to K−α,0,α(X×Y ) that takes µ to Ξ[µ] is linear and continuous.

Proof. It suffices to observe that

|µ(x)− µ(y)| ≤ |µ : X ∪ Y |αd(x, y)α ∀(x, y) ∈ (X × Y ) \ DX×Y

and that

|(µ(x′)− µ(y))− (µ(x′′)− µ(y))| = |µ(x′)− µ(x′′)| ≤ |µ : X ∪ Y |α
d(x′, x′′)α

d(x′, y)0

for all x′, x′′ ∈ X, x′ 6= x′′, y ∈ Y \B(x′, 2d(x′, x′′)).

Sometimes the kernel has a special form which we need later on. Thus we introduce the following
preliminary lemma for standard kernels.

Lemma 3.4. Let X and Y be subsets of a metric space (M,d). Let s1 ∈ R, s3 ∈]−∞, 1], θ ∈]0, 1].
Let C0,θ(X ∪ Y ) be endowed with the Hölder seminorm |· : X ∪ Y |θ. Then the following statements
hold.

(i) The map H from Ks1,X×Y ×C0,θ(X ∪ Y ) to Ks1−θ,X×Y , which takes (Z, g) to the function from
(X × Y ) \ DX×Y to C defined by

H[Z, g](x, y) ≡ (g(x)− g(y))Z(x, y) ∀(x, y) ∈ (X × Y ) \ DX×Y (3.3)

is bilinear and continuous.

(ii) The map H from

Ks1,s1+s3,s3(X × Y )× C0,θ(X ∪ Y ) to Ks1−θ,s1+s3−1,s3−(1−θ)(X × Y ) ,

which takes (Z, g) to the function defined by (3.3) is bilinear and continuous.

Proof. (i) It suffices to note that the Hölder continuity of g implies that

|H[Z, g](x, y)| ≤ |g : X ∪ Y |θ
d(x, y)s1−θ

‖Z‖Ks1,X×Y ∀(x, y) ∈ (X × Y ) \ DX×Y . (3.4)

(ii) By Lemma 3.3, the linear operator from

Ks1,s1+s3,s3(X × Y )× C0,θ(X ∪ Y ) to Ks1,s1+s3,s3(X × Y )×K−θ,0,θ(X × Y )

that takes (Z, g) to (Z,Ξ[g]) is linear and continuous. By the elementary embedding Lemma 3.1, the
inclusion map from

Ks1,s1+s3,s3(X × Y )×K−θ,0,θ(X × Y )

to Ks1,s1+s3−(1−θ),s3−(1−θ)(X × Y ) × K−θ,−(1−s3),θ−(1−s3)(X × Y ) is linear and continuous. Then the
product Theorem 3.1 (ii) for standard kernels implies that the product is continuous from

Ks1,s1+s3−(1−θ),s3−(1−θ)(X × Y )×K−θ,−(1−s3),θ−(1−s3)(X × Y )

to Ks1−θ,s1+s3−1,s3−(1−θ)(X × Y ) and thus the proof is complete.



Tangential gradient of an integral operator in a manifold 61

4 Preliminaries on upper υY -Ahlfors regular sets

We plan to consider integral operators in subsets X and Y of a metric space (M,d) when Y is
endowed of a measure as follows.

Let N be a σ-algebra of parts of Y ,BY ⊆ N .

Let ν be measure on N . (4.1)
Let ν(B(x, r) ∩ Y ) < +∞ ∀(x, r) ∈ X×]0,+∞[ .

Here BY denotes the σ-algebra of all Borel subsets of Y .

Definition 3. Let X and Y be subsets of a metric space (M,d). Let υY ∈]0,+∞[. Let ν be as
in (4.1). We say that Y is upper υY -Ahlfors regular with respect to X provided that the following
condition holds

there exist rX,Y,υY ∈]0,+∞] , cX,Y,υY ∈]0,+∞[ such that

ν(B(x, r) ∩ Y ) ≤ cX,Y,υY r
υY

for all x ∈ X and r ∈]0, rX,Y,υY [ . (4.2)

In the case X = Y , we say that Y is upper υY -Ahlfors regular.

One could show that if n ∈ N, n ≥ 2 and if Y is a compact embedded differential manifold in
Rn of codimension 1, then Y is upper (n − 1)-Ahlfors regular with respect to Rn. Then one can
prove the following basic inequalities for the integral on an upper Ahlfors regular set Y and on the
intersection of Y with balls with center at a point x of X of the powers of d(x, y)−1 with exponent
s ∈] −∞, υY [, that are variants of those proved by Gatto [8, page 104] in the case X = Y (for a
proof see [15, Lemmas 3.2, 3.4]).

Lemma 4.1. Let X and Y be subsets of a metric space (M,d). Let υY ∈]0,+∞[. Let ν be as in
(4.1). Let Y be upper υY -Ahlfors regular with respect to X. Then the following statements hold.

(i) ν({x}) = 0 ∀x ∈ X ∩ Y .

(ii) Let ν(Y ) < +∞. If s ∈]0, υY [, then

c′s,X,Y ≡ sup
x∈X

∫
Y

dν(y)

d(x, y)s
≤ ν(Y )a−s + cX,Y,υY

υY
υY − s

aυY −s

for all a ∈]0, rX,Y,υY [. If s = 0, then

c′0,X,Y ≡ sup
x∈X

∫
Y

dν(y)

d(x, y)0
= ν(Y ) .

(iii) Let ν(Y ) < +∞ whenever rX,Y,υY < +∞. If s ∈]−∞, υY [, then

c′′s,X,Y ≡ sup
(x,t)∈X×]0,+∞[

ts−υY
∫
B(x,t)∩Y

dν(y)

d(x, y)s
< +∞ .

By the Hölder inequality one can prove the following statement of Hille-Tamarkin (see [15, Propo-
sition 4.1]).
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Proposition 4.1. Let X and Y be subsets of a metric space (M,d). Let υY ∈]0,+∞[, s ∈ [0, υY [.
Let ν be as in (4.1). Let ν(Y ) < +∞. Let Y be upper υY -Ahlfors regular with respect to X. Then
the following statements hold.

(i) If (K,ϕ) ∈ Ks,X×Y ×L∞ν (Y ), then the function K(x, ·)ϕ(·) is integrable in Y for all x ∈ X and
the function A[K,ϕ] defined by

A[K,ϕ](x) ≡
∫
Y

K(x, y)ϕ(y) dν(y) ∀x ∈ X (4.3)

is bounded.

(ii) The bilinear map from Ks,X×Y ×L∞ν (Y ) to B(X), which takes (K,ϕ) to A[K,ϕ] is continuous
and the following inequality holds

sup
X
|A[K,ϕ]| ≤ c′s,X,Y ‖K‖Ks,X×Y ‖ϕ‖L∞ν (Y ) (4.4)

for all (K,ϕ) ∈ Ks,X×Y × L∞ν (Y ) (see Lemma 4.1 (ii) for c′s,X,Y ).

Under the assumptions of the previous proposition, one can actually prove that the function
A[K,ϕ] is continuous. To do so, we first introduce the following result for potential type operators.

Proposition 4.2. Let X and Y be subsets of a metric space (M,d). Let ν be as in (4.1). Let
ν(Y ) < +∞. Let s ∈ R. Let K ∈ Ks,X×Y . Let d(x, ·)−s belong to L1

ν(Y \ {x}) for all x ∈ X. Let

sup
x∈X

∫
Y \{x}

d(x, y)−s dν(y) < +∞ . (4.5)

If ν({x}) = 0 for all x ∈ X ∩ Y and if for each ε ∈]0,+∞[ there exists δ ∈]0,+∞[ such that

sup
x∈X

∫
F\{x}

d(x, y)−s dν(y) ≤ ε if F ∈ N , ν(F ) ≤ δ , (4.6)

and if ϕ ∈ L∞ν (Y ), then the function A[K,ϕ] from X to C defined by (4.3) is continuous.

Proof. Let x̃ ∈ X. It suffices to show that if {xj}j∈N is a sequence in X which converges to x̃, then

lim
j→∞

∫
Y

K(xj, y)ϕ(y) dν(y) =

∫
Y

K(x̃, y)ϕ(y) dν(y) .

We now turn to prove such a limiting relation by exploiting the Vitali Convergence Theorem. To do
so, we prove the validity of the following two statements.

(j) There exists Nx̃ ∈ N such that ν(Nx̃) = 0 and

lim
j→∞

K(xj, y)ϕ(y) = K(x̃, y)ϕ(y) ∀y ∈ Y \Nx̃ .

(jj) For each ε ∈]0,+∞[, there exists δ ∈]0,+∞[ such that

sup
j∈N

∫
F

|K(xj, y)ϕ(y)| dν(y) ≤ ε if F ∈ N , ν(F ) ≤ δ .
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Since ν({x̃} ∩ Y ) = 0, we can take Nx̃ ≡ {x̃} ∩ Y and statement (j) follows by our continuity
assumption on K that follows by the membership of K in Ks,X×Y . We now turn to prove (jj). By
our assumptions on K, we have∫

F

|K(xj, y)ϕ(y)| dν(y) ≤ ‖K‖Ks,X×Y
∫
F

d(xj, y)−s dν(y)‖ϕ‖L∞ν (F )

for all j ∈ N. Thus it suffices to choose δ ∈]0,+∞[ such that

sup
x∈X

∫
F

d(x, y)−s dν(y) ≤ ε(1 + ‖K‖Ks,X×Y ‖ϕ‖L∞ν (Y ))
−1 if F ∈ N , ν(F ) ≤ δ ,

and statement (jj) holds true and the proof is complete.

In order to apply Proposition 4.2 in the case Y is upper Ahlfors regular, we need to prove the
following lemma.

Lemma 4.2. Let X and Y be subsets of a metric space (M,d). Let υY ∈]0,+∞[, s ∈ [0, υY [. Let ν
be as in (4.1). Let ν(Y ) < +∞. Let Y be upper υY -Ahlfors regular with respect to X. Then for each
ε ∈]0,+∞[ there exists δ ∈]0,+∞[ such that

sup
x∈X

∫
F

d(x, y)−s dν(y) ≤ ε if F ∈ N , ν(F ) ≤ δ , (4.7)

Proof. We first note that if F ∈ N , then F is a subset of Y . Accordingly F is also upper υY -Ahlfors
regular with respect to X and we can choose rX,F,υY = rX,Y,υY , cX,F,υY = cX,Y,υY . If s > 0, then
Lemma 4.1 (ii) implies that

sup
x∈X

∫
F

d(x, y)−s dν(y) ≤ ν(F )a−s + cX,Y,υY
υY

υY − s
aυY −s ∀a ∈]0, rX,Y,υY [ .

Thus if ε ∈]0,+∞[, then we choose aε ∈]0, rX,Y,υY [ such that

cX,Y,υY
υY

υY − s
aυY −sε <

ε

2

and we can set δ ≡ ε
2
asε . Then we have

sup
x∈X

∫
F

d(x, y)−s dν(y) ≤ δa−sε +
ε

2
= ε

whenever F ∈ N and ν(F ) ≤ δ. If instead s = 0, then condition (4.7) holds trivially with δ = ε.

Proposition 4.3. Let X and Y be subsets of a metric space (M,d). Let ν be as in (4.1). Let
ν be finite. Let s ∈ [0, υY [. Let Y be upper υY -Ahlfors regular with respect to X. If (K,ϕ) ∈
Ks,X×Y × L∞ν (Y ), then the function A[K,ϕ] from X to C defined by (4.3) is continuous.

Proof. We plan to deduce the continuity of A[K,ϕ] by the continuity Proposition 4.2. To do so, it
suffices to note that Lemma 4.1 (i), (ii) imply that ν({x}) = 0 for all x ∈ X ∩ Y and that condition
(4.5) is satisfied. Moreover, Lemma 4.2 implies that condition (4.6) is satisfied.

Next we plan to introduce a result on the integral operator

Q[Z, g, 1](x) ≡
∫
Y

Z(x, y)(g(x)− g(y)) dν(y) ∀x ∈ X . (4.8)

when Z belongs to the class Ks1,s2,s3(X×Y ) as in Definition 2 and g is a C-valued function in X ∪Y .
We exploit the operator in (4.8) in the next section and we note that operators as in (4.8) appear
in the applications (cf. e.g., Colton and Kress [3, page 56], and Dondi and the author [5, § 8]). In
order to estimate the Hölder quotient of Q[Z, g, 1], we need to introduce a further norm for kernels.
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Definition 4. Let X and Y be subsets of a metric space (M,d). Let ν be as in (4.1). Let s1, s2,
s3 ∈ R. We set

K]s1,s2,s3(X × Y ) ≡
{
K ∈ Ks1,s2,s3(X × Y ) :

K(x, ·) is ν − integrable in Y \B(x, r) for all (x, r) ∈ X×]0,+∞[ ,

sup
x∈X

sup
r∈]0,+∞[

∣∣∣∣∫
Y \B(x,r)

K(x, y) dν(y)

∣∣∣∣ < +∞
}

and

‖K‖K]s1,s2,s3 (X×Y ) ≡ ‖K‖Ks1,s2,s3 (X×Y )

+ sup
x∈X

sup
r∈]0,+∞[

∣∣∣∣∫
Y \B(x,r)

K(x, y) dν(y)

∣∣∣∣ ∀K ∈ K]s1,s2,s3(X × Y ) .

Clearly, (K]s1,s2,s3(X×Y ), ‖·‖K]s1,s2,s3 (X×Y )) is a normed space. By definition, the spaceK]s1,s2,s3(X×
Y ) is continuously embedded into the space Ks1,s2,s3(X ×Y ). Then we consider a stronger version of
the upper Ahlfors regularity. Namely, we assume that Y is strongly upper υY -Ahlfors regular with
respect to X, i.e., that

there exist rX,Y,υY ∈]0,+∞] , cX,Y,υY ∈]0,+∞[ such that

ν((B(x, r2) \B(x, r1)) ∩ Y ) ≤ cX,Y,υY (rυY2 − r
υY
1 )

for all x ∈ X and r1, r2 ∈ [0, rX,Y,υY [ with r1 < r2 , (4.9)

where we mean that B(x, 0) ≡ ∅ (in the case X = Y , we just say that Y is strongly upper υY -Ahlfors
regular). So, for example, if Y is a compact manifold of class C1 that is embedded in M = Rn, then
Y can be proved to be strongly upper (n− 1)-Ahlfors regular with respect to Y . Next we introduce
a function that we need for a generalized Hölder norm. For each θ ∈]0, 1], we define the function
ωθ(·) from [0,+∞[ to itself by setting

ωθ(r) ≡


0 r = 0 ,
rθ| ln r| r ∈]0, rθ] ,
rθθ | ln rθ| r ∈]rθ,+∞[ ,

where rθ ≡ e−1/θ for all θ ∈]0, 1]. Obviously, ωθ(·) is concave and satisfies condition (2.2). We also
note that if D ⊆M , then the continuous embedding

C0,θ
b (D) ⊆ C

0,ωθ(·)
b (D) ⊆ C0,θ′

b (D)

holds for all θ′ ∈]0, θ[ (cf. Section 2). We are now ready to state the following statement of [15,
Proposition 6.3] on the Hölder continuity of Q[Z, g, 1] that extends some work of Gatto [8, Proof
of Theorem 3, Theorem 4]. Here where we mean that C0,β(X ∪ Y ) is endowed with the semi-norm
|· : X ∪ Y |β.

Proposition 4.4. Let X and Y be subsets of a metric space (M,d). Let

υY ∈]0,+∞[ , β ∈]0, 1] , s1 ∈ [β, υY + β[ , s2 ∈ [β,+∞[ , s3 ∈]0, 1] .

Let ν be as in (4.1), ν(Y ) < +∞.

(i) If s1 < υY , then the following statements hold.
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(a) If s2 − β > υY , s2 < υY + β + s3 and Y is upper υY -Ahlfors regular with respect to X,
then the bilinear map from

Ks1,s2,s3(X × Y )× C0,β(X ∪ Y ) to C
0,min{β,υY +s3+β−s2}
b (X) ,

which takes (Z, g) to Q[Z, g, 1] is continuous.

(aa) If s2 − β = υY and Y is strongly upper υY -Ahlfors regular with respect to X, then the
bilinear map from

Ks1,s2,s3(X × Y )× C0,β(X ∪ Y ) to C
0,max{rβ ,ωs3 (r)}
b (X) ,

which takes (Z, g) to Q[Z, g, 1] is continuous.

(ii) If s1 = υY , then the following statements hold.

(b) If s2 − β > υY , s2 < υY + β + s3 and Y is upper υY -Ahlfors regular with respect to X,
then the bilinear map from

K]s1,s2,s3(X × Y )× C0,β(X ∪ Y ) to C
0,min{β,υY +s3+β−s2}
b (X) ,

which takes (Z, g) to Q[Z, g, 1] is continuous.

(bb) If s2 − β = υY and Y is strongly upper υY -Ahlfors regular with respect to X, then the
bilinear map from

K]s1,s2,s3(X × Y )× C0,β(X ∪ Y ) to C
0,max{rβ ,ωs3 (r)}
b (X) ,

which takes (Z, g) to Q[Z, g, 1] is continuous.

(iii) If s1 > υY , then the following statements hold.

(c) If s2 − β > υY , s2 < υY + β + s3 and Y is upper υY -Ahlfors regular with respect to X,
then the bilinear map from

Ks1,s2,s3(X × Y )× C0,β(X ∪ Y ) to C
0,min{υY +β−s1,υY +s3+β−s2}
b (X) ,

which takes (Z, g) to Q[Z, g, 1] is continuous.

(cc) If s2 − β = υY and Y is strongly upper υY -Ahlfors regular with respect to X, then the
bilinear map from

Ks1,s2,s3(X × Y )× C0,β(X ∪ Y ) to C
0,max{rυY +β−s1 ,ωs3 (r)}
b (X) ,

which takes (Z, g) to Q[Z, g, 1] is continuous.

5 A differentiation theorem for integral operators on upper Ahlfors reg-
ular subsets of Rn

We first introduce some preliminaries.
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Definition 5. Let n ∈ N \ {0}. Let X be a subset of Rn, p ∈ X. We say that a vector w ∈ Rn is
semi-tangent to X at the point p provided that either w = 0 or there exists a sequence {xj}j∈N in
X \ {p} which converges to p and such that

w

|w|
= lim

j→∞

xj − p
|xj − p|

.

We say that a vector w ∈ Rn is tangent to X at the point p provided that both w and −w are
semi-tangent to X at the point p.

Here | · | denotes the Euclidean modulus in Rn. We denote by TpX the set of all semi-tangent
vectors to X at p. One can easily check that TpX is a cone of Rn, i.e., that

λw ∈ TpX whenever (λ,w) ∈]0,+∞[×TpX .

We say that TpX is the cone of semi-tangent vectors to X at p. If TpX is also a subspace of Rn,
then we say that X has a tangent space at p, that TpX is the tangent space to X at p and that
p+ TpX is the affine tangent space to X at p. Next we state the definition of directional derivative
for a function defined on an arbitrary subset of Rn.

Definition 6. Let Z be a real or complex normed space. Let X be a subset of Rn. Let φ be a
function from X to Z. Let p ∈ X, v ∈ TpX, |v| = 1.

We say that φ has a derivative at p with respect to the direction v provided that there exists an
element DX,vϕ(p) ∈ Z such that

DX,vϕ(p) = lim
j→∞

φ(xj)− φ(p)

|xj − p|
in Z

for all sequences {xj}j∈N in X \ {p} which converge to p and such that

v = lim
j→∞

xj − p
|xj − p|

.

Then we say that DX,vϕ(p) is the derivative of φ at p with respect to the direction v.

We note that if there exist an open neighborhood W of p in Rn and if φ̃ is a continuously (real)
differentiable function fromW to Z and satisfies the equality φ̃|X∩W = φ|X∩W , then φ has a derivative
at p with respect to the direction v and

DX,vϕ(p) = Dvφ̃(p) = dφ̃(p)[v] .

Indeed, dφ̃(p)[v] = limj→∞ dφ̃(p)
[
xj−p
|xj−p|

]
in Z and

0 = lim
j→∞

‖φ̃(xj)− φ̃(p)− dφ̃(p)[xj − p]‖Z
|xj − p|

= lim
j→∞

∥∥∥∥∥ φ̃(xj)− φ̃(p)

|xj − p|
− dφ̃(p)

[
xj − p
|xj − p|

]∥∥∥∥∥
Z

= lim
j→∞

∥∥∥∥φ(xj)− φ(p)

|xj − p|
− dφ̃(p)

[
xj − p
|xj − p|

]∥∥∥∥
Z

and accordingly

lim
j→∞

φ(xj)− φ(p)

|xj − p|
= lim

j→∞
dφ̃(p)

[
xj − p
|xj − p|

]
= dφ̃(p)[v] in Z
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for all sequences {xj}j∈N as in Definition 5 of a semi-tangent vector. Then we can prove the following
differentiation theorem for integral operators that are defined on upper Ahlfors regular subsets of
Rn. To do so, we set

Bn(x, ρ) ≡ {y ∈ Rn : |x− y| < ρ}
for all ρ > 0, x ∈ Rn.

Theorem 5.1. Let X, Y ⊆ Rn. Let υY ∈]0,+∞[. Let (Y,N , ν) be a measured space such that
BY ⊆ N . Let ν be finite. Let Y be upper υY -Ahlfors regular with respect to X. Let s1 ∈ [0, υY [. Let
x ∈ X, v ∈ TxX, |v| = 1. Let a kernel K ∈ Ks1,s1+1,1(X × Y ) satisfy the following assumptions

DX,vK(x, y) exists in C ∀y ∈ Y \ {x} ,

DX,v

∫
Y

K(x, y) dν(y) exists in C .

Let µ ∈ C1
b (Rn). Then the function

∫
Y
K(·, y)µ(y) dν(y) admits a derivative with respect to v at the

point x, the function DX,vK(x, y)(µ(y)−µ(x)) is ν-integrable in the variable y ∈ Y and the following
formula holds

DX,v

∫
Y

K(x, y)µ(y) dν(y) (5.1)

=

∫
Y

[DX,vK(x, y)](µ(y)− µ(x)) dν(y) + µ(x)DX,v

∫
Y

K(x, y) dν(y)

(see Definition 6 for DX,v).

Proof. By the existence of DX,v

∫
Y
K(x, y) dν(y) and by the elementary equality∫

Y

K(x, y)µ(y) dν(y)

=

∫
Y

K(x, y)(µ(y)− µ(x)) dν(y) + µ(x)

∫
Y

K(x, y) dν(y)

(cf. Proposition 4.1), the existence of DX,v

∫
Y
K(x, y)µ(y) dν(y) is equivalent to the existence of

DX,v

∫
Y
K(x, y)(µ(y)− µ(x)) dν(y) and in the case of existence, we have

DX,v

∫
Y

K(x, y)µ(y) dν(y) = DX,v

∫
Y

K(x, y)(µ(y)− µ(x)) dν(y) (5.2)

+DX,vµ(x)

∫
Y

K(x, y) dν(y) + µ(x)DX,v

∫
Y

K(x, y) dν(y) .

We now turn to show the existence of

DX,v

∫
Y

K(x, y)(µ(y)− µ(x)) dν(y) (5.3)

and to compute it. Let {xj}j∈N be a sequence in X \ {x} such that

lim
j→∞

xj = x , v = lim
j→∞

xj − x
|xj − x|

.

By the existence of DX,vK(x, y), DX,vµ(x) and by the continuity of K(·, y) and µ at x, we have

lim
j→∞

1

|xj − x|
[K(xj, y)(µ(y)− µ(xj))−K(x, y)(µ(y)− µ(x))] (5.4)

= DX,vK(x, y)(µ(y)− µ(x))−K(x, y)DX,vµ(x) ∀y ∈ Y \ {x} .
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We now turn to show the existence of the limit associated to the directional derivative of the integral
in (5.3) by applying the Vitali Convergence Theorem. If E ∈ N , the Lipschitz continuity of µ,
Lemma 3.4 with θ = 1 and Lemma 4.1 imply that∫

E

1

|xj − x|
|K(xj, y)(µ(y)− µ(xj))−K(x, y)(µ(y)− µ(x))| dν(y)

≤
∫
E∩Bn(x,2|xj−x|)

1

|xj − x|
|K(xj, y)(µ(y)− µ(xj))|

+

∫
E∩Bn(x,2|xj−x|)

1

|xj − x|
|K(x, y)(µ(y)− µ(x))|

+

∫
E\Bn(x,2|xj−x|)

1

|xj − x|

∣∣∣∣K(xj, y)(µ(y)− µ(xj))

−K(x, y)(µ(y)− µ(x))

∣∣∣∣ dν(y)

≤ ‖H[K,µ]‖Ks1−1,s1+1−1,1−(1−1)

{∫
E∩Bn(xj ,3|xj−x|)

1

|xj − x|
dν(y)

|xj − y|s1−1

+

∫
E∩Bn(x,2|xj−x|)

1

|xj − x|
dν(y)

|x− y|s1−1

+

∫
E\Bn(x,2|xj−x|)

1

|xj − x|
|xj − x|1

|x− y|s1
dν(y)

}
≤ ‖H[K,µ]‖Ks1−1,s1,1

{
3υY −(s1−1)c′′s1−1,X,Y |xj − x|

υY −s1

+2υY −(s1−1)c′′s1−1,X,Y |xj − x|
υY −s1

+ν(E)a−s1 + cX,Y,υY
υY

υY − s1
aυY −s1

}
for all a ∈]0, rX,Y,υY [ and j ∈ N, where the last summand in the braces is absent if s1 = 0. Now let
ε ∈]0,+∞[. Then we choose a ∈]0, rX,Y,υY [ such that

‖H[K,µ]‖Ks1−1,s1,1
cX,Y,υY

υY
υY − s1

aυY −s1 ≤ ε/3

and jε ∈ N such that

‖H[K,µ]‖Ks1−1,s1,1

{
3υY −(s1−1)c′′s1−1,X,Y |xj − x|

υY −s1

+2υY −(s1−1)c′′s1−1,X,Y |xj − x|
υY −s1

}
≤ ε/3

for all j ∈ N such that j ≥ jε. Thus if E ∈ N satisfies the inequality

‖H[K,µ]‖Ks1−1,s1,1
ν(E)a−s1 ≤ ε/3

we have ∫
E

1

|xj − x|
|K(xj, y)(µ(y)− µ(xj))−K(x, y)(µ(y)− µ(x))| dν(y) ≤ ε
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for all j ∈ N such that j ≥ jε. Then the pointwise convergence of (5.4) and the Vitali Convergence
Theorem imply that the pointwise limit of (5.4) is integrable in y ∈ Y \ {x} and that

lim
j→∞

∫
Y

1

|xj − x|
[K(xj, y)(µ(y)− µ(xj))−K(x, y)(µ(y)− µ(x))] dν(y)

=

∫
Y

DX,vK(x, y)(µ(y)− µ(x))−K(x, y)DX,vµ(x) dν(y) . (5.5)

By our assumptions, K(x, y) is integrable in y ∈ Y \ {x} and DX,vµ is bounded. Hence,
DX,vK(x, y)(µ(y)− µ(x)) is integrable in y ∈ Y \ {x} and the right hand side of (5.5) equals∫

Y

DX,vK(x, y)(µ(y)− µ(x)) dν(y)−
∫
Y

K(x, y)DX,vµ(x) dν(y) .

Hence,

DX,v

∫
Y

K(x, y)(µ(y)− µ(x)) dν(y)

=

∫
Y

DX,vK(x, y)(µ(y)− µ(x)) dν(y)−
∫
Y

K(x, y) dν(y)DX,vµ(x)

and formula (5.2) implies the validity of the formula of the statement.

6 Tangential derivatives of weakly singular integral operators on embed-
ded manifolds of Rn whose kernels have singular derivatives

Since a compact manifold Y of class C1 that is embedded in Rn can be proved to be (n− 1)-upper
Ahlfors regular and each C1 function on Y can be extended to a C1 function in Rn with compact
support (cf. e.g., proof of Theorem 2.85 of Dalla Riva, the author and Musolino [4]), the differentiation
Theorem 5.1 implies the validity of the following theorem, which is a variant of a known result. For
the definition of tangential gradient gradY , we refer e.g., to Kirsch and Hettlich [11, A.5], Chavel [2,
Chapter 1].

Theorem 6.1. Let n ∈ N, n ≥ 2. Let Y be a compact manifold of class C1 that is embedded in Rn.
Let s1 ∈ [0, (n− 1)[. Let the kernel K ∈ Ks1,s1+1,1(Y × Y ) satisfy the following assumptions

K(·, y) ∈ C1(Y \ {y}) ∀y ∈ Y ,
∫
Y

K(·, y) dσy ∈ C1(Y ) .

Let gradY,xK(·, ·) denote the tangential gradient of K(·, ·) with respect to the first variable. Let µ ∈
C1(Y ). Then the function

∫
Y
K(·, y)µ(y) dσy is of class C1(Y ), the function [gradY,xK(x, y)](µ(y)−

µ(x)) is integrable in the variable y ∈ Y for all x ∈ Y and the following formula holds for the
tangential gradient of

∫
Y
K(·, y)µ(y) dν(y)

gradY

∫
Y

K(x, y)µ(y) dσy (6.1)

=

∫
Y

[gradY,xK(x, y)](µ(y)− µ(x)) dσy + µ(x)gradY

∫
Y

K(x, y) dσy ,

for all x ∈ Y .
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Next we prove formula (6.1) for the tangential gradient under weaker assumptions for µ. To do
so, however we must strenghten our assumptions on the kernel.

Theorem 6.2. Let n ∈ N, n ≥ 2. Let Y be a compact manifold of class C1 that is embedded in Rn.
Let s1 ∈ [0, (n− 1)[. Let β ∈]0, 1], t1 ∈]0, (n− 1) + β[. Let the kernel K ∈ Ks1,s1+1,1(Y × Y ) satisfy
the following assumptions

K(·, y) ∈ C1(Y \ {y}) ∀y ∈ Y ,
∫
Y

K(·, y) dσy ∈ C1(Y ) ,

gradY,xK(·, ·) ∈ (Kt1,Y×Y )n ,

where gradY,xK(·, ·) denotes the tangential gradient of K(·, ·) with respect to the first variable. Let µ ∈
C0,β
b (Y ). Then the function

∫
Y
K(·, y)µ(y) dσy is of class C1(Y ), the function [gradY,xK(x, y)](µ(y)−

µ(x)) is integrable in y ∈ Y for all x ∈ Y and formula (6.1) for the tangential gradient of∫
Y
K(·, y)µ(y) dσy holds true.

Proof. We plan to prove the statement by approximating µ by functions of class C1(Y ) for which
we know that the statement is true by Theorem 6.1. By the Mc Shane extension Theorem, there
exists µ̃ ∈ C0,β

b (Rn) that extends µ (cf. e.g., Mc Shane [16], Björk [1, Prop. 1] Kufner, John and
Fučik [12, Thm. 1.8.3]). Possibly multiplying µ̃ by a function of class C∞c (Rn), we can assume that
µ̃ has a compact support. Next we wish to approximate µ̃ by functions of class C∞c (Rn) by means
of a standard family of mollifiers {ηε}ε∈]0,+∞[ with

supp ηε ⊆ Bn(0, ε) , ηε ≥ 0 ,

∫
Rn
ηε dx = 1 ∀ε ∈]0,+∞[

(cf. e.g., Dalla Riva, the author and Musolino [4, A. 11]). Thus we set

µl(x) ≡ µ̃ ∗ η2−l(x) ∀x ∈ Rn ,

for all l ∈ N. By known properties of the convolution, we have µl ∈ C∞c (Rn) for each l ∈ N. Moreover,

lim
l→∞

µl = µ̃ uniformly in Rn .

We also observe that the Young inequality for the convolution implies that

sup
Rn
|µl| ≤ sup

Rn
|µ̃|
∫
Rn
|η2−l(y)| dy = sup

Rn
|µ̃| ∀l ∈ N .

Then we note that |µl : Rn|β ≤ |µ̃ : Rn|β for all l ∈ N. Indeed, if x′, x′′ ∈ Rn, then

|µl(x′)− µl(x′′)| ≤
∫
Rn
|µ̃(x′ − y)− µ̃(x′′ − y)|η2−l(y) dy

≤ |µ̃ : Rn|β|x′ − x′′|β
∫
Rn
η2−l(y) dy = |µ̃ : Rn|β|x′ − x′′|β .

Then the sequence {µl|Y }l∈N is bounded in C0,β(Y ) and converges uniformly to µ in Y . Now let
β′ ∈]0, β[, 0 < t1 − β′ < n − 1. By the compactness of the embedding of C0,β(Y ) into C0,β′(Y ),
possibly selecting a subsequence, we can assume that

lim
l→∞

µl|Y = µ in C0,β′(Y ) .
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By Lemma 3.4 (i), we have

lim
l→∞

gradY,xK(x, y)(µl(y)− µ(x)) = gradY,xK(x, y)(µ(y)− µ(x))

in Kt1−β′,Y×Y . Since 0 < t1 − β′ < n − 1, the Hille-Tamarkin Proposition 4.1 and Proposition 4.3
imply that

lim
l→∞

∫
Y

gradY,xK(x, y)(µl(y)− µl(x)) dσy

=

∫
Y

gradY,xK(x, y)(µ(y)− µ(x)) dσy uniformly in x ∈ Y

and that
∫
Y

gradY,xK(·, y)(µl(y)− µl(·)) dσy is continuous in Y for each l ∈ N. Then the validity of
formula (6.1) for µl implies that

lim
l→∞

gradY,x

∫
Y

K(x, y)µl(y) dσy (6.2)

=

∫
Y

[gradY,xK(x, y)](µ(y)− µ(x)) dν(y) + µ(x)gradY

∫
Y

K(x, y) dσy

uniformly in x ∈ Y . Since K ∈ Ks1,Y×Y and s1 < n − 1, again Proposition 4.1 and Proposition 4.3
imply that

lim
l→∞

∫
Y

K(x, y)µl(y) dσy =

∫
Y

K(x, y)µ(y) dσy (6.3)

uniformly in x ∈ Y and that
∫
Y
K(·, y)µl(y) dσy is continuous in Y for each l ∈ N. By (6.2) and

(6.3), we deduce that
∫
Y
K(·, y)µ(y) dσy belongs to C1(Y ) and that formula (6.1) for its tangential

gradient holds true.

By combining Proposition 4.4 and the previous theorem, we can now prove a continuity theorem
for the integral operator with kernel K and with values into a Schauder space on a compact manifold
Y of class C1. For the definition of the Schauder spaces C1,β(Y ) and C1,ω(·)(Y ) of all functions
µ of class C1 on Y such that the tangential gradient of µ is β-Hölder continuous and ω(·)-Hölder
continuous, respectively or for an equivalent definition based on a finite family of parametrizations
of Y , we refer for example to Dondi and the author [5, § 2], Dalla Riva, the author and Musolino [4,
§ 2.20].

Theorem 6.3. Let n ∈ N, n ≥ 2. Let Y be a compact manifold of class C1 that is embedded in
Rn. Let s1 ∈ [0, (n− 1)[. Let β ∈]0, 1], t1 ∈ [β, (n− 1) + β[, t2 ∈ [β,+∞[, t3 ∈]0, 1]. Let the kernel
K ∈ Ks1,s1+1,1(Y × Y ) satisfy the following assumption

K(·, y) ∈ C1(Y \ {y}) ∀y ∈ Y .

Let gradY,xK(·, ·) denote the tangential gradient of K(·, ·) with respect to the first variable.

(i) If t1 < (n− 1) and gradY,xK(·, ·) ∈ (Kt1,t2,t3(Y × Y ))n, then the following statements hold.

(a) If t2 − β > (n− 1), t2 < (n− 1) + β + t3 and∫
Y

K(·, y) dσy ∈ C1,min{β,(n−1)+t3+β−t2}(Y ) ,

then the map from C0,β(Y ) to C1,min{β,(n−1)+t3+β−t2}(Y ) that takes µ to the function∫
Y
K(·, y)µ(y) dσy is linear and continuous.
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(aa) If t2 − β = (n− 1) and ∫
Y

K(·, y) dσy ∈ C1,max{rβ ,ωt3 (·)}(Y ) ,

then the map from C0,β(Y ) to C1,max{rβ ,ωt3 (·)}(Y ) that takes µ to the function∫
Y
K(·, y)µ(y) dσy is linear and continuous.

(ii) If t1 = (n− 1) and gradY,xK(·, ·) ∈
(
K]t1,t2,t3(Y × Y )

)n
, then the following statements hold.

(b) If t2 − β > (n− 1), t2 < (n− 1) + β + t3 and∫
Y

K(·, y) dσy ∈ C1,min{β,(n−1)+t3+β−t2}(Y ) ,

then the map from C0,β(Y ) to C1,min{β,(n−1)+t3+β−t2}(Y ) that takes µ to the function∫
Y
K(·, y)µ(y) dσy is linear and continuous.

(bb) If t2 − β = (n− 1) and ∫
Y

K(·, y) dσy ∈ C1,max{rβ ,ωt3 (·)}(Y ) ,

then the map from C0,β(Y ) to C1,max{rβ ,ωt3 (·)}(Y ) that takes µ to the function∫
Y
K(·, y)µ(y) dσy is linear and continuous.

(iii) If t1 > (n− 1) and gradY,xK(·, ·) ∈ (Kt1,t2,t3(Y × Y ))n, then the following statements hold.

(c) If t2 − β > (n− 1), t2 < (n− 1) + β + t3 and∫
Y

K(·, y) dσy ∈ C1,min{β,(n−1)+β−t1,(n−1)+t3+β−t2}(Y ) ,

then the map from C0,β(Y ) to C1,min{β,(n−1)+β−t1,(n−1)+t3+β−t2}(Y ) that takes µ to the func-
tion

∫
Y
K(·, y)µ(y) dσy is linear and continuous.

(cc) If t2 − β = (n− 1) and∫
Y

K(·, y) dσy ∈ C1,max{rβ ,r(n−1)+β−t1 ,ωt3 (·)}(Y ) ,

then the map from C0,β(Y ) to C1,max{rβ ,r(n−1)+β−t1 ,ωt3 (·)}(Y ) that takes µ to the function∫
Y
K(·, y)µ(y) dσy is linear and continuous.

Proof. Since Y is a compact manifold of class C1 that is embedded in Rn, Y can be proved
to be strongly upper (n − 1)-Ahlfors regular with respect to Y . By Theorem 6.2, the function∫
Y
K(·, y)µ(y) dσy is of class C1(Y ) for all µ ∈ C0,β(Y ) and formula (6.1) for the tangential gradient

of
∫
Y
K(·, y)µ(y) dσy holds true under any of the assumptions of (i)–(iii). Next, we consider statement

(i). Under the assumptions of (a), Proposition 4.4 (i) implies that map

from C0,β(Y ) to C0,min{β,(n−1)+t3+β−t2}(Y ) ,
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which takes µ to the function
∫
Y

[gradY,xK(x, y)](µ(y) − µ(x)) dσy is linear and continuous. By our
assumption on

∫
Y
K(·, y) dσy, the map

from C0,β(Y ) to C0,min{β,β,(n−1)+t3+β−t2}(Y ) ,

which takes µ to µ(·)gradY
∫
Y
K(·, y) dσy is linear and continuous. Then formula (6.1) implies that

the map
from C0,β(Y ) to C0,min{β,β,(n−1)+t3+β−t2}(Y )

that takes µ to gradY,x
∫
Y
K(·, y)µ(y) dσy is linear and continuous. By Propositions 4.1 and 4.3, the

map from C0,β(Y ) to C0(Y ) that takes µ to
∫
Y
K(·, y)µ(y) dσy is linear and continuous. Hence,

we deduce the validity of (a) of statement (i). The proof of (aa) follows the lines of the proof of
statement (a) by invoking statement (aa) instead of statement (a) of (i) of Proposition 4.4.

The proofs of statements (ii) and (iii) follow the lines of that of statement (i) by invoking state-
ments (ii) and (iii) instead of statement (i) of Proposition 4.4. In case of statement (iii) (c) we also
observe that the pointwise product is bilinear and continuous

from C0,β(Y )× C0,min{β,(n−1)+β−t1,(n−1)+t3+β−t2}(Y )

to C0,min{β,(n−1)+β−t1,(n−1)+t3+β−t2}(Y ) .

In the case of statement (iii) (cc) we also observe that the pointwise product is bilinear and continuous

from C0,β(Y )× C0,max{rβ ,r(n−1)+β−t1 ,ωt3 (·)}(Y ) to C0,max{rβ ,r(n−1)+β−t1 ,ωt3 (·)}(Y )

(cf. e.g., Dondi and the author [5, § 2]).
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[15] M. Lanza de Cristoforis, Integral operators in Hölder spaces on upper Ahlfors regular sets, Atti Accad. Naz. Lincei
Rend. Lincei Mat. Appl., 34 (2023), 195–234.

[16] E.J. Mc Shane, Extensions of the range of functions. Bull. Am. Math. Soc., 40 (1934), 837–842.

M. Lanza de Cristoforis
Dipartimento di Matematica ‘Tullio Levi-Civita’,
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