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#### Abstract

Feynman Integrals play a pivotal role in the computation of multi-loop Scattering Amplitudes, and so they are of vital importance for our capabilities of making predictions. Recent advances from multiple experimental sides of fundamental Physics, range from the detection of colliding point-like particles at the Large Hadron Collider to the observation of gravitational waves associated to black holes merging. They challenge us to understand and control better than ever the intimate nature of those integrals.

A key step in the study of Feynman Integrals consists in realizing that their otherwise insurmountable complexity can be significantly mitigated exploiting suitable Integration by Parts identities. Thanks to these it is possible to build a huge set of linear relations among those integrals and exploit them, through extensive linear algebra manipulations, in order to identify a set of independent building blocks, known as Master Integrals. Master Integrals can be thought of as a basis in the full space of integrals which can appear in the calculation. Equally importantly, Integration by Parts identities allow deriving differential equations for Master Integrals. Differential equations constitute another fundamental tool, since solving them analytically, or numerically, it is possible to determine the expressions and eventually numerical values for the basis of integrals, and thereby for the full family of Feynman Integrals, under consideration.

In this thesis we show how the powerful approach of differential equations, in particular the so called canonical form, can be used in order to evaluate Feynman Integrals arising in some models relevant for Dark Matter detection. The corresponding Master Integrals, involving different masses in internal and external states, are expressed in terms of Generalized Polylogarithms.

Moreover, in this work we discuss the role of a mathematical framework-(probably) not so common to theoretical physicists-known as twisted (Co)Homology or, more colloquially, Intersection Theory. It has recently emerged that this framework offers a new view and a new perspective towards Feynman Integrals, elucidating some of their properties along with offering new computational tools. Notably, within this theory, it is possible to build the so called co-homology intersection number, which acts as a scalar product among Feynman Integrals. Loosely speaking, following a by now well established Amplitude tradition, several important aspects emerge once we embed our construction into the complex plane, and exploit its richness. Intersection numbers turn to be built upon basic ingredients, such as Residues and Stokes' theorem. Thanks to these new techniques the decomposition in terms of Master Integrals can be obtained by means of a-conceptually clear-projection formula.


## Sommario

Gli integrali di Feynman hanno un ruolo centrale nel calcolo delle Ampiezze di Scattering a molti loop, quindi sono oggetti di vitale importanza per la nostra capacità di fare previsioni. I recenti sviluppi dal lato sperimentale, che coinvolgono avanzamenti che vanno dalla rivelazioni di urti di particelle puntiformi al Large Hadron Collider fino all'osservazione di onde gravitazionali prodotte a seguito della fusione di buchi neri, ci spingono a investigare e capire la natura più profonda di questi integrali meglio di qunato fatto fino ad ora.

Un punto cruciale nello studio degli integrali di Feynamn consiste nel realizzare che la loro complessitaà, altrimenti insormontabile, può essere smussata grazie ad opportune relazioni note come Integration by Parts. Infatti, grazie a queste, è possibile costruire un sistema di equazioni lineari, che può essere manipolato-o, in un certo senso, risolto, grazie a dispendiose manipolazioni algebriche-fino ad identificare degli ingredienti fondamentali noti come Master Integrals. I Master Integrals possono essere pensati come una sorta di base nello spazio di tutti gli integrali che possono essere coinvolti nel calcolo. Altresì, le Integration by Parts consentono di derivare opportune equazioni differenziali per i Master Integrals. Le equazioni differenziali costituiscono un altro strumento di fondamentale importanza; infatti, risolvendole, analiticamente o numericamente, è possibile determinate l'espressione, e da ultimo i valori numerici, per la base di integrali, e quindi per ogni possibile integrale all'interno della famiglia in considerazione.

In questa tesi si mostra come l'approcio basato sulle equazioni differenziali, e in particolare la cosiddetta canonical form, può essere adottato per la valutazione di integrali di Feynman che compaiono in certi modelli rilevanti per l'osservazione della Dark Matter. I corrispondenti Master Integrals, che coinvolgono stati intermedi ed esterni massivi, sono espressi in termini di Generalized Polylogarithms.

Inoltre si discute il ruolo di una nuova teoria matematica-probabilmente non così comune ai fisici teorici-nota come twisted (Co)Homology, o, in gergo, Intersection Theory. Recentemente è emerso che questa teoria offre una nuova visione e prospettiva sugli integrali di Feynman, facendo chiarazza su alcuni loro aspetti e offrendo nuovi strumenti computazionali. In particolare è possibile costruire il cosiddetto co-homology intersection number, che agisce come una sorta di prodotto scalare per gli integrali di Feynman. Approssimativamente, seguendo una tendenza ormai stabilita nello studio delle Ampiezze di Scattering, molti aspetti emergono in modo naturale estendendo lo studio al piano complesso, sfruttandone le sue peculiarità. Gli intersection numbers sono costruiti a partire da semplici ingredienti fondamentali, quali il calcolo dei Residui e il teorema di Stokes. Grazie a queste nuove tecniche la decomposizione in termini di Master Integrals tramite una, concettualmente chiara, formula di proiezione.

This work is based on the research carried on by the author during his Ph.D. studies at Università degli Studi di Padvoa, Dipartimento di Fisica e Astronomia "Galileo Galilei".
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## Introduction

The capability of making quantitative predictions is at the core of Physics [1]. The framework of Quantum Field Theory (QFT), which binds together Quantum Mechanics and Special Relativity, successfully describes at least three of the four forces in Nature at the quantum level-namely the electromagnetic, strong and weak nuclear forces-through the Standard Model (SM) of Particle Physics. Scattering Amplitudes are the key link between theory and experiment, since they allow converting abstract objects-such as quantum fields and Lagrangiansinto observables. Following a well established approach, Scattering Amplitudes are traditionally computed via perturbation theory-roughly speaking relying on a series expansion w.r.t. a small parameter-in terms of Feynman diagrams. The Leading Order (LO) in the abovementioned series offers, very often, an inadequate estimate of the physical quantity under consideration. The situation progressively improves considering the Next-to-Leading Order (NLO) term, Next-to-Next-to-Leading Order (NNLO) term and (if possible) Next-to-Next-to-Next-toLeading Order (NNNLO) term. A brief look at fig. (1.1) - which, roughly speaking, describes the production rate of the Higgs boson at Hadron Collider-speaks louder than words. Historically, higher order corrections (i.e. beyond LO) related to quantities such as leptonic (in particular electron and muon) magnetic moments kept physicists busy since the early days of QFT [3]. They are still of vital importance nowadays in order to identify possible tiny and elusive signals of New Physics beyond the SM, such as the putative $g-2$ anomaly-see e.g. [4]. Remarkably, given the impressive and recent efforts in the field of gravitational wave physics, higher order precise predictions starts to be, and they will be-with no doubts-in the future, mandatory in General Relativity-the theory which describes, at the classical level, the fourth fundamental force of Nature namely gravity; see e.g. [5] and references therein.

Nothing is for free. These higher order corrections come hand in hand with lots of enigmas and complications, both from the physics and mathematics point of view. The source of complexity can be identified with the presence of ubiquitous, unavoidable and involved dimensionally regulated Feynman Integrals (FIs) [6, 7]. In a certain sense, these integrals describe the presence of


Figure 1.1: Production rate of Higgs boson at the Large Hadron Collider. Experimental measurement denoted with $\ddagger$, theoretical predictions with color bands. Figure adapted from [2].
virtual-i.e. non-physical-states circulating in closed circuits, dubbed as loops, which emerge in the diagrammatic approach proposed by Feynman.

Uncovering the deepest structure underlying those integrals is of crucial importance. On the one hand, this can boost significantly our ability to make predictions, helping the interplay among theoretical ideas and experimental evidence. On the other hand, it can improve-and, in more radical scenarios, modify-our understanding of QFT offering us new ways of organizing calculations, explaining the surprising simplifications often encountered in concrete computations and even uncovering unexpected relations. Besides this, FIs represent a unique arena in order to test novel mathematical ideas, and they offer a data mine to (dis) prove older conjectures and formulate new ones.

When dealing with FIs, one is confronted with (at least) two unpleasant aspects: their proliferation and the complexity of their evaluation. In this respect it is for sure desirable to discard as much as possible "redundant"-i.e. non independent-objects and focus, or, better, re-express everything, in terms of truly basic building blocks: the so-called Master Integrals (MIs). The quest for this operation is the source of the algebraic complexity associated to FIs.

Traditionally this step is accomplished by means of (suitable) Integration By Parts identities (IBPs) fulfilled by dimensionally regulated integrals [8, 9], as well as a certain (extremely efficient variant of) a linear algebra technique [10] which ultimately goes back to Gauss.

The other source of complexity-often referred to as analytic complexity-associated to FIs is, in fact, inherent in the evaluation of MIs. In principle, having in mind purely phenomenological applications, (floating point) numbers are all what we need. Nevertheless analytic results can teach us much more. For example, understanding the class of functions describing scattering processes is undoubtedly a deep and fascinating question. In the past years the method of dif-
ferential equations for MIs [11, 12, 13]-and in particular the so-called canonical form [14]-was proven to be both extremely powerful and insightful-see e.g. [15, 16, 17, 18, 19] for advanced multi-loop, multi-leg and multi-scale applications. Since the early days of these techniques, it was quickly realized that Generalized Polylogarithms (GPLs) [20] play a central role in multiloop calculus; uncovering their deep mathematical anatomy was vital for the development of the field. Nonetheless, it has long been known [21] that they do not exhaust the full class of functions appearing in amplitudes, and other structures-loosely referred to as elliptic functions-are under scrutiny these days, see e.g. [22] and reference therein.

In recent years, it was observed that many essential aspects of FIs within Dimensional Regularization (DR) are captured by the theory of twisted (Co)Homology. This theory was originally developed by a school of Japanese mathematicians during the last quarter of the previous century (see e.g. the monographs [23,24])-and it is still prosperous nowadays-mainly to study the properties of hypergeometric integrals. Notably, this theory allows us to build the co-homology intersection number [ $25,26,27,28,29,30,31$ ], or, simply, intersection number: these latter can be thought of, in practice, as a sort of "scalar product" among FIs. It is therefore possible to express any given FIs in terms of a basis of MIs in a natural way, namely through a simple projection; in this way the brute force system solving procedure is avoided [32, 33, 34, $35,36]$.

It is fair to say that, at the time of writing, we are not yet at a stage in which these new techniques are competitive (in terms of performances) with the more mature and well established ones. Nevertheless we believe that twisted (Co)Homology offers a new and comprehensive framework capable to shed new light on FIs. New structures, which could be invisible from more standard approaches, may not be uncovered yet and, at the same time, it is not unreasonable to expect improvements and boost even concerning efficiency in the (not too far) future. Other important aspects of FIs captured by twisted (Co)Homology are considered in the recent literature, see [37,38] for applications in the context of canonical basis of MIs, [39, 40] for the link among FIs, Twisted (Co)Homology and Generalized Unitarity, as well as the relation with the diagrammatic coaction $[41,42,43]$. We refer the reader to $[44,45,46,47,48]$ for reviews and comprehensive overview articles on these topics.

Remarkably the same mathematical framework offers penetrating insights also in the context of Amplitudes within String Theory-the best candidate to describe gravity at the quantum level-see [49,50], as well as Scattering Amplitudes in the Cachazo-Ye-Yuan formulation of QFT [27].

Having at our disposal such a comprehensive and unifying framework, is-to say the leastencouraging and promising; our preliminary successful studies call-rather urge-for further commitment and dedications.

This work is organized as follows. In chapter 2 we review basic notions about FIs in DR, such as IBPs, reduction onto MIs as well as the method of differential equations traditionally employed to evaluate the latter. Beside the standard representation in momentum space, we employ also alternative representations, in particular Baikov representation [51,52,53] (and, more briefly, the Lee-Pomeransky representation [54]) since, employing those, the link to twisted (Co)Homology is more transparent.
In chapter 3 we apply part of the machinery introduced, in particular the method of differential equations to evaluate some quantities-namely 2 loop form factors involving masses in intermediate and external states-which turn to be relevant in some models describing Dark Matter (DM) detection.
In chapter 4 we give a gentle overview to the theory of Twisted (Co)Homology-focusing on integrals admitting a univariate representation. We introduce the twisted (co)homology groups and show how to build pairings among those (and their dual)-the so-called intersection numbers-which will play an important role in the following discussion.
In fact, in chapter 5 we show how, thanks to intersection numbers, it is possible to build linear and quadratic relations for certain class of integrals-hypergeometric integrals-often arising in the mathematical literature. Crucially, we also show how, in the case of FIs, we can obtain reduction onto Master Integrals working with maximally cut Baikov representation and intersection numbers.
In chapter 6 we move to the study of twisted Co-Homology associated to integrals admitting a multivariate representation. The pivotal point consists in building a multivariate generalization of the co-homology intersection number. We review several $[28,30,29]$ strategies to achieve this goal.
In chapter 7 we derive linear relations among multivariate integrals via intersection numbers. We highlight the peculiarities of FIs, compared to the hypergeometric integrals traditionally considered in the mathematical literature.
In chapter 8 we draw our conclusions, pointing out possible future directions and improvements.
In appendix A we give some details concerning technical aspects concerning the multivariate intersection numbers.
In appendix B we give the expressions for several mathematical functions which appear in the main text.


## Feynman Integrals

In this chapter we review standard notions about FIs in DR. We start from the very definition of FIs in momentum space (as they arise from Feynman Rules), and we introduce two alternative representations, the Baikov representation and the Lee-Pomeransky representation. We describe how, thanks to IBPs, it is possible to obtain linear relations among FIs and, exploiting them, how it is possible to identify a basis of MIs. We review the powerful method of differential equations, and in particular the so-called "canonical form", which is of crucial importance in order to evaluate MIs themselves.

## 2.1

## Integral representation: momentum space

In the traditional approach to perturbative (Q)FT we consider a given multi-loop amplitude $\mathcal{A}$ expressed in terms of Feynman diagrams, and the corresponding analytic expression being dictated by Feynman rules. We denote with $\Gamma^{\mu_{1} \ldots \mu_{n}}$ the expression obtained from $\mathcal{A}$, stripping off all the information about external states (e.g. polarization vectors, spinors), i.e. schematically ${ }^{1}$

$$
\begin{equation*}
\mathcal{A} \sim \bar{u} \Gamma^{\mu_{1} \ldots \mu_{n}} u \epsilon_{\mu_{1}} \ldots \epsilon_{\mu_{n}} \rightsquigarrow \Gamma^{\mu_{1} \ldots \mu_{n}} . \tag{2.1}
\end{equation*}
$$

$\Gamma^{\mu_{1} \ldots \mu_{n}}$ can be further decomposed as

$$
\begin{equation*}
\Gamma^{\mu_{1} \ldots \mu_{n}}=\sum_{i} \mathcal{T}_{i}^{\mu_{1} \ldots \mu_{n}} \mathcal{F}_{i} \tag{2.2}
\end{equation*}
$$

where all the Dirac and Lorentz structures are now incorporated in the $\mathcal{T}_{i}$. The various $\mathcal{F}_{i}$, referred to as form factors, retain all the loop dependence. The form factors $\mathcal{F}_{i}$ can be extracted from eq. (2.2), upon the application of suitably chosen projectors. Each $\mathcal{F}_{i}$ is a linear combina-

[^1]tions of scalar multi-loop integrals: the so-called Feynman integrals (FIs); they will be the main focus of this work.

Given $\left(p_{1}, \ldots, p_{E}\right)$ independent external momenta, a generic $\ell$-loop FI in dimensional regularization reads

$$
\begin{equation*}
I_{a_{1}, a_{2}, \ldots, a_{n}}=\int \prod_{j=1}^{\ell} \frac{d^{d} k_{j}}{i \pi^{d / 2}} \frac{1}{D_{1}^{a_{1}} \ldots D_{n}^{a_{n}}} \tag{2.3}
\end{equation*}
$$

Several comments are in order; the $D_{j} \mathrm{~s}$ with $1 \leq j \leq n$, referred to as (inverse) propagators, read

$$
\begin{equation*}
D_{j}=q_{j}^{2}-m_{j}^{2}, \quad q_{j}=\sum_{r=1}^{\ell} \mathbb{A}_{j r} k_{r}+\sum_{r=1}^{E} \mathbb{B}_{j r} p_{r}, \quad 1 \leq j \leq n ; \tag{2.4}
\end{equation*}
$$

The number $n$ amounts to $n=\ell(\ell+1) / 2+l E$; the elements of $\left(D_{1}, \ldots, D_{n}\right)$ are in one to one correspondence with the set of scalar products involving at least one loop momentum. For $\ell \geq 2$, the set $\left(D_{1}, \ldots, D_{n}\right)$ is, in general, larger than the set of denominators appearing in a given Feynman diagrams, and the additional elements are often referred to as irreducible scalar products (ISPs).
The indices $\left(a_{1}, \ldots, a_{n}\right)$ are integers, so $a_{i} \in \mathbb{Z}$ for $1 \leq i \leq n$; we will often adopt the convention $|a|=\sum_{i=1}^{n} a_{i}$.
The collections of all the possible integrals of the form of eq. (2.3), defines an integral family. We can organize its elements in sectors-often called topologies. More precisely, given any FI within an integral family, we can associate to it an integer, say ID, according to the following rule

$$
\begin{equation*}
I_{a_{1}, a_{2}, \ldots, a_{n}} \rightsquigarrow \mathrm{ID}=\sum_{j=1}^{n} 2^{j \cdot \Theta\left(a_{j}-\frac{1}{2}\right)}-1 ; \tag{2.5}
\end{equation*}
$$

integrals with the same ID, fall into the same sector. So a sector is a collection of integrals characterized by the fact that a subset of the propagators appear with powers which are strictly positive integers in eq. (2.3). Such propagators will be often called denominators. Subsectors-or subtopologies-are characterized by a smaller collection of the above-mentioned subset of propagators ${ }^{2}$.
There is a natural way to associate to each integral in a given sector a $\ell$-loop graph; the momentum flowing in each internal edge is given by eq. (2.4), while external edges are associated to external momenta; momentum conservation is enforced at each vertex-see [44] for a detailed and proper mathematical discussion.

[^2]while dealing with a given sector.

Moreover it is also useful to associate to any given FI the following

$$
I_{a_{1}, a_{2}, \ldots, a_{n}} \rightsquigarrow \begin{cases}r & =\sum_{i=1}^{n} a_{i} \Theta\left(a_{i}-\frac{1}{2}\right),  \tag{2.6}\\ s & =-\sum_{i=1}^{n} a_{i} \Theta\left(-a_{i}+\frac{1}{2}\right) .\end{cases}
$$

The quantities introduced in eq. (2.6) describes somehow the "complexity" of the integral: the bigger they are, the more complicated the corresponding FI is expected to be. When we are just interested in the values of ID, $r$ and $s$, we will employ the notation $I_{\mathrm{ID}, r, s}$ or $I_{r, s}$.

Eq. (2.3) is not the only possible incarnation of FIs. Via some manipulations we can obtain FIs expressed in different representations compared to eq. (2.3). We will consider in this work mostly the Baikov representation [51,52,53] and the Lee-Pomeransky representation [54] (along with the standard Schwinger and Feynman ones). Each of them is useful since some aspects beyond FIs may turn out to be more transparent in one particular representation than in others. We review these representations hereafter, see also the pedagogical treatments in [55, 44].

## 2.2

## Integral representation: Baikov representation

The main observation behind Baikov representation is that eq. (2.3) is a scalar integral and the loop momenta appear contracted in the scalar products $k_{i} \cdot k_{k}$ and $k_{i} \cdot p_{m}$ with $1 \leq i, j \leq \ell$ and $1 \leq m \leq E$. Therefore we may try to rewrite eq. (2.3) in such a way that these scalar products become the integration variables.

### 2.2.1

One loop case
Let us consider first a $\ell=1 \mathrm{FI}$ in Euclidean signature. We introduce two different bases of $\mathbb{R}^{d}$, say $\mathcal{E}=\left(e_{1}, \ldots e_{d}\right)$ and $\mathcal{E}^{\prime}=\left(p_{1}, \ldots, p_{E}, e_{E+1}^{\prime}, \ldots, e_{d}^{\prime}\right)$. On the one hand $\mathcal{E}$ is the standard orthonormal basis of $\mathbb{R}^{d}$, i.e.

$$
\begin{equation*}
e_{i} \cdot e_{j}=\delta_{i j}, \quad 1 \leq i, j \leq d . \tag{2.7}
\end{equation*}
$$

On the other hand, $\mathcal{E}^{\prime}$ is built completing $\left(p_{1}, \ldots, p_{E}\right)$, namely the independent external momenta, to a basis of $\mathbb{R}^{d}$ in such a way that

$$
\begin{align*}
p_{i} \cdot e_{j}^{\prime} & =0, \quad 1 \leq i \leq E, \quad E+1 \leq j \leq d ;  \tag{2.8a}\\
e_{i}^{\prime} \cdot e_{j}^{\prime} & =\delta_{i j}, \quad E+1 \leq i, j \leq d . \tag{2.8b}
\end{align*}
$$

### 2.2. INTEGRAL REPRESENTATION: BAIKOV REPRESENTATION

Let us consider the express the loop momentum $k$ into $\mathcal{E}$ and $\mathcal{E}^{\prime}$

$$
\begin{align*}
k & =k^{1} e_{1}+\cdots+k^{E} e_{E}+k^{E+1} e_{E+1}+\cdots+k^{d} e_{d}  \tag{2.9a}\\
& =k_{\|}^{1} p_{1}+\cdots+k_{\|}^{E} p_{E}+k_{\perp}^{E+1} e_{E+1}^{\prime}+\cdots+k_{\perp}^{d} e_{d}^{\prime} . \tag{2.9b}
\end{align*}
$$

The two different set of coordinates are related by the following

$$
\left(\begin{array}{c}
k^{1}  \tag{2.10}\\
\vdots \\
k^{d}
\end{array}\right)=\mathbb{P}\left(\begin{array}{c}
k_{\|}^{1} \\
\vdots \\
k_{\perp}^{d}
\end{array}\right),
$$

with the columns of $\mathbb{P}$ being the elements of $\mathcal{E}^{\prime}$ expressed in the basis $\mathcal{E}^{\prime}$.

$$
\mathbb{P}=\left(\begin{array}{cccccc}
\mid & & \mid & \mid & & \mid  \tag{2.11}\\
p_{1} & \ldots & p_{E} & e_{E}^{\prime} & \ldots & e_{d}^{\prime} \\
\mid & & \mid & \mid & & \mid
\end{array}\right) .
$$

The original integral eq. (2.3) is expressed in terms of $\left(k^{1}, \ldots, k^{d}\right)$; we can can rearrange it in terms of $\left(k_{\|}^{1}, \ldots, k_{\perp}^{d}\right)$ upon changing the integral measure according to

$$
\begin{equation*}
\frac{d^{d} k}{\pi^{d / 2}}=\operatorname{det} \mathbb{P} \frac{d^{E} k_{\|} d^{d-E} k_{\|}}{\pi^{d / 2}} \tag{2.12}
\end{equation*}
$$

Thanks to eq. (2.8a) and (2.8b) we have

$$
\begin{equation*}
\operatorname{det} \mathbb{P}=\sqrt{\operatorname{det} \mathbb{P}^{\top} \operatorname{det} \mathbb{P}}=\sqrt{\operatorname{det} \mathbb{P}^{\top} \mathbb{P}}=\sqrt{\operatorname{det} \mathbb{G}\left(p_{1}, \ldots, p_{E}\right)}=\sqrt{\mathbf{G}\left(p_{1}, \ldots, p_{E}\right)} \tag{2.13}
\end{equation*}
$$

where $\mathbb{G}\left(p_{1}, \ldots, p_{E}\right)$ is the Gram matrix built upon the external momenta

$$
\begin{equation*}
\left(\mathbb{G}\left(p_{1}, \ldots, p_{E}\right)\right)_{i j}=p_{i} \cdot p_{j}, \tag{2.14}
\end{equation*}
$$

and

$$
\begin{equation*}
\mathbf{G}\left(p_{1}, \ldots, p_{E}\right)=\operatorname{det} \mathbb{G}\left(p_{1}, \ldots, p_{E}\right) . \tag{2.15}
\end{equation*}
$$

Furthermore, recalling the decomposition eq. (2.9b), we have

$$
\begin{align*}
k \cdot p_{j} & =\left(\sum_{i=1}^{E} k_{\|}^{i} p_{i}+\sum_{i=E+1}^{d} k_{\perp}^{i} e_{i}^{\prime}\right) \cdot p_{j}  \tag{2.16}\\
& \stackrel{(2.8 a)}{=} \sum_{i=1}^{E} p_{j} \cdot p_{i} k_{\|}^{i} .
\end{align*}
$$

So we obtain the following

$$
\left(\begin{array}{c}
k \cdot p_{1}  \tag{2.17}\\
\vdots \\
k \cdot p_{E}
\end{array}\right)=\mathbb{G}\left(p_{1}, \ldots, p_{E}\right)\left(\begin{array}{c}
k_{\|}^{1} \\
\vdots \\
k_{\|}^{E}
\end{array}\right) ;
$$

thus

$$
\begin{equation*}
\frac{d^{d} k}{\pi^{d / 2}}=\left(\mathbf{G}\left(p_{1}, \ldots, p_{E}\right)\right)^{-1 / 2} \frac{\prod_{i=1}^{E} d\left(k \cdot p_{i}\right) d^{d-E} k_{\perp}}{\pi^{d / 2}} . \tag{2.18}
\end{equation*}
$$

Furthermore, recalling once again eqs. (2.8a, $2.8 \mathrm{~b}, 2.9 \mathrm{~b}$ ) and the shift invariance of the Gram determinant, we have
$\mathbf{G}\left(k_{1}, p_{1}, \ldots, p_{E}\right)=\mathbf{G}\left(\sum_{i=E+1}^{d} k_{\perp}^{i} e_{i}^{\prime}, p_{1}, \ldots, p_{E}\right)=\operatorname{det}\left(\begin{array}{cc}k_{\perp}^{2} & 0 \\ \mathbb{0} & \mathbb{G}\left(p_{1}, \ldots, p_{E}\right)\end{array}\right)=k_{\perp}^{2} \mathbf{G}\left(p_{1}, \ldots, p_{E}\right)$.
Using standard ( $d-E$ )-dimensional spherical coordinates, eq. (2.19) and the fact that $k \cdot k$ and $k_{\perp}^{2}$ are related by a linear shift, we have:

$$
\begin{align*}
\int_{0}^{\infty} d^{d-E} k_{\perp} & =\frac{\pi^{\frac{d-E}{2}}}{\Gamma\left(\frac{d-E}{2}\right)} \int_{0}^{\infty} d k_{\perp}^{2}\left(k_{\perp}^{2}\right)^{\frac{d-E-2}{2}} \\
& =\frac{\pi^{\frac{d-E}{2}}}{\Gamma\left(\frac{d-E}{2}\right)} \int_{\gamma} d(k \cdot k)\left(\frac{\mathbf{G}\left(k, p_{1}, \ldots, p_{E}\right)}{\mathbf{G}\left(p_{1}, \ldots, p_{E}\right)}\right)^{\frac{d-E-2}{2}} \tag{2.20}
\end{align*}
$$

where the integration region $\gamma$ is dictated by the requirement

$$
\begin{equation*}
\gamma \rightsquigarrow \frac{\mathbf{G}\left(k, p_{1}, \ldots, p_{E}\right)}{\mathbf{G}\left(p_{1}, \ldots, p_{E}\right)}>0 . \tag{2.21}
\end{equation*}
$$

So, combining everything, we have:

$$
\begin{equation*}
\frac{d^{d} k}{\pi^{\frac{d}{2}}}=\frac{\prod_{i=1}^{E} d\left(k \cdot p_{i}\right) d(k \cdot k)}{\pi^{E} \Gamma\left(\frac{d-E}{2}\right)}\left(\mathbf{G}\left(p_{1}, \ldots, p_{E}\right)\right)^{\frac{-d+E+1}{2}}\left(\mathbf{G}\left(k_{1}, p_{1}, \ldots, p_{E}\right)\right)^{\frac{d-E-2}{2}} . \tag{2.22}
\end{equation*}
$$

Finally, recalling that the set of denominators $\mathbf{z}=\left\{z_{1}, \ldots, z_{E+1}\right\}=\left\{D_{1}, \ldots, D_{E+1}\right\}$ are linear in the scalar products $\mathbf{s}=\left(k \cdot k, k \cdot p_{1}, \ldots, k \cdot p_{E}\right)$, namely

$$
\begin{equation*}
\mathbf{z}=\mathbb{A} \mathbf{s}+\mathbf{c}, \tag{2.23}
\end{equation*}
$$

we arrive at the following

$$
\begin{equation*}
I_{a_{1}, \ldots a_{E+1}}^{E}=\frac{\left(\mathbf{G}\left(p_{1}, \ldots, p_{E}\right)\right)^{\frac{-d+E+1}{2}}}{\pi^{\frac{E}{2}} \Gamma\left(\frac{d-E}{2}\right) \operatorname{det} \mathrm{A}} \int_{\gamma}(\mathcal{B}(\mathbf{z}))^{\frac{d-E-2}{2}} \prod_{i=1}^{E+1} d z_{i} z_{i}^{-a_{i}} \tag{2.24}
\end{equation*}
$$

### 2.2. INTEGRAL REPRESENTATION: BAIKOV REPRESENTATION

where $\mathcal{B}(\mathbf{z})$, the so-called Baikov polynomial, is nothing but

$$
\begin{equation*}
\mathcal{B}(\mathbf{z})=\left.\mathbf{G}\left(k_{1}, p_{1}, \ldots, p_{E}\right)\right|_{\mathbf{s}=A^{-1}(\mathbf{z}-\mathbf{c})} . \tag{2.25}
\end{equation*}
$$

### 2.2.2

## Multi-loop case

We can extend eq. (2.24) for the case $\ell>1$; in order to do this we can just apply the argument outlined above focusing on a single loop momentum at a time; at the $i$-th step, the "external" space is spanned by $\left(k_{i+1}, \ldots, k_{\ell}, p_{1}, \ldots, p_{E}\right)$.
We just notice that, once all the loop momenta are exhausted, we obtain a remarkable simplification among Gram determinants arising in the intermediate stages

$$
\begin{align*}
\prod_{i=1}^{\ell} \frac{d^{d} k_{i}}{\pi^{\frac{d}{2}}} & =\prod_{1 \leq i, j \leq \ell} d\left(k_{i} \cdot k_{j}\right) \prod_{\substack{1 \leq i \leq \ell \\
1 \leq j \leq E}} d\left(k_{i} \cdot p_{j}\right) \prod_{j=1}^{\ell} \frac{\pi^{-\frac{E+\ell-j}{2}}}{\Gamma\left(\frac{d-(E+\ell-j)}{2}\right)} \frac{\left(\mathbf{G}\left(k_{j}, \ldots, k_{\ell}, p_{1}, \ldots, p_{E}\right)\right)^{\frac{d-(E+\ell-j)-2}{2}}}{\left(\mathbf{G}\left(k_{j+1}, \ldots, k_{\ell}, p_{1}, \ldots, p_{E}\right)\right)^{\frac{d-(E+\ell-j-1)-2}{2}}} \\
& =\prod_{1 \leq i, j \leq \ell} d\left(k_{i} \cdot k_{j}\right) \prod_{\substack{1 \leq i \leq \ell \\
1 \leq j \leq E}} d\left(k_{i} \cdot p_{j}\right) \frac{\pi^{-\frac{\ell E}{2}-\frac{\ell(\ell-1)}{4}}}{\prod_{j=1}^{\ell} \Gamma\left(\frac{d-(E+\ell-j)}{2}\right)} \frac{\left(\mathbf{G}\left(k_{1}, \ldots, k_{\ell}, p_{1}, \ldots p_{E}\right)\right)^{\frac{d-E-\ell-1}{2}}}{\left(\mathbf{G}\left(p_{1}, \ldots, p_{E}\right)\right)^{\frac{d-E-1}{2}}} . \tag{2.26}
\end{align*}
$$

Only the innermost and the outermost survive.

Finally, expressing the scalar products in terms of denominators (cf. eq. (2.23)), we land on

$$
\begin{equation*}
I_{a_{1}, \ldots, a_{n}}^{E}=\frac{\left(\mathbf{G}\left(p_{1}, \ldots, p_{E}\right)\right)^{\frac{-d+E+1}{2}}}{\pi^{\frac{\ell E}{2}+\frac{\ell(\ell-1)}{4}} \prod_{j=1}^{\ell} \Gamma\left(\frac{d-E-j+1}{2}\right) \operatorname{det} \mathbb{A}} \int_{\gamma}(\mathcal{B}(\mathbf{z}))^{\frac{d-\ell-E-1}{2}} \prod_{i=1}^{n} d z_{i} z_{i}^{-a_{i}} \tag{2.27}
\end{equation*}
$$

where

$$
\begin{equation*}
\mathcal{B}(\mathbf{z})=\left.\mathbf{G}\left(k_{1}, \ldots, k_{\ell}, p_{1}, \ldots, p_{E}\right)\right|_{\mathbf{s}=A^{-1}(\mathbf{z}-\mathbf{c})} . \tag{2.28}
\end{equation*}
$$

The integration region $\gamma$ in eq. (2.27) deserves a comment.
Applying the same reasoning as in eq. (2.21) to each loop, we obtain the set of constraints

$$
\begin{equation*}
\gamma_{j} \rightsquigarrow \frac{\mathbf{G}\left(k_{j}, \ldots, k_{\ell}, p_{1}, \ldots p_{E}\right)}{\mathbf{G}\left(k_{j+1}, \ldots, k_{\ell}, p_{1}, \ldots p_{E}\right)}>0, \quad 1 \leq j \leq \ell ; \tag{2.29}
\end{equation*}
$$

so

$$
\begin{equation*}
\gamma=\gamma_{\ell} \cap \ldots \cap \gamma_{1} \tag{2.30}
\end{equation*}
$$

A point laying on the boundary of $\gamma$ belongs to at least some $\gamma_{j}$, with $1 \leq j \leq \ell$. By eq. (2.29) this means that

$$
\begin{equation*}
\mathbf{G}\left(k_{j}, \ldots k_{\ell}, p_{1}, \ldots p_{E}\right)=0, \quad \text { for some } j . \tag{2.31}
\end{equation*}
$$

Eq. (2.31) tells us that there is degeneracy (i.e. that the vectors $\left(k_{j}, \ldots k_{\ell}, p_{1}, \ldots p_{E}\right)$ are not independent). In particular it implies a fortiori

$$
\begin{equation*}
\mathbf{G}\left(k_{1}, \ldots k_{\ell}, p_{1}, \ldots p_{E}\right)=0 \tag{2.32}
\end{equation*}
$$

Therefore the integration region $\gamma$ is such that

$$
\begin{equation*}
\mathcal{B}(\partial \gamma)=0 \tag{2.33}
\end{equation*}
$$

Eq. (2.27) can be continued to Minkowski space, see [56,57] for detailed discussions. Through this work we will use the Mathematica code associated to [58] for the generation of Baikov polynomials.

As it was shown in $[59,58,60,56]$, one of the main advantages of Baikov representation is that it is well suited for considering cut integrals. Roughly speaking a cut integral consists in one or more internal particles particles going "on-shell", and so considering $\frac{1}{D_{j}} \rightarrow \delta\left(D_{j}\right)$ for some $j \in\left(1, \ldots, n_{\text {den }}\right)$. In Baikov representation this prescription simply amounts to consider the residue of the corresponding variable at 0 , i.e. $\delta\left(D_{j}\right) \rightsquigarrow \operatorname{Res}_{z_{j}=0}(\bullet)$, for some $j \in\left(1, \ldots, n_{\text {den }}\right)$.

## 2.3

## Integral representation: Lee-Pomeransky representation

In order to derive the Lee-Pomeransky representation we have to pass through standard Feynman and Schwinger representations. Let us reconsider eq. (2.3); we assume all the $a_{j}$ to be positive ${ }^{3}$ and recast it as

$$
\begin{equation*}
I_{a_{1}, \ldots, a_{n}}=(-1)^{|a|} \int \prod_{j=1}^{\ell} \frac{d^{d} k_{j}}{i \pi^{\frac{d}{2}}} \frac{1}{\mathrm{D}_{1}^{a_{1}} \ldots \mathrm{D}_{n}^{a_{n}}} \tag{2.34}
\end{equation*}
$$

where

$$
\begin{equation*}
|a|=\sum_{j=1}^{n} a_{j}, \quad \text { and } \quad \mathrm{D}_{j}=-D_{j}=-q_{j}^{2}+m_{j}^{2}, \quad 1 \leq j \leq n \tag{2.35}
\end{equation*}
$$

We can then employ the Schwinger trick and write

$$
\begin{equation*}
\frac{1}{\mathrm{D}^{a}}=\frac{1}{\Gamma(a)} \int_{\mathbb{R}_{+}} d z z^{a-1} \exp (-z \mathrm{D}) \tag{2.36}
\end{equation*}
$$

and so eq. (2.34) becomes

$$
\begin{equation*}
I_{a_{1}, \ldots, a_{n}}=\frac{(-1)^{|a|}}{\prod_{j=1}^{n} \Gamma\left(a_{j}\right)} \int_{\mathbb{R}_{+}^{n}}\left(\prod_{j=1}^{n} d z_{j} z_{j}^{a_{j}-1}\right) \int \prod_{j=1}^{\ell} \frac{d^{d} k_{j}}{i \pi^{d / 2}} \exp \left[-\sum_{i=1}^{n} z_{i}\left(-q_{j}^{2}+m_{j}^{2}\right)\right] \tag{2.37}
\end{equation*}
$$
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### 2.3. INTEGRAL REPRESENTATION: LEE-POMERANSKY REPRESENTATION

For later convenience we rewrite

$$
\begin{equation*}
\sum_{i=1}^{n} z_{i}\left(-q_{j}^{2}+m_{j}^{2}\right)=-\sum_{r, s=1}^{\ell} k_{r} \mathbb{M}_{r s} k_{s}+2 \sum_{r=1}^{\ell} k_{r} \nu_{r}+J, \tag{2.38}
\end{equation*}
$$

where the indices $r, s$ label different loop momenta, $M$ is a symmetric matrix and Lorentz indices are contracted.
Being M symmetric there exists and orthogonal matrix © such that

$$
\begin{equation*}
\mathbb{M}=\mathbb{O}^{\top} \mathbb{D} \mathbb{O}, \quad \mathbb{O}^{\top} \mathbb{O}=\mathbb{1}, \tag{2.39}
\end{equation*}
$$

where $\mathbb{D}$ is diagonal.
We can consider the change of variables:

$$
\begin{equation*}
k_{r} \rightarrow \sum_{s=1}^{\ell} \mathbb{O}_{r s}^{\top} k_{s}+\mathbb{M}_{r s}^{-1} \nu_{s}, \tag{2.40}
\end{equation*}
$$

in such a way that eq. (2.37) becomes

$$
\begin{align*}
I_{a_{1}, \ldots, a_{n}}=\frac{(-1)^{|a|}}{\prod_{j}^{n} \Gamma\left(a_{j}\right)} \int_{\mathbb{R}_{+}^{n}}\left(\prod_{j=1}^{n} d z_{j} z_{j}^{a_{j}-1}\right) \exp & {\left[-\left(\sum_{r, s=1}^{\ell} \nu_{r} \mathbb{M}_{r s} \nu_{s}+J_{s}\right)\right] }  \tag{2.41}\\
& \times \int \prod_{j=1}^{\ell} \frac{d^{d} k_{j}}{i \pi^{d / 2}} \exp \left[\sum_{r=1}^{\ell} \mathbb{D}_{r r} k_{r}^{2}\right] .
\end{align*}
$$

After performing a Wick rotation (see standard textbooks e.g. [61], appendix B), eq. (2.41) is suitable for a gaussian integration; the result reads

$$
\begin{equation*}
I_{a_{1}, \ldots, a_{n}}=\frac{(-1)^{|a|}}{\prod_{j=1}^{n} \Gamma\left(a_{j}\right)} \int_{\mathbb{R}_{+}^{n}}\left(\prod_{j=1}^{n} d z_{j} z_{j}^{a_{j}-1}\right) \exp \left[-\left(\sum_{r, s=1}^{\ell} \nu_{r} \mathbb{M}_{r s} \nu_{s}+J\right)\right](\operatorname{det} \mathbb{M})^{-\frac{d}{2}} \tag{2.42}
\end{equation*}
$$

We introduce the so-called Symanzik polynomials

$$
\begin{equation*}
\mathcal{U}=\operatorname{det} \mathbb{M}, \quad \text { and } \quad \mathcal{F}=\mathcal{U}\left(\sum_{r, s=1}^{\ell} \nu_{r} M_{r s} \nu_{s}+J\right) \tag{2.43}
\end{equation*}
$$

which are homogenoues polynomials in the zs variables of degree $\ell$ and $(\ell+1)$, respectively. We finally arrive at

$$
\begin{equation*}
I_{a_{1}, \ldots, a_{n}}=\frac{(-1)^{|a|}}{\prod_{j=1}^{n} \Gamma\left(a_{j}\right)} \int_{\mathbb{R}_{+}^{n}}\left(\prod_{j=1}^{n} d z_{j} z_{j}^{a_{j}-1}\right) \exp \left(-\frac{\mathcal{F}}{\mathcal{U}}\right) \mathcal{U}^{-\frac{d}{2}} \tag{2.44}
\end{equation*}
$$

Eq. (2.44) is the Schwinger representation.

Since all the zs are non negative, we have the following identity:

$$
\begin{equation*}
1=\int_{-\infty}^{+\infty} d t \delta\left(t-\sum_{j=1}^{n} z_{j}\right)=\int_{0}^{+\infty} d t \delta\left(t-\sum_{j=1}^{n} z_{j}\right) . \tag{2.45}
\end{equation*}
$$

Inserting eq. (2.45) in eq. (2.44), rescaling all the integration variables as $z_{j} \rightarrow t z_{j}$ and performing in the $d t$-integration we land on

$$
\begin{equation*}
I_{a_{1}, \ldots, a_{n}}=(-1)^{|a|} \frac{\Gamma\left(|a|-\frac{\ell d}{2}\right)}{\prod_{j=1}^{n}\left(a_{j}\right)} \int_{\mathbb{R}_{+}^{n}}\left(\prod_{j=1}^{n} d z_{j} z_{j}^{a_{j}-1}\right) \delta\left(1-\sum_{j=1}^{n} z_{j}\right) \frac{\mathcal{U}^{|a|-\frac{(\ell+1) d}{2}-1}}{\mathcal{F}^{|a|-\frac{\ell d}{2}-1}} . \tag{2.46}
\end{equation*}
$$

Eq. (2.46) is known as Feynman representation.

Finally we introduce the Lee-Pomeransky representation:

$$
\begin{equation*}
I_{a_{1}, \ldots, a_{n}}=\frac{(-1)^{|a|}}{\prod_{j=1}^{n} \Gamma\left(a_{j}\right)} \frac{\Gamma\left(\frac{d}{2}\right)}{\Gamma\left(\frac{(\ell+1)}{2} d-|a|\right)} \int_{\mathbb{R}_{+}^{n}}\left(\prod_{j=1}^{n} d z_{j} z_{j}^{a_{j}-1}\right) G^{-\frac{d}{2}}, \tag{2.47}
\end{equation*}
$$

where

$$
\begin{equation*}
G=\mathcal{U}+\mathcal{F} . \tag{2.48}
\end{equation*}
$$

Once again, inserting the identity: $1=\int_{0}^{+\infty} d t \delta\left(t-\sum_{j=1}^{n} z_{j}\right)$ and rescaling $z_{j} \rightarrow t z_{j}$, we can show that eq. (2.47) is equivalent to eq. (2.46).

Eq. (2.46) is clearly ill defined for $a_{j}<0$ for some $j \in(1, \ldots, n)$. As discussed in [62, 63], the expressions $\int_{0}^{\infty} \frac{d x_{j} x^{a_{j}}}{\Gamma\left(a_{j}\right)}(\bullet)$ for $a_{j} \leq 0$ has to be understood as $\left.\int_{0}^{\infty} \frac{d x_{j} x_{j}}{\Gamma\left(a_{j}\right)}(\bullet) \rightarrow(-1)^{a_{j}} \frac{\partial^{\left(-a_{j}\right)}(\bullet)}{\partial z_{j}^{\left(-1 a_{j}\right)}}\right|_{z_{j}=0}$. Moreover, in general the integrand in eq. (2.47) is not, in general, vanishing at the boundary of the integration domain, contrary to Baikov representation.

## 2.4

## Integration by Parts Identities

It is for sure desirable to find relations among FIs within a given integral family. On practical grounds, it is certainly convenient to exploit such relations, in order to identify a smaller and minimal set of independent integrals within a given integral family-thus, in a certain sense, avoiding redundancies. Within DR FIs fulfil Integration by Parts Identities (IBPs) [8, 9], namely:

$$
\begin{equation*}
0=\int \prod_{j=1}^{\ell} \frac{d^{d} k_{i}}{i \pi^{d / 2}} \frac{\partial}{\partial k_{j}^{\mu}}\left(\frac{\xi^{\mu}}{D_{1}^{a_{1}} \ldots D_{n}^{a_{n}}}\right), \tag{2.49}
\end{equation*}
$$

### 2.4. INTEGRATION BY PARTS IDENTITIES

where the vector $\xi^{\mu}$ belongs to the set $\left(k_{1}^{\mu}, \ldots, k_{\ell}^{\mu}, p_{1}^{\mu}, \ldots, p_{E}^{\mu}\right)$ (or linear combinations built upon them).
Performing the algebra in eq. (2.49) (under the integral sign) and reading back the result in terms of FIs, we infer that we obtain linear identities among integrals of the following type $I_{\mathrm{ID}, r, s}$, $I_{\mathrm{ID}, r+1, s}, I_{\mathrm{ID}, r, s+1}$ and $I_{\mathrm{ID}, r+1, s+1}$ (cf. eqs. $(2.5,2.6)$ ). The coefficients are polynomials in $d$, masses and scalar products among external momenta. Simplifications among numerators and denominators could also produce integrals belonging to subsectors.

Let us consider the following simple example.
Example. One loop massive tadpole. Let us consider the integral family associated with the following graph ${ }^{4}$

the (only) denominator present is

$$
\begin{equation*}
D_{1}=k_{1}^{2}-m^{2} \tag{2.51}
\end{equation*}
$$

Eq. (2.49) for $v^{\mu}=k_{1}^{\mu}$ and arbitrary $a_{1}$ gives:

$$
\begin{equation*}
0=\left(d-2 a_{1}\right) I_{a_{1}}-2 m^{2} a_{1} I_{a_{1}+1} \tag{2.52}
\end{equation*}
$$

which can be rearranged as (a single $\bullet$ denotes a denominator raised to power 2 , two $\bullet$ denote a denominator raised to power 3, and so on)


This implies that applying repeatedly eq. (2.53) any integral within the integral family can be written just in terms of $I_{1}$.

Rather than considering IBPs for generic values of $\left(a_{1}, a_{2}, \ldots, a_{n}\right)$, it is instructive to substitute explicit values and massage the resulting identities a bit.

Example. One loop QED triangle. Let us consider the following graph ${ }^{5}$
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The denominators are

$$
\begin{equation*}
D_{1}=k_{1}^{2}-m^{2}, \quad D_{2}=\left(k_{1}+p_{1}\right)^{2}, \quad D_{3}=\left(k_{1}+p_{1}+p_{2}\right)^{2}-m^{2} . \tag{2.55}
\end{equation*}
$$

The kinematic is $p_{1}^{2}=p_{2}^{2}=m^{2}$ and $\left(p_{1}+p_{2}\right)=p_{3}^{2}=s$.
Reading eq. (2.49) for the explicit choices $v^{\mu}=\left\{k_{1}^{\mu}, p_{1}^{\mu}, p_{2}^{\mu}\right\}$ and $\left(a_{1}, a_{2}, a_{3}\right)=(1,1,1)$ yields:

$$
\begin{align*}
& 0=(d-4) I_{1,1,1}+\left(s-2 m^{2}\right) I_{1,1,2}-2 m^{2} I_{2,1,1}-I_{0,1,2}-I_{0,2,1},  \tag{2.56a}\\
& 0=\left(2 m^{2}-s\right) I_{1,1,2}+2 m^{2} I_{2,1,1}+I_{0,1,2}+I_{0,2,1}-I_{1,0,2}-I_{2,0,1},  \tag{2.56b}\\
& 0=\left(2 m^{2}-s\right) I_{2,1,1}+2 m^{2} I_{1,1,2}-I_{1,0,2}+I_{1,2,0}-I_{2,0,1}+I_{2,1,0} . \tag{2.56c}
\end{align*}
$$

Despite its simplicity, this system of equations presents several key aspects of IBPs.

After the identifications $I_{2,1,1} \leftrightarrows I_{1,1,2}, I_{2,0,1} \leftrightarrows I_{1,0,2}$ and $I_{0,1,2} \leftrightarrows I_{2,1,0}$, which follow from the invariance of the integrals under shift of the loop momentum, we deduce that

$$
\begin{equation*}
(2.56 b)=(2.56 c) . \tag{2.57}
\end{equation*}
$$

This means that the last equation does not add any new information to the system, or, in other words, that IBPs contain a huge redundancy.

Moreover, summing the first and second equation, we infer

$$
\begin{align*}
0 & =(2.56 a)+(2.56 b) \\
& =(d-4) I_{1,1,1}-I_{1,0,2}-I_{2,0,1}  \tag{2.58}\\
& =(d-4) I_{1,1,1}-2 I_{1,0,2} ;
\end{align*}
$$

where, in the last line, we identified $I_{1,0,2} \leftrightarrows I_{2,0,1}$ once again thanks to the invariance upon shift of the integration variable.

## Diagrammatically this means


so, colloquially, we say that "the triangle" is not independent-we say it is reducible in terms of (a suitable) "bubble".

The previous simple example represent a toy-model for a more systematic treatment of IBPs which goes under the name of Laporta algorithm [10].
IBPs can be generated systematically up to certain explicit values of $(r, s)$ for a given sector and all its subsectors (cf. eq. (2.6)). The identities can be cast in a linear system where FIs are considered as unknowns. Remarkably the number of equations grows faster than the number of integrals. We can then sort the integrals according to their complexity (as mentioned above, this means that integrals with higher $r$ and $s$ are regarded as more complicated with respect to integrals with lower values of $r$ and $s$ ). It is possible to process the system via Gauss' elimination, namely scanning it equation by equation and expressing the most complicated integral in terms of other integrals, and substituting the resulting relation in all the remaining equations. Eventually, after a back substitution, all the integrals turns to be expressed as linear combinations of fewer left-over ones, referred to as Master Integrals (MIs). MIs are considered the truly independent objects. Usually the number of MIs is several order of magnitudes lower than number of FIs involved in the full system (and in physical applications). In this work we will denote the set of MIs obtained via this system solving procedure as $\left(\mathcal{J}_{1}, \ldots, \mathcal{J}_{\nu}\right)$. Different variants of the strategy briefly reviewed here are nowadays implemented in several public (and private) computer codes, such as Air [66], Reduze [67], Fire [68], LiteRed [69] and Kira [70]. Let us mention that one of the main obstacles encountered in practical implementations is due to extensive amount of algebraic manipulation required in the system solving procedure. It is often the case that the expressions found in intermediate stages of the calculations are way more involved than the final result. This issue can be overcome relying on the so-called functional reconstruction techniques [71, 72]-see also the public implementations FiniteFlow [73] and FireFly [74, 75]. Roughly speaking the idea is to recover the coefficients of the MIs-rational functions in $d$, masses and scalar products among external momenta-from numerical evaluations via a sort of fitting procedure. Assigning explicit values to parameters, the linear system is solved multiple times over (different) finite field(s) $\mathbb{F}_{p}$ ( $p$ prime numbers) ${ }^{6}$ : in this way all the operations are exact-no numerical instabilities-and fast-rational number with large numerators and denominators are absent. Let us mention that, thanks to these techniques, linear-solvers originally designed for the Laporta algorithm become extremely efficient tools also in other contexts.

[^5]
## 2.5

## Integration by Parts Identities: Baikov representation

It is instructive to consider IBPs in terms of Baikov representation; this idea was proposed originally in [59] and later improved in several publications [77, 78, 79, 80, 81]. The main advantage of this strategy is that, benefiting from tools of Computational Algebraic Geometry, it is possible to generate a smaller set of IBPs identities-so, in a certain sense, it is possible to "trim" the starting set of identities-doing so the subsequent system solving procedure is facilitated. Our starting point is the vanishing of a total differential under the integral sign; so the analogue of eq. (2.49) is ${ }^{7}$ :

$$
\begin{equation*}
0=\int_{\gamma} d\left(\frac{\mathcal{B}^{\frac{d-\ell-E-1}{2}}}{z_{1}^{a_{1}} \ldots z_{n}^{a_{n}}} \xi\right) \tag{2.60}
\end{equation*}
$$

where $\mathcal{B}(\partial \gamma)=0, \xi$ is a $(n-1)$ differential form: $\xi=\sum_{i=1}^{n}(-1)^{i+1} \xi_{i}$, with $\xi_{i}=\widehat{\xi} d z_{1} \wedge \ldots \wedge$ $\widehat{d z}_{i} \wedge \ldots \wedge d z_{n}$ and each $\widehat{\xi}_{i}$ a polynomial in the variables $\mathbf{z}=\left(z_{1}, \ldots, z_{n}\right)$ whose coefficients may depend on the kinematic invariants ${ }^{8}$.
Rearranging eq. (2.60) we obtain ${ }^{9}$

$$
\left.\begin{array}{rl}
0 & =\int_{\gamma} d \mathbf{z} \sum_{m=1}^{n}\left[\frac{d-\ell-E-1}{2} \partial_{m} \mathcal{B} \frac{\mathcal{B}^{(d-2)-\ell-E-1}}{z_{1}^{a_{1}} \ldots z_{n}^{a_{n}}} \widehat{\xi}_{m}-a_{m} \frac{\mathcal{B}^{-\ell-E-1}}{z_{1}^{a_{1}} \ldots z_{m}^{a_{m}+1} \ldots z_{n}^{a_{n}}} \widehat{\xi}_{m}+\frac{\mathcal{B}^{\frac{d-\ell-E-1}{2}}}{z_{1}^{a_{1}} \ldots z_{n}^{a_{n}}} \partial_{m} \widehat{\xi}_{m}\right] \\
& =\int_{\gamma} d \mathbf{z} \frac{\mathcal{B}^{\frac{d-\ell-E-1}{2}}}{z_{1}^{a_{1}} \ldots z_{n}^{a_{n}}}\left[\frac{d-\ell-E-1}{2} \sum_{m=1}^{n} \widehat{\xi}_{m} \frac{\partial_{m} \mathcal{B}}{\mathcal{B}}-\sum_{i=1}^{n_{\text {den }}} a_{i} \widehat{\xi}_{i}-\sum_{j=n_{\text {den }}+1}^{n} a_{j} \widehat{\xi}_{j}\right.  \tag{2.61}\\
z_{j}
\end{array} \sum_{m=1}^{n} \partial_{m} \widehat{\xi}_{m}\right],
$$

where $d \mathbf{z}=d z_{1} \wedge \ldots \wedge d z_{n}$.
On the one hand, we notice that the first summand in eq. (2.61) involves $\mathcal{B}^{\frac{(d-2)-\ell-E-1}{2}}$, i.e. we obtain linear relation among integrals living in $(d-2)$ and $d$ dimensions. This can be avoided provided that we can find sets of $n+1$ polynomials $\left(\widehat{\xi}_{1}, \ldots, \widehat{\xi}_{n}, \widehat{\xi}_{\mathcal{B}}\right)$, fulfilling the following relation

$$
\begin{equation*}
\sum_{m=1}^{n} \widehat{\xi}_{m} \partial_{m} \mathcal{B}=\widehat{\xi}_{\mathcal{B}} \mathcal{B} \tag{2.62}
\end{equation*}
$$

Eq. (2.62) appears in the context of computational algebraic geometry under the name of syzygy equation. Since $\widehat{\xi}_{\mathcal{B}}$ can be always retrieved from $\left(\widehat{\xi}_{1}, \ldots, \widehat{\xi}_{n}\right)$, we will focus on this second, shorter, set.
Sets of polynomials ( $\widehat{\xi}_{1}, \ldots, \widehat{\xi}_{n}$ ) satisfying eq. (2.62) we will denoted it by $M_{1}$.
On the other hand, the second term in eq. (2.61) is responsible for integrals with denominators
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raised to higher powers. This can be avoided requiring that ${ }^{10}$ :

$$
\begin{equation*}
\widehat{\xi}_{i}=z_{i} p_{i} \quad 1 \leq i \leq n_{\mathrm{den}}, \tag{2.63}
\end{equation*}
$$

where $\left(p_{1}, \ldots, p_{n_{\text {den }}}\right)$ are polynomials in the zs variables. The set of polynomials $\left(\widehat{\xi}_{1}, \ldots, \widehat{\xi}_{n}\right)$ satisfying eq. (2.63) will be denoted by $M_{2}{ }^{11}$.
For the case at hand, namely IBPs in Baikov representation, it is easy to solve eq. (2.62) and eq. (2.63) separately, with almost no computational effort, as shown below. The problem is pushed in satisfying both of them simultaneously; this amounts to computing the module intersection $M_{1} \cap M_{2}$ [80].

Assuming this is done, namely eq. (2.62) and eq. (2.63) are fulfilled simultaneously, IBPs in Baikov representation read

$$
\begin{equation*}
0=\int_{\gamma} d \mathbf{z} \frac{\mathcal{B}^{\frac{d-\ell-E-1}{2}}}{z_{1}^{a_{1}} \ldots z_{n}^{a_{n}}}\left[\frac{d-\ell-E-1}{2} \widehat{\xi}_{\mathcal{B}}+\sum_{i=1}^{n_{\mathrm{den}}}\left(\partial_{i}\left(z_{i} p_{i}\right)-a_{i} p_{i}\right)+\sum_{j=n_{\mathrm{den}}+1}^{n}\left(\partial_{j} \widehat{\xi}_{j}-a_{j} \frac{\widehat{\xi}_{j}}{z_{j}}\right)\right] . \tag{2.64}
\end{equation*}
$$

We show here how, for the case at hand, we can build explicitly generators for $M_{1}$ and $M_{2}$.

Focusing on eq. (2.62) we can exploit the fact that $\mathcal{B}$ is, up to a linear change of variables, the determinant of a symmetric matrix: the Gram matrix $\mathbb{G}\left(k_{1}, \ldots, k_{\ell}, p_{1}, \ldots, p_{E}\right)$ (recall that $\operatorname{det} \mathbb{G}=\mathbf{G}$, and cf. eq. (2.28)).
It is straightforward to show that the determinant of a symmetric matrix fulfills the following relation ${ }^{12}$

$$
\begin{equation*}
\sum_{k=1}^{\ell+E}\left(1+\delta_{j k}\right) s_{i k} \frac{\partial \operatorname{det}(\mathbb{G})}{\partial s_{j k}}=2 \delta_{i j} \operatorname{det}(\mathbb{G}) . \tag{2.65}
\end{equation*}
$$

Restricting $j$ to $1 \leq j \leq \ell$ and expressing the scalar products in terms of zs variables, namely:

$$
\begin{equation*}
\mathbf{s}=\mathbb{A}^{-1}(\mathbf{z}-\mathbf{c}), \tag{2.66}
\end{equation*}
$$

then eq. (2.65) reads

$$
\begin{equation*}
\left.\sum_{k=1}^{\ell+E}\left(1+\delta_{j k}\right) s_{i k}\right|_{\mathbf{s}=\mathbb{A}^{-1}(\mathbf{z}-\mathbf{c})} \sum_{m=1}^{n} \frac{\left.\partial \operatorname{det}(\mathbb{G})\right|_{\mathbf{s}=\mathbb{A}^{-1}(\mathbf{z}-\mathbf{c})}}{\partial z_{m}} \frac{\partial z_{m}}{\partial s_{j k}}=\left.2 \delta_{i j} \operatorname{det}(\mathbb{G})\right|_{\mathbf{s}=\mathbb{A}^{-1}(\mathbf{z}-\mathbf{c})} \tag{2.67}
\end{equation*}
$$

[^7]or equivalently (reintroducing $\left.\mathcal{B}=\left.\operatorname{det}(\mathbb{G})\right|_{\mathbf{s}=\mathbb{A}^{-1}(\mathbf{z}-\mathbf{c})}\right)$
\[

$$
\begin{equation*}
\sum_{m=1}^{n}\left(\left.\sum_{k=1}^{\ell+E}\left(1+\delta_{j k}\right) s_{i k}\right|_{\mathbf{s}=A^{-1}(\mathbf{z}-\mathbf{c})} \frac{\partial z_{m}}{\partial s_{j k}}\right) \frac{\partial \mathcal{B}}{\partial z_{m}}=2 \delta_{i j} \mathcal{B} . \tag{2.68}
\end{equation*}
$$

\]

Comparing eq. (2.62) and (2.68) we are left with the following identifications:

$$
\begin{align*}
& \widehat{\xi}_{m}=\left(\left.\sum_{k=1}^{\ell+E}\left(1+\delta_{j k}\right) s_{i k}\right|_{\mathbf{s}=\mathbb{A}^{-1}(\mathbf{z}-\mathbf{c})} \frac{\partial z_{m}}{\partial s_{j k}}\right) \quad 1 \leq m \leq n  \tag{2.69a}\\
& \widehat{\xi}_{B}=2 \delta_{i j} \tag{2.69b}
\end{align*}
$$

with $1 \leq j \leq \ell$ and $1 \leq i \leq n$.
Thus, eq. (2.69a) provides $\ell \cdot n$ solutions of eq. (2.62) and it turns out that they form a generating set of $M_{1}$.

On the other hand a generating set of $M_{2}$ is simply given by the rows of the following matrix

$$
\left(\begin{array}{cccc|cccc}
z_{1} & 0 & \ldots & 0 & 0 & 0 & \ldots & 0  \tag{2.70}\\
0 & z_{1} & \ldots & 0 & 0 & 0 & \ldots & 0 \\
\vdots & \vdots & \ddots & \vdots & 0 & 0 & \ddots & 0 \\
0 & 0 & \ldots & z_{n_{\operatorname{den}}} & 0 & 0 & \ldots & 0 \\
\hline 0 & 0 & \ldots & 0 & 1 & 0 & \ldots & 0 \\
0 & 0 & \ldots & 0 & 0 & 1 & \ldots & 0 \\
0 & 0 & \ddots & 0 & \vdots & \vdots & \ddots & \vdots \\
0 & 0 & \ldots & 0 & 0 & 0 & \ldots & 1
\end{array}\right) .
$$

Finally eqs. $(2.62,2.63)$ can be mutually satisfied considering the module intersection of eq. (2.69a) and eq. (2.70).

Example. Two loop massless sunrise. Let us consider the following graph
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The denominators are chosen as

$$
\begin{equation*}
D_{1}=k_{1}^{2}, \quad D_{2}=k_{2}^{2}, \quad D_{3}=\left(k_{1}+k_{2}-p\right)^{2} \tag{2.72}
\end{equation*}
$$

while the ISPs read

$$
\begin{equation*}
D_{4}=\left(k_{1}+p\right)^{2}-2 s, \quad D_{5}=\left(k_{2}+p\right)^{2}-2 s \tag{2.73}
\end{equation*}
$$

The kinematics is $p^{2}=s$.
The Baikov polynomial is

$$
\begin{align*}
B= & -s^{2} z_{3}-2 s z_{1}^{2}-2 s z_{2}^{2}-s z_{3}^{2}+5 s z_{1} z_{2}+3 s z_{1} z_{3}+3 s z_{2} z_{3}+s z_{1} z_{4}-2 s z_{2} z_{4} \\
& -s z_{3} z_{4}-2 s z_{1} z_{5}+s z_{2} z_{5}-s z_{3} z_{5}+s z_{4} z_{5}-3 z_{1} z_{2}^{2}-2 z_{2} z_{4}^{2}-2 z_{1} z_{5}^{2}+z_{4} z_{5}^{2}  \tag{2.74}\\
& -3 z_{1}^{2} z_{2}+z_{1} z_{2} z_{3}+2 z_{2}^{2} z_{4}+5 z_{1} z_{2} z_{4}-z_{2} z_{3} z_{4}+2 z_{1}^{2} z_{5}+z_{4}^{2} z_{5}+5 z_{1} z_{2} z_{5}-z_{1} z_{3} z_{5} \\
& -3 z_{1} z_{4} z_{5}-3 z_{2} z_{4} z_{5}+z_{3} z_{4} z_{5},
\end{align*}
$$

and

$$
\begin{equation*}
\frac{d-E-\ell-1}{2}=\frac{d-1-2-1}{2}=\frac{d-4}{2} . \tag{2.75}
\end{equation*}
$$

The relation between $\mathbf{z}=\left\{z_{1}, \ldots, z_{5}\right\}$ and the scalar products $\mathbf{s}=\left\{k_{1}^{2}, k_{2}^{2}, k_{1} \cdot k_{2}, k_{1} \cdot p, k_{2} \cdot p\right\}$ is

$$
\begin{equation*}
\mathbf{z}=\mathbb{A} \mathbf{s}+\mathbf{c} \tag{2.76}
\end{equation*}
$$

with

$$
\mathbb{A}=\left(\begin{array}{ccccc}
1 & 0 & 0 & 0 & 0  \tag{2.77}\\
0 & 1 & 0 & 0 & 0 \\
1 & 1 & 2 & -2 & -2 \\
1 & 0 & 0 & 2 & 0 \\
0 & 1 & 0 & 0 & 2
\end{array}\right) \text { and } \mathbf{c}=\left(\begin{array}{c}
0 \\
0 \\
s \\
-s \\
-s
\end{array}\right)
$$

Let us denote $\widehat{\xi}^{(i, j)}=\left(\widehat{\xi}_{1}, \ldots, \widehat{\xi}_{5}\right)$ the set of polynomials obtained via eq. (2.69a) for a given choice of $(i, j)$; we obtain

$$
\begin{align*}
& \widehat{\xi}^{(1,1)}=\left(2 z_{1}, 0, z_{1}-2 z_{2}+z_{3}+z_{5}, s+z_{1}+z_{4}, 0\right) \\
& \xi^{(1,2)}=\left(0, s-2 z_{1}-2 z_{2}+z_{3}+z_{4}+z_{5}, z_{1}-2 z_{2}+z_{3}+z_{5}, 0,2 s-3 z_{1}-2 z_{2}+z_{3}+2 z_{4}+z_{5}\right) \\
& \widehat{\xi}^{(2,1)}=\left(s-2 z_{1}-2 z_{2}+z_{3}+z_{4}+z_{5}, 0,-2 z_{1}+z_{2}+z_{3}+z_{4}, 2 s-2 z_{1}-3 z_{2}+z_{3}+z_{4}+2 z_{5}, 0\right), \\
& \widehat{\xi}^{(2,2)}=\left(0,2 z_{2},-2 z_{1}+z_{2}+z_{3}+z_{4}, 0, s+z_{2}+z_{5}\right)  \tag{2.78}\\
& \widehat{\xi}^{(3,1)}=\left(s-z_{1}+z_{4}, 0,-z_{1}-z_{2}+z_{4}+z_{5}, 3 s-z_{1}+z_{4}, 0\right) \\
& \widehat{\xi}^{(3,2)}=\left(0, s-z_{2}+z_{5},-z_{1}-z_{2}+z_{4}+z_{5}, 0,3 s-z_{2}+z_{5}\right) .
\end{align*}
$$

Therefore $\left(\widehat{\xi}^{(1,1)}, \widehat{\xi}^{(1,2)}, \widehat{\xi}^{(2,1)}, \widehat{\xi}^{(2,2)}, \widehat{\xi}^{(3,1)}, \widehat{\xi}^{(3,2)}\right)$ is a generating set for $M_{1}$.

On the other hand the rows of

$$
\left(\begin{array}{ccc|cc}
z_{1} & 0 & 0 & 0 & 0  \tag{2.79}\\
0 & z_{2} & 0 & 0 & 0 \\
0 & 0 & z_{3} & 0 & 0 \\
\hline 0 & 0 & 0 & 1 & 0 \\
0 & 0 & 0 & 0 & 1
\end{array}\right),
$$

constitute a generating set for $M_{2}$.

Then the module intersection of eq. (2.78) and eq. (2.79)-computed via e.g. SINGULAR ${ }^{13}$ [86]-yields 9 set of polynomials fulfilling both eq. (2.62) and eq. (2.63).

Let us focus on one set of the obtained polynomials

$$
\begin{equation*}
\left(0, z_{2}^{2}+z_{1} z_{2}-z_{4} z_{2}-z_{5} z_{2},-s z_{3}+z_{2} z_{3}-z_{5} z_{3}, 0,-s z_{5}-s z_{1}+2 s z_{2}+s z_{3}-z_{5}^{2}+z_{1} z_{5}+z_{2} z_{5}-z_{4} z_{5}\right) \tag{2.80}
\end{equation*}
$$

the corresponding IBPs identity, for the explicit choice $\left(a_{1}, a_{2}, a_{3}, a_{4}, a_{5}\right)=(1,1,1,0,0)$ reads ${ }^{14}$

$$
\begin{equation*}
\frac{d-2}{2}\left(-s I_{1,1,1,0,0}+I_{0,1,1,0,0}+2 I_{1,0,1,0,0}-I_{1,1,1,-1,0}-2 I_{1,1,1,0,-1}\right)=0 \tag{2.81}
\end{equation*}
$$

No square denominator appears. Eq. (2.81) is verified with LiteRed.

## 2.6

## Differential equations for Feynman Integrals: momentum space

Once a minimal set of MIs for a given integral family has been identified, we are left with the problem of its evaluation. Roughly speaking we can group the various possible strategies into two categories, direct and indirect methods. With direct methods we mean all those approaches which aim at attacking each MI individually, numerically or analytically, often exploiting their deep mathematical structures and benefiting from advanced tools such as polynomial reduction and linear reducibility [87], along with the implementations in HyperInt [88], tropocial integration [89], sector decomposition [90, 91] and its public implementations SECTOR_DECOMPOSITION [91], Fiesta [92] and pySecDec [93], just to mention a few.
On contrary, by indirect methods we refer to the idea of solving (analytically or numerically) some (cleverly built) functional relations obeyed by MIs; dimensional recurrence relations [94, 52], see also the implementations SummerTime [95] and Dream [96], difference equations [10, 97, 98, 99, 100] and differential equations [101, 12, 13]-see also [64, 102, 103, 44, 45] for comprehensive and detailed reviews. In this work we consider the method of differential equations; we summarize the main ideas behind it hereafter.

[^8]Let us start with integrals expressed in momentum space eq. (2.3). We assume that a set-or, better in this context, a vector-of MIs has been identified; we denote it with $\mathbf{J}=\left(\mathcal{J}_{1}, \ldots, \mathcal{J}_{\nu}\right)$. We regard (each entry in) this vector as a function of the internal masses or kinematic invariants, collectively denoted by $\mathbf{y}$, so $\mathbf{J} \rightsquigarrow \mathbf{J}(\mathbf{y})$.

We can then differentiate (under the integral sign) each $\mathcal{J}_{i}$ w.r.t. a given $y_{k} \in \mathbf{y}$. The result of this operation will be a linear combination of integrals belonging to the integral family (the action of the derivative is straightforward if we are differentiating w.r.t. any internal mass; in the case of kinematic invariants we have just to rewrite the differential operator in terms of derivative w.r.t. external momenta via the chain rule). Nevertheless we can just IBPs-reduce the above mentioned combination of integrals onto MIs. So far we have

$$
\begin{align*}
\partial_{y_{k}} \mathcal{J}_{i}(\mathbf{y}) & =\sum_{i} c_{i}(\mathbf{y}) I_{i}(\mathbf{y}) \\
& \stackrel{\mathrm{IBPs}}{=} \sum_{j=1}^{\nu} \hat{\boldsymbol{\Omega}}_{y, i j}(\mathbf{y}) \mathcal{J}_{j}(\mathbf{y}) . \tag{2.82}
\end{align*}
$$

Iterating the procedure for all the MIs, we will obtain a system of differential equations

$$
\begin{equation*}
\partial_{y} \mathbf{J}(\mathbf{y})=\hat{\boldsymbol{\Omega}}_{y}(\mathbf{y}) \cdot \mathbf{J}(\mathbf{y}) . \tag{2.83}
\end{equation*}
$$

Repeating it for all the ys, we obtain a system of partial differential equations which we can cast in the compact form

$$
\begin{equation*}
d_{\mathbf{y}} \mathbf{J}(\mathbf{y})=\boldsymbol{\Omega}(\mathbf{y}) \cdot \mathbf{J}(\mathbf{y}) \tag{2.84}
\end{equation*}
$$

where

$$
\begin{equation*}
d_{\mathbf{y}}(\bullet)=\sum_{y_{k} \in \mathbf{y}} \partial_{y_{k}}(\bullet) d y_{k} \quad \text { and } \quad \boldsymbol{\Omega}(\mathbf{y})=\sum_{y_{k} \in \mathbf{y}} \hat{\boldsymbol{\Omega}}_{y_{k}}(\mathbf{y}) d y_{k} . \tag{2.85}
\end{equation*}
$$

Eq. (2.84) deserves some comments. First of all, organizing the vector $\mathbf{J}(\mathbf{y})$ from the simplest integral to the most complicated one-according to the ordering introduced in the Laporta algorithm-it is clear that the resulting system eq. (2.84) is lower block triangular. This is expected since $\partial_{y}(\bullet)$ cannot produce any new denominator w.r.t. the set already present in the MI it is acting on.

It turns out that not all the differential operators $\partial_{y}(\bullet)$ are independent. Let us focus on any given MI, say $\mathcal{J}(\mathbf{y})=\mathcal{J}_{(r, s)}(\mathbf{y})^{15}$; rescaling all the masses and all the external momenta according to $(p, m) \rightarrow(\lambda p, \lambda m)$ (which means $\mathbf{y} \rightarrow \lambda^{2} \mathbf{y}$ ), the integral representation eq. (2.3) reveals that $\mathcal{J}_{(r, s)}(\mathbf{y})$ is an homogeneous function of degree $\frac{\ell d}{2}-r+s$, i.e.

$$
\begin{equation*}
\mathbf{y} \rightarrow \lambda^{2} \mathbf{y} \quad \Longrightarrow \quad \mathcal{J}_{(r, s)}(\mathbf{y}) \rightarrow\left(\lambda^{2}\right)^{\frac{\ell d}{2}-r-s} \mathcal{J}_{(r, s)}(\mathbf{y}) \tag{2.86}
\end{equation*}
$$

[^9]Then, a theorem by Euler on homogenous functions guarantees that

$$
\begin{equation*}
\sum_{y_{i} \in \mathbf{y}} y_{i} \partial_{y_{i}} \mathcal{J}_{(r, s)}(\mathbf{y})=\left(\frac{\ell d}{2}-r+s\right) \mathcal{J}_{(r, s)}(\mathbf{y}) \tag{2.87}
\end{equation*}
$$

Eq. (2.87) tells us precisely that not all the differential operators are independent.

We can consider the matrix-valued version of eq. (2.87), which reads

$$
\begin{equation*}
\sum_{y_{i} \in \mathbf{y}} y_{i} \partial_{y_{i}} \mathbf{J}(\mathbf{y})=\sum_{y_{i} \in \mathbf{y}} y_{i} \hat{\boldsymbol{\Omega}}_{y_{i}}(\mathbf{y}) \cdot \mathbf{J}(\mathbf{y})=\operatorname{Diag}\left(\frac{\ell d}{2}-r_{1}+s_{1}, \ldots, \frac{\ell d}{2}-r_{\nu}+s_{\nu}\right) \cdot \mathbf{J}(\mathbf{y}) \tag{2.88}
\end{equation*}
$$

Eq. (2.88) represents a non trivial relations for the various $\hat{\boldsymbol{\Omega}}_{y}(\mathbf{y})$, and, in practice, it serves as a non trivial check on their correctness. Moreover eq. (2.88) implies that differential equations are trivial in the case of single scale problems ${ }^{16}$.

Furthermore the system eq. (2.84) satisfies integrability condition, i.e. $d_{\mathbf{y}}^{2} \mathbf{J}(\mathbf{y})=0$, which implies

$$
\begin{equation*}
d_{\mathbf{y}} \boldsymbol{\Omega}(\mathbf{y})=\boldsymbol{\Omega}(\mathbf{y}) \wedge \boldsymbol{\Omega}(\mathbf{y}) \tag{2.89}
\end{equation*}
$$

Once again, eq. (2.89) gives non-trivial checks in practical examples.

In view of the previous discussion, we will work with a set of rescaled adimensional variables $\mathbf{x}=\left\{x_{1}, \ldots, x_{n-1}\right\}$ with $x_{i-1}=\frac{y_{i}}{y_{1}}$ for $2 \leq i \leq n$. All the complicated functional dependence of the MIs is encoded in those variables; the dependence on $y_{1}$ is in fact trivial-it is the only dimensionful variable left-and is dictated by simple dimensional analysis.

Example. The half massive bubble. Let us consider the integral family defined by the following graph

the denominators are chose as

$$
\begin{equation*}
D_{1}=\left(k_{1}+p_{1}\right)^{2}, \quad D_{2}=k_{1}^{2}-m^{2} \tag{2.91}
\end{equation*}
$$

with $p_{1}^{2}=s$ (the internal mass is denoted in blue).
Comparing with the main text we have $\mathbf{y}=\left(m^{2}, s\right)$; from now on we will drop the the dependence on $\left(m^{2}, s\right)$ for ease of notation.
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Let us consider the set of MIs given by

$$
\begin{equation*}
\mathbf{J}=\left(\mathcal{J}_{1}, \mathcal{J}_{2}\right)=(\square, \tag{2.92}
\end{equation*}
$$

It is instructive to consider the action of $\partial_{m^{2}}(\bullet)$ and $\partial_{s}(\bullet)$ separately on each element in eq. (2.92).

We clearly have

$$
\begin{align*}
& \partial_{m^{2}} \mathcal{J}_{1}=I_{0,2} \stackrel{\text { IBPs }}{=} \frac{d-2}{m^{2}} \mathcal{J}_{1}, \\
& \partial_{m^{2}} \mathcal{J}_{2}=I_{1,2} \stackrel{\text { IBPs }}{=}-\frac{d-2}{m^{2}\left(m^{2}-s\right)} \mathcal{J}_{1}+\frac{d-3}{m^{2}-s} \mathcal{J}_{2} . \tag{2.93}
\end{align*}
$$

In order to consider the action of $\partial_{s}(\bullet)$ we have just to apply the chain rule $\partial_{s}(\bullet)=\frac{1}{2 s} p^{\mu} \partial_{p^{\mu}}(\bullet)$; we obtain ${ }^{17}$

$$
\begin{align*}
\partial_{s} \mathcal{J}_{1} & =0 \\
\partial_{s} \mathcal{J}_{2} & =\frac{1}{2 s}\left(I_{2,0}-I_{1,1}+\left(m^{2}-s\right) I_{2,1}\right)  \tag{2.94}\\
& \stackrel{\text { IBPs }}{=} \frac{d-2}{2\left(m^{2}-s\right) s} \mathcal{J}_{1}-\frac{(d-4) s+(d-2) m^{2}}{m^{2}-s} \mathcal{J}_{2} .
\end{align*}
$$

Putting in matrix form we have

$$
\hat{\boldsymbol{\Omega}}_{m^{2}}=\left(\begin{array}{cc}
\frac{d-2}{2 m^{2}} & 0  \tag{2.95}\\
-\frac{d-2}{2 m^{2}\left(m^{2}-s\right)} & \frac{d-3}{m^{2}-s}
\end{array}\right), \quad \hat{\boldsymbol{\Omega}}_{s}=\left(\begin{array}{cc}
0 & 0 \\
\frac{d-2}{2 s\left(m^{2}-s\right)} & \frac{(d-2) m^{2}+(d-4) s}{2 s\left(s-m^{2}\right)}
\end{array}\right) .
$$

These matrices satisfy the relation

$$
\begin{equation*}
m^{2} \hat{\boldsymbol{\Omega}}_{m^{2}}+s \hat{\boldsymbol{\Omega}}_{s}=\operatorname{Diag}\left(\frac{d}{2}-1, \frac{d}{2}-2\right) \tag{2.96}
\end{equation*}
$$

as they should.

Finally, we can verify the the matrices satisfy the explicit integrability condition

$$
\begin{equation*}
\partial_{s} \hat{\boldsymbol{\Omega}}_{m^{2}}-\partial_{m^{2}} \hat{\boldsymbol{\Omega}}_{s}-\left[\hat{\boldsymbol{\Omega}}_{s}, \hat{\boldsymbol{\Omega}}_{m^{2}}\right]=0 . \tag{2.97}
\end{equation*}
$$

Eq. (2.84) does not exhaust all the inputs needed in order to determine the actual expressions of the MIs. As usual, when dealing with differential equations, we need also an information about the initial conditions or, better, boundary constants. Differential equations for MIs are no different in this respect: we need to determine the boundary values, say $\mathbf{J}_{0}$, so that the

[^11]general solution of eq. (2.84) represents the actual expression of the MIs we are aiming to.
On practical calculations, the set of constant $\mathbf{J}_{0}=\left(\mathcal{J}_{0,1}, \ldots, \mathcal{J}_{0, \nu}\right)$ can be determined, for example, requiring that the solution of eq. (2.84) matches the values of the MIs in some particular kinematic limits, where the asymptotic behaviour of the MIs can be obtained by other methods-e.g. Expansion by Regions [107]. Nevertheless it is worth stressing that, often, some general considerations such as the expected regularity of MIs in some limits, or the analysis of the differential equation around singular points, provide enough information in order to fix the boundary constants.

All our considerations so far are valid for both numerical and analytic strategies aiming to solve eq. (2.84). Purely numerical approaches $[108,109,110,111]$ and semi-analytic ones [112, 113] together with the implementations $\operatorname{DiffExp}$ [114], SeaSide [115] and AMFlow [116] were $^{\text {a }}$ proven to be extremely effective and powerful in several cutting-edge examples-see e.g. recent works [117, 118, 119, 120, 121].

We discuss here the analytic solution of eq. (2.84), and we tailor the discussion to this approach. First of all we are almost always just interested in the $\epsilon$-expansion of the MIs, say

$$
\begin{equation*}
\mathcal{J}_{i}(\mathbf{x}, \epsilon)=\sum_{k=\text { Min }}^{\operatorname{Max}} \mathcal{J}_{i, k}(\mathbf{x}) \epsilon^{k}, \quad 1 \leq i \leq \nu, \tag{2.98}
\end{equation*}
$$

where (usually)

$$
\begin{equation*}
\epsilon=\frac{4-d}{2} . \tag{2.99}
\end{equation*}
$$

This means that we have just to determine the unknowns in eq. (2.98), without solving the differential equations in full generality.
Moreover, a strategy for solving eq. (2.84) should certainly exploit its lower block triangular structure. Roughly speaking we can start from the simplest block, which, once solved, become the known, non-homogeneous, term of the next-to-simplest block. The next-to-simplest block can in fact be split into an homogeneous and a non-homogeneous part and can be solved via Euler variations of constant. Iterating the procedure bottom-up, we arrive to the final block. In the case of more than one MIs in a given block we are forced to consider a system of coupled differential equations, which can always be cast into a single higher order differential equation. On a mathematical ground, no general technique is known in order to obtain a solutions of an (homogeneous) higher order differential equation and we have to rely on guessing or intuition. Nevertheless, for the case of FIs, it was shown that maximal cut of a given MI represents the solution of the corresponding homogeneous differential equation [21, 122, 123, 58, 124]. We refer the reader to [64] for the details and many worked out examples of the procedure sketched here.

It turns out that this iterative procedure can be by-passed, and the system can be solved "all at once", in a more "algebraic" way. In order to explain how this can be done, we need some preliminary considerations.

### 2.6.1

## Canonical Form

It should be clear that the basis of MIs for a given problem is by no means unique. Let us consider the (perhaps most) simple integral family ${ }^{1819}$ :

with

$$
\begin{equation*}
D_{1}=k_{1}^{2}, \quad D_{2}=\left(k_{1}+p_{1}\right)^{2} . \tag{2.101}
\end{equation*}
$$

and $p_{1}^{2}=s$. The integral family we are considering has just 1 MIs; eq. (2.100) is simple enough that the integration can be performed analytically for arbitrary integers ( $a_{1}, a_{2}$ ), obtaining

$$
\begin{equation*}
I_{a_{1}, a_{2}}=(-1)^{a_{1}+a_{2}}(-s)^{2-a_{1}-a_{2}-\epsilon} \frac{\Gamma\left(a_{1}+a_{2}-2+\epsilon\right)}{\Gamma\left(a_{1}\right) \Gamma\left(a_{2}\right)} \frac{\Gamma\left(2-a_{1}-\epsilon\right) \Gamma\left(2-a_{2}-\epsilon\right)}{\Gamma\left(4-a_{1}-a_{2}-2 \epsilon\right)} . \tag{2.102}
\end{equation*}
$$

We can use eq. (2.102) and sample over ( $a_{1}, a_{2}$ ); each choice would correspond to a valid MI. First, let us consider the standard

$$
\begin{align*}
I_{1,1} & =\frac{1}{\epsilon}+(2-\log (-s))+\epsilon\left(\frac{1}{2} \log ^{2}(-s)-2 \log (-s)-\frac{\pi^{2}}{12}+4\right) \\
& +\epsilon^{2}\left(-\frac{1}{6} \log ^{3}(-s)+\log ^{2}(-s)+\frac{1}{12}\left(\pi^{2}-48\right) \log (-s)-\frac{7 \zeta(3)}{3}-\frac{\pi^{2}}{6}+8\right)+O\left(\epsilon^{3}\right) \tag{2.103}
\end{align*}
$$

and compare with the (at the moment) artificial choice

$$
\begin{align*}
(-s) \epsilon I_{2,1} & =1-\epsilon \log (-s)+\frac{\epsilon^{2}}{12}\left(6 \log ^{2}(-s)-\pi^{2}\right)  \tag{2.104}\\
& +\frac{\epsilon^{3}}{12}\left(-2 \log ^{3}(-s)+\pi^{2} \log (-s)-28 \zeta(3)\right)+O\left(\epsilon^{4}\right)
\end{align*}
$$

The last equation is not only very compact, but it is also organized in a very neat and precise way. Let us attribute a weight to the various terms appearing in eqs. (2.103, 2.104). We assign weight 0 to all rational numbers and rational functions of the kinematics, weight 1 to $\log (-s)$

[^12]and to $\pi$ and weight $n$ to $\zeta_{n}$. Moreover we consider that the weight of a product is the sum of the weight of its factors (e.g. the weight of $\pi \log (-s)$ is the same as the one of $\log ^{2}(-s)$, and is equal to 2 ). Assigning then weight -1 to $\epsilon$, we notice that each term in eq. (2.104) has weight 0 , and so we will refer to it as an expression of uniform weight 0 . Evidently eq. (2.103) is not of uniform weight. Therefore, in general, finding a basis of MIs such that the integrated expression is of uniform weight 0 seems desirable.
This simple analysis suggests that it should be possible to choose a suitable basis of MIs, such that a structure like the one in eq. (2.104) naturally emerges from the differential equation itself. An even more striking fact is that, provided this basis is found, not only the final result is very elegant but also the integration procedure is-to some extent-trivialized.

A remarkable observation was presented in [14]. In this work it was proposed to consider a carefully chosen set of MIs, say $\mathbf{I}(\mathbf{x}, \epsilon)$-in general not the set dictated by the Laporta orderingsuch that the resulting system of differential equations is cast in the so-called canonical form (and the corresponding set of MIs $\mathbf{I}(x, \epsilon)$ is referred to as canonical basis)

$$
\begin{equation*}
d_{\mathbf{x}} \mathbf{I}(\mathbf{x}, \epsilon)=\epsilon \boldsymbol{\Omega}_{\mathrm{c}}(\mathbf{x}) \mathbf{I}(\mathbf{x}, \epsilon), \quad \boldsymbol{\Omega}_{\mathrm{c}}(\mathbf{x})=\sum_{\eta_{i} \in \mathcal{A}} \mathbb{M}_{\eta_{i}} d \log \left(\eta_{i}(\mathbf{x})\right) \tag{2.105}
\end{equation*}
$$

In eq. (2.105) the regulator $\epsilon$ is factorized from the kinematics. The matrices $M_{\eta}$ contained only rational numbers, while the set of $d \log$ forms are referred to as letters, and their union $\mathcal{A}$ is the alphabet. This implies, for example, that each of the term in eq. (2.89) is vanishing independently (since the lhs is proportional to $\epsilon$, while the r.h.s. is proportional to $\epsilon^{2}$ )

$$
\begin{equation*}
d_{\mathbf{x}} \boldsymbol{\Omega}_{\mathrm{c}}(\mathbf{x})=0, \quad \boldsymbol{\Omega}_{\mathrm{c}}(\mathbf{x}) \wedge \boldsymbol{\Omega}_{\mathrm{c}}(\mathbf{x})=0 \tag{2.106}
\end{equation*}
$$

Eq. (2.105) can be solved very elegant, convenient and somehow compact way. For the sake of clarity, let us specify the discussion to the case of a single variable $x$.
Let us assume that the boundary vector is represented by $\left.\mathbf{I}(x, \epsilon)\right|_{x \rightarrow 0}=\mathbf{I}_{0}(\epsilon)$. Then the solution of eq. (2.105) (with $\mathrm{x} \rightarrow x$ ) is

$$
\begin{equation*}
\mathbf{I}(x, \epsilon)=\mathcal{P} \exp \left(\epsilon \int_{0}^{x} \hat{\boldsymbol{\Omega}}_{\mathrm{c}}(t) d t\right) \mathbf{I}_{0}(\epsilon) \tag{2.107}
\end{equation*}
$$

where the path order exponential $\mathcal{P} \exp (\bullet)$ appeared, and its first few terms read

$$
\begin{equation*}
\mathcal{P} \exp \left(\epsilon \int_{0}^{x} \hat{\boldsymbol{\Omega}}_{\mathrm{c}}(t) d t\right)=\mathbb{1}+\epsilon \int_{0}^{x} \hat{\boldsymbol{\Omega}}_{\mathrm{c}}\left(t_{1}\right) d t_{1}+\epsilon^{2} \int_{0}^{x} \hat{\boldsymbol{\Omega}}_{\mathrm{c}}\left(t_{2}\right) d t_{2} \int_{0}^{t_{2}} \hat{\boldsymbol{\Omega}}_{\mathrm{c}}\left(t_{1}\right) d t_{2}+\mathcal{O}\left(\epsilon^{3}\right) . \tag{2.108}
\end{equation*}
$$

We can see that the canonical form offers a clear way to truncate the $\epsilon$ expansion of eq. (2.108), and the integrated expression resemble closely eq. (2.104).
In fact, in the case in which all the arguments of the the $d \log$ form are rational functions of $x$, then eq. (2.108) evaluates to a particular class of functions known as Generalized Polylogarithms
$(\text { GPLs })^{20}[20]\left(\log (\bullet), \log ^{2}(\bullet)\right.$ being just special cases). The mathematical aspects of these functions are very well studied and understood and can bee implement in computer codes, such as HPL [131, 132], the Maple implementation[133] and PolyLogTools [134]. Moreover, several efficient numerical routines are available for their evaluation, such us the implementation in hplog [135], GiNaC [136], Chaplin [137], the one of [138], HandyG [139] , FastGPL [140]. We briefly review hereafter some of their properties.

Nevertheless, before doing so, we pause for a comment. We may wonder why (and how) we could ever face arguments of dlogs which are not rational functions. After all differential equations are derived through operations which manifestly involve only rational functions (differentiation, reduction to MIs via Laporta algorithm). The obvious solution to this puzzle is that the canonical basis is related to standard set of MIs (e.g. the one dictated by Laporta criterion) via

$$
\begin{equation*}
\mathbf{I}(x, \epsilon)=\mathbf{B}(x, \epsilon) \mathbf{J}(x, \epsilon), \quad \mathbf{B}(x, \epsilon) \rightsquigarrow \text { algebraic function of } x, \tag{2.109}
\end{equation*}
$$

and the entries of $\mathbf{B}(x, \epsilon)$ are algebraic functions (i.e. they are not forced to be rational, and the may contain e.g. square roots).
Finding a suitable change of variable(s) which rationalizes simultaneously all the square roots is, in general, a very non-trivial problem-nowadays we have at our disposal the software RAtionalizeRoots [141, 142] dedicated to this task. If the arguments are not explicitly rational, then it is not guaranteed that eq. (2.108) (and, in general, iterated integrals) can be expressed in terms of GPLs, see [143] for an explicit counterexample. Let us also stress that eq. (2.105) is not guaranteed to exist for generic FIs. So the situation we will discuss is not the most generic possible set-up; though we are still able to cover a pletora of interesting examples.

GPLs can be introduced in the following recursive way

$$
\begin{equation*}
G\left(a_{1}, \ldots, a_{n} ; x\right)=\int_{0}^{x} \frac{d t}{t-a_{1}} G\left(a_{2}, \ldots, a_{n} ; x\right), \quad\left(a_{n} \neq 0\right), \tag{2.110}
\end{equation*}
$$

where the various $a_{i}$, often referred to as weights, are elements in $\mathbb{C}$ and

$$
\begin{equation*}
G(; x)=1 . \tag{2.111}
\end{equation*}
$$

In the case the rightmost index is $a_{n}=0$, we may be worried about a severe divergence at 0 ; this is indeed correct, nevertheless we define

$$
\begin{equation*}
G(\underbrace{0, \ldots, 0}_{n \text { times }} ; x) \equiv \frac{1}{n!} \log ^{n}(x) . \tag{2.112}
\end{equation*}
$$

[^13]We will often employ a vector-like notation, where e.g. $\mathbf{a}=\left(a_{1}, \ldots, a_{n}\right)^{21}$.
The products of two GPLs (with same argument) is controlled by the so-called shuffle relations

$$
\begin{equation*}
G(\mathbf{a} ; x) G(\mathbf{b} ; x)=\sum_{\mathbf{c} \in \mathbf{a} \amalg \mathbf{b}} G(\mathbf{c} ; x), \tag{2.113}
\end{equation*}
$$

where $\mathbf{a} \sqcup \mathbf{b}$ denotes all the possible lists obtained by joining $\mathbf{a}$ and $\mathbf{b}$, without modifying the relative order among the elements of $\mathbf{a}$ and the ones of $\mathbf{b}^{22}$. They are invariant under rescaling, i.e. given that $\lambda \in \mathbb{C} \backslash\{0\}$

$$
\begin{equation*}
G(\mathbf{a} ; x)=G(\lambda \mathbf{a} ; \lambda x), \quad \text { provided } a_{n} \neq 0 . \tag{2.114}
\end{equation*}
$$

Much more than this is known about GPLs; for example they can be equipped with additional structure like the coproduct and the symbol map, and it is known that they form an Hopf algebra; see e.g. $[144,126]$ and references therein. Such a variety of tools is useful also in practice, in order to study discontinuities of GPLs, derivatives w.r.t. their weights and in order to capture the-otherwise mysterious-complicated functional identities they satisfy.

### 2.6.2

## Canonical basis via Magnus/Dyson Exponential

In the previous discussion we just assumed that a canonical form exists and it is possible to cast the system in this form. Clearly this is a non trivial task. We discuss now a possible strategy, presented for the first time in [145], in order to cast the system in such a from. We will dub this approach as the Magnus / Dyson exponential [146, 147]. Over the years other techniques appeared in order to reach the canonical form; for example, let us mention the analysis basis on the leading singularity of the integral, see e.g. [102] and the package DlogBasis [148], various implementation of the strategy of [149], namely Fuchsia [150], epsilon [151] and Libra [152], the programs CANONICA [153, 154] and Initial [155], and the intersection theory-based method [38].

First of all it is instructive to consider a generic change of basis of MIs

$$
\begin{equation*}
\mathbf{J}(x, \epsilon)=\mathbf{B}(x, \epsilon) \mathbf{F}(x, \epsilon), \quad \mathbf{B}(x, \epsilon) \rightsquigarrow \text { invertible, } \tag{2.115}
\end{equation*}
$$

[^14]and so e.g. $\left(b_{2}, b_{1}, a_{1}\right) \notin \mathbf{a} \sqcup \mathbf{b}$ since the order among $b_{1}$ and $b_{2}$ is not respected.

### 2.6. DIFFERENTIAL EQUATIONS FOR FEYNMAN INTEGRALS: MOMENTUM SPACE

and observe that eq. (2.84), for the new basis reads

$$
\begin{equation*}
d_{x} \mathbf{F}(x, \epsilon)=\mathbf{B}^{-1}(x, \epsilon) \cdot\left(\boldsymbol{\Omega}(x, \epsilon) \cdot \mathbf{B}(x, \epsilon)-d_{x} \mathbf{B}(x, \epsilon)\right) \cdot \mathbf{F}(x, \epsilon) . \tag{2.116}
\end{equation*}
$$

Our starting point is that-essentially by trial-and-error and experience-it is possible to choose a basis of MIs, say $\mathbf{F}(x, \epsilon)$ such that the system is linear in $\epsilon$, i.e.

$$
\begin{equation*}
d_{x} \mathbf{F}(x, \epsilon)=\left[\boldsymbol{\Omega}_{x, 0}(x)+\epsilon \boldsymbol{\Omega}_{x, 1}(x)\right] \cdot \mathbf{F}(x, \epsilon) . \tag{2.117}
\end{equation*}
$$

Therefore (cf. eq. (2.116)) it is sufficient to find a transformation $\mathbf{R}(x)$, with $\mathbf{F}(x, \epsilon)=\mathbf{R}(x) \mathbf{I}(x, \epsilon)$ such that

$$
\begin{equation*}
d_{x} \mathbf{R}(x)=\mathbf{\Omega}_{x, 0}(x) \cdot \mathbf{R}(x) ; \tag{2.118}
\end{equation*}
$$

if this is the case, the system for the new basis $\mathbf{I}(x, \epsilon)$ is $\epsilon$-factorized,

$$
\begin{equation*}
d_{x} \mathbf{I}(x, \epsilon)=\epsilon\left[\mathbf{R}^{-1}(x) \cdot \mathbf{\Omega}_{x, 1}(x) \cdot \mathbf{R}(x)\right] \cdot \mathbf{I}(x, \epsilon) \tag{2.119}
\end{equation*}
$$

in (very) many practical examples eq. (2.119) is not only $\epsilon$-factorized, but also canonical in the sense of eq. (2.105).
Eq. (2.118) is yet another differential equation, and the reader may wonder whether this is another complicated task: fortunately this is not the case in practice. First of all let us observe that eq. (2.118) does not exhibit any dependence on $\epsilon$. Moreover we further assume (this is often the case in practice) that $\hat{\boldsymbol{\Omega}}_{0}(x)$ has the following structure

$$
\begin{equation*}
\hat{\boldsymbol{\Omega}}_{x, 0}(x)=\hat{\mathbf{N}}(x)+\hat{\mathbf{D}}(x), \tag{2.120}
\end{equation*}
$$

where $\hat{\mathbf{D}}(x)$ is a diagonal matrix and $\hat{\mathbf{N}}(x)$ a nilpotent one; to fix the ideas, we assume that it is a strictly lower triangular matrix.
We will solve eq. (2.118) in two steps, or, in other words, we consider a solution of eq. (2.118) of the following form (the notation will be clear in a moment)

$$
\begin{equation*}
\mathbf{R}(x)=\mathbf{R}_{\mathbf{D}}(x) \cdot \mathbf{R}_{\mathbf{N}^{\prime}}(x) ; \tag{2.121}
\end{equation*}
$$

first we look for a transformation $\mathbf{R}_{\mathbf{D}}(x)$ such that

$$
\begin{equation*}
d_{x} \mathbf{R}_{\mathbf{D}}(x)=\mathbf{D}(x) \cdot \mathbf{R}_{\mathbf{D}}(x) \tag{2.122}
\end{equation*}
$$

whose solution reads

$$
\begin{equation*}
\mathbf{R}_{\mathbf{D}}(x)=\exp \int_{0}^{x} d x_{1} \hat{\mathbf{D}}\left(x_{1}\right) \tag{2.123}
\end{equation*}
$$

where the integration in eq. (2.123) has to be understood as an indefinite integration
Plugging the ansatz eq. (2.121), with the explicit solution eq. (2.123), into eq. (2.118) we are left
with the following

$$
\begin{align*}
d_{x} \mathbf{R}_{\mathbf{N}^{\prime}}(x) & =\left[\mathbf{R}_{\mathbf{D}}^{-1}(x) \cdot \mathbf{N}(x) \cdot \mathbf{R}_{\mathbf{D}}(x)\right] \cdot \mathbf{R}_{\mathbf{N}}(x)  \tag{2.124}\\
& =\mathbf{N}^{\prime}(x) \cdot \mathbf{R}_{\mathbf{N}^{\prime}}(x)
\end{align*}
$$

we notice that the matrix appearing in eq (2.124), under our assumptions, strictly lower triangluar.
The formal solution of eq. (2.124) can be expressed in terms of the Dyson series as (this is morally the same as eq. (2.108))

$$
\begin{equation*}
\mathbf{R}_{\mathbf{N}^{\prime}}(x)=\mathbb{1}+\sum_{n=1}^{\infty} \mathscr{D}_{n}\left[\mathbf{N}^{\prime}(x)\right], \tag{2.125}
\end{equation*}
$$

where

$$
\begin{equation*}
\mathscr{D}_{n}\left[\mathbf{N}^{\prime}(x)\right]=\int_{0}^{x} d t_{1} \int_{0}^{t_{1}} d t_{2} \cdots \int_{0}^{t_{n-1}} d t_{n} \hat{\mathbf{N}}^{\prime}\left(t_{1}\right) \cdot \hat{\mathbf{N}}^{\prime}\left(t_{2}\right) \cdots \hat{\mathbf{N}}^{\prime}\left(t_{n}\right) . \tag{2.126}
\end{equation*}
$$

The remarkable fact is that under our assumptions, namely the fact that $\mathbf{N}(x)$ (and $\mathbf{N}^{\prime}(x)$ is strictly lower triangular), eq (2.125) involves just a finite number of terms ( $\mathscr{D}_{n}(\bullet)$ vanishes by construction for $n \geq \nu$ ).

Alternatively, eq. (2.124) can be solved by means of the Magnus exponential

$$
\begin{equation*}
\mathbf{R}_{\mathbf{N}^{\prime}}(x)=\exp \left(\sum_{n=1}^{\infty} \mathcal{M}_{n}\left[\mathbf{N}^{\prime}(x)\right]\right), \tag{2.127}
\end{equation*}
$$

where the various terms in eq. (2.127) are repeated integrals of nested commutators; the first few terms in the series are

$$
\begin{align*}
& \mathcal{M}_{1}\left[\mathbf{N}^{\prime}(x)\right]=\int_{\bullet}^{x} d t_{1} \hat{\mathbf{N}}^{\prime}\left(t_{1}\right), \\
& \left.\mathcal{M}_{2}\left[\mathbf{N}^{\prime}(x)\right]=\frac{1}{2} \int_{\bullet}^{x} d t_{1} \int_{\bullet}^{x_{1}} d t_{2}\left[\hat{\mathbf{N}}^{\prime} t_{1}\right), \hat{\mathbf{N}}^{\prime}\left(t_{2}\right)\right], \\
& \mathcal{M}_{3}\left[\mathbf{N}^{\prime}(x)\right]=\frac{1}{6} \int_{\bullet}^{x} d t_{1} \int_{0}^{t_{1}} d t_{2} \int_{\bullet}^{t_{2}} d t_{3}\left[\hat{\mathbf{N}}^{\prime}\left(t_{1}\right),\left[\hat{\mathbf{N}}^{\prime}\left(t_{2}\right), \hat{\mathbf{N}}^{\prime}\left(t_{3}\right)\right]\right]+\left[\hat{\mathbf{N}}^{\prime}\left(t_{3}\right),\left[\hat{\mathbf{N}}^{\prime}\left(t_{2}\right), \hat{\mathbf{N}}^{\prime}\left(t_{1}\right)\right]\right] . \tag{2.128}
\end{align*}
$$

The mapping between the terms of eq. (2.127) and eq. (2.125) is shown in [145]. Even if for the sake of our presentation we discussed just the single variable case, the procedure discussed here can be applied to systems depending on more variables. After having identified a basis of MIs which fulfills a system of differential equations linear in $\epsilon$ in all the variables, we can apply the transformation in eq. (2.123) one variable at a time (recalling that once we apply a change of basis to a given set of MIs, this propagates everywhere). Once the systems is in the form of eq. (2.124) for all the variables, we solve eq. (2.124) for each variable (again, once we obtain a
given transformation via the Magnus/Dyson exponential, this has to be applied everywhere); see e.g. [156] for details.

Example. The half massive bubble (continued). Let us start from the following basis of MIs


We will consider the dependence on $m^{2}$ and $x=-s / m^{2}$.
Since $m^{2}$ is the only dimensionful quantity, its dependence can be simply predicted by dimensional analysis (or obtained from the scaling relation)

$$
\begin{equation*}
\mathcal{J}_{1} \sim\left(m^{2}\right)^{-\epsilon}, \quad \mathcal{J}_{2} \sim\left(m^{2}\right)^{-1-\epsilon} \tag{2.130}
\end{equation*}
$$

It is useful to work with MIs which has the same $m^{2}$ scaling, and so we consider

$$
\begin{equation*}
\mathbf{J}^{\prime}=(\square), m^{2} \tag{2.131}
\end{equation*}
$$

Furthermore, the analytic evaluation of of $\mathcal{J}_{1}^{\prime}$ can be carried out explicitly, obtaining

$$
\begin{align*}
\mathcal{J}_{1}^{\prime} & =\left(m^{2}\right)^{-\epsilon} \Gamma(\epsilon) \\
& =\frac{1}{\epsilon}-\log \left(m^{2}\right)+\mathcal{O}(\epsilon) \tag{2.132}
\end{align*}
$$

This result is clearly not of uniform weight 0 . We need to consider $\mathcal{J}_{1}^{\prime} \rightarrow \epsilon \mathcal{J}_{1}^{\prime}=\mathcal{J}_{1}^{\prime \prime}$ in order to remove the $1 / \epsilon$ pole. Moreover, we find convenient to slightly modify the integral measure according to

$$
\begin{equation*}
e^{\epsilon \gamma_{E}} \int \frac{d^{d} k}{i \pi^{\frac{d}{2}}} \rightarrow \int \frac{d^{d} k}{i \pi^{\frac{d}{2}}} \cdot \frac{\left(m^{2}\right)^{\epsilon}}{\Gamma(1+\epsilon)} \tag{2.133}
\end{equation*}
$$

With the explicit choice eq. (2.133), then

$$
\begin{equation*}
\epsilon \backsim=1 \tag{2.134}
\end{equation*}
$$

After all these considerations we can finally move to study the dependence of the MIs w.r.t. the variable $x$, which is the non-trivial one.
According to what we said so far, the basis of MIs is

$$
\begin{equation*}
\mathbf{J}^{\prime \prime}=\left(\epsilon, m^{2}\right. \tag{2.135}
\end{equation*}
$$

and the corresponding differential equation is controlled by

$$
\hat{\boldsymbol{\Omega}}_{x}=\left(\begin{array}{cc}
0 & 0  \tag{2.136}\\
-\frac{1}{x(x+1)} & -\frac{1}{x}-\frac{(x-1) \epsilon}{x(x+1)}
\end{array}\right) .
$$

Eq. (2.136) is linear in $\epsilon$; we could naively think that this is a good starting point for the Magnus/Dyson algorithm. However, as a general rule, it is convenient to have as many elements as possible proportional to $\epsilon$, or, equivalently, to have a kernel $\hat{\boldsymbol{\Omega}}_{0}$ with as many 0 s has possible, in order to have a better convergence of eq. (2.125). In the case at hand, this is achieved rescaling also the second MIs by $\epsilon$, that is to say considering

$$
\begin{equation*}
\mathbf{F}=\left(\epsilon \square, \epsilon m^{2} \longrightarrow\right) ; \tag{2.137}
\end{equation*}
$$

the corresponding system of differential equations is controlled by

$$
\hat{\boldsymbol{\Omega}}_{x}=\hat{\boldsymbol{\Omega}}_{x, 0}+\epsilon \hat{\boldsymbol{\Omega}}_{x, 1}=\left(\begin{array}{cc}
0 & 0  \tag{2.138}\\
0 & -\frac{1}{x}
\end{array}\right)+\epsilon\left(\begin{array}{cc}
0 & 0 \\
-\frac{1}{x(x+1)} & -\frac{x-1}{x(x+1)}
\end{array}\right) .
$$

So, in this case

$$
\hat{\boldsymbol{\Omega}}_{x, 0}=\mathbf{D}=\left(\begin{array}{cc}
0 & 0  \tag{2.139}\\
0 & -\frac{1}{x}
\end{array}\right) .
$$

Therefore the desired rotation simply reads

$$
\mathbf{R}=\mathbf{R}_{\mathbf{D}}=\left(\begin{array}{cc}
1 & 0  \tag{2.140}\\
0 & \frac{1}{x}
\end{array}\right)
$$

The resulting transformed matrix is

$$
\begin{equation*}
\boldsymbol{\Omega}_{\mathrm{c}}=\epsilon\left(d \log (x) \mathbb{M}_{1}+d \log (1+x) \mathbb{M}_{2}\right), \tag{2.141}
\end{equation*}
$$

with

$$
M_{1}=\left(\begin{array}{ll}
0 & 0  \tag{2.142}\\
0 & 1
\end{array}\right), \quad M_{2}=\left(\begin{array}{cc}
0 & 0 \\
-1 & -2
\end{array}\right)
$$

Unfolding everything back, we find that the following basis of MIs is canonical (going back to the physical variables $\left(s, m^{2}\right)$ )

$$
\begin{equation*}
\mathbf{I}=(\epsilon \backsim,(-s) \epsilon \cdots) . \tag{2.143}
\end{equation*}
$$

## 2.7

## Differential Equations for Feynman Integrals: Baikov representation

As we have done in the case of IBPs, it is interesting to briefly explore differential equations fulfilled by MIs, working with Baikov representation [58, 60].
The general strategy is the one outlined above: namely acting with a differential operator $\partial_{y}(\bullet)$ on a certain MI, and reduce the resulting combination of FIs back in terms of MIs. Dealing with Baikov representation, the action of $\partial_{y}(\bullet)$ is-to some extent-non trivial.

In order the fix the ideas, we focus on the dependence on a single variable $y$.
Therefore we consider the action of $\partial_{y}(\bullet)$ on a certain MI, say

$$
\begin{equation*}
\mathcal{J}=I_{a_{1}, a_{2}, \ldots, a_{n}} \sim\left(\mathbf{G}\left(\mathbf{p}_{1}, \ldots, \mathbf{p}_{E}\right)\right)^{\frac{E-d+1}{2}} \int_{\gamma} \mathcal{B}(\mathbf{z})^{\frac{d-\ell-E-1}{2}} \prod_{i=1}^{n} d z_{i} z^{-a_{1}} \quad a_{i} \rightsquigarrow \text { fixed } \tag{2.144}
\end{equation*}
$$

It is important to make explicit the $y$ dependence in the various quantities; in order to do this we introduce for a moment the following notations

$$
\begin{equation*}
\mathbf{G}\left(\mathbf{p}_{1}, \ldots, \mathbf{p}_{E}\right) \rightsquigarrow \mathbf{G}(y), \quad \gamma \rightsquigarrow \gamma(y), \quad \mathcal{B}(\mathbf{z}) \rightsquigarrow \mathcal{B}(\mathbf{z}, y) \tag{2.145}
\end{equation*}
$$

since each of them could, in principle, depend on $y$.
The action of $\partial_{y}(\bullet)$ on $\mathbf{G}(y)$ is trivial; it will just produce a term proportional to the MI itself:

$$
\begin{equation*}
\partial_{y} \mathcal{J} \supset\left(\frac{E-d+1}{2} \frac{\partial_{y} \mathbf{G}(y)}{\mathbf{G}(y)}\right) \mathcal{J} \tag{2.146}
\end{equation*}
$$

The action $\partial_{y}(\bullet)$ on $\gamma(y)$ gives no contribution, since $\mathcal{B}(\partial \gamma)=0$.

The non trivial point is acting with $\partial_{y}(\bullet)$ of $\mathcal{B}(\mathbf{z}, y)$ under the integral sign ${ }^{23}$.
The resulting expression is

$$
\begin{align*}
\partial_{y} \mathcal{J} \supset \int_{\gamma} d \mathbf{z} \frac{\mathcal{B}^{\frac{d-\ell-E-1-2}{2}}}{z_{1}^{a_{1}} \ldots z_{n}^{a_{n}}} \frac{d-\ell-E-1}{2} \partial_{y} \mathcal{B} . & =\int_{\gamma} d \mathbf{z} \frac{\mathcal{B}^{\frac{d-\ell-E-1}{2}}}{z_{1}^{a_{1}} \ldots z_{n}^{a_{n}}} \frac{d-\ell-E-1}{2} \frac{1}{\mathcal{B}} \partial_{y} \mathcal{B} \\
& =\int_{\gamma} d \mathbf{z} \frac{\mathcal{B}^{\frac{d-\ell-E-1}{2}}}{z_{1}^{a_{1}} \ldots z_{n}^{a_{n}}} \frac{d-\ell-E-1}{2} \partial_{y} \log \mathcal{B} \tag{2.147}
\end{align*}
$$

Eq. (2.147) can be interpreted as linear combinations of integrals in ( $d-2$ )-dimensions, which is not what we want.

Once more the issue can be overcome relying on the so-called syzygy equations, and look for

[^15]polynomials $\left(\widehat{\xi}_{1}, \ldots, \widehat{\xi}_{n}, \widehat{\xi}_{B}\right)$ such that [60]
\[

$$
\begin{equation*}
\partial_{y} \mathcal{B}=\sum_{m=1}^{n} \widehat{\xi}_{m} \partial_{m} \mathcal{B}+\widehat{\xi}_{B} \mathcal{B} \tag{2.148}
\end{equation*}
$$

\]

Plugging eq. (2.148) into eq. (2.147) yields

$$
\begin{equation*}
\int_{\gamma} d \mathbf{z} \frac{\mathcal{B}^{\frac{d-\ell-E-1}{2}}}{z_{1}^{a_{1}} \ldots z_{n}^{a_{n}}} \frac{d-\ell-E-1}{2}\left(\sum_{m=1}^{n} \widehat{\xi}_{m} \frac{\partial_{m} \mathcal{B}}{\mathcal{B}}+\widehat{\xi}_{B}\right) \tag{2.149}
\end{equation*}
$$

The blue term gives combination of $d$-dimensional FIs, and so there is no problem with them. The left-over terms can be reorganized as follows

$$
\begin{equation*}
\sum_{m=1}^{n} \int_{\gamma} d \mathbf{z} \frac{\mathcal{B}^{\frac{d-\ell-E-1}{2}}}{z_{1}^{a_{1}} \ldots z_{n}^{a_{n}}} \frac{d-\ell-E-1}{2} \widehat{\xi}_{m} \frac{\partial_{m} \mathcal{B}}{\mathcal{B}}=\sum_{m=1}^{n} \int_{\gamma} d \mathbf{z} \frac{\widehat{\xi}_{m}}{z_{1}^{a_{1}} \ldots z_{n}^{a_{n}}} \partial_{m} \mathcal{B}^{\frac{d-\ell-E-1}{2}} \tag{2.150}
\end{equation*}
$$

finally integrating by parts and neglecting surface terms, we have

$$
\begin{equation*}
\sum_{m=1}^{n} \int_{\gamma} d \mathbf{z} \frac{\widehat{\xi}_{m}}{z_{1}^{a_{1}} \ldots z_{n}^{a_{n}}} \partial_{m} \mathcal{B}^{\frac{d-\ell-E-1}{2}}=-\sum_{m=1}^{n} \int_{\gamma} d \mathbf{z} \mathcal{B}^{\frac{d-\ell-E-1}{2}} \partial_{m}\left(\frac{\widehat{\xi}_{m}}{z_{1}^{a_{1}} \ldots z_{n}^{a_{n}}}\right) \tag{2.151}
\end{equation*}
$$

The r.h.s. is finally written as linear combination of $d$-dimensional FIs.
Therefore we summarize our findings saying that the action of $\partial_{y}(\bullet)$ on any given MIs can be written as linear combination of ( $d$-dimensional) FIs, at the price of solving syzygy equations eq. (2.148). The resulting combination can be rewritten in terms of MIs, as it was done in the standard case.

## Loop Calculus for Dark Matter Models

We discuss in this chapter an application of the method of differential equations for MIs. The context in which these techniques are applied is not the (perhaps) usual perturbative Quantum Chromodynamics (QCD), rather the so called Dark matter leptophillic scenarios. Without any pretension of completeness, we give here an extremely concise introduction to this topic. Our goal in doing so is motivating the type of amplitude that we will then process with multi-loop techniques. We will avoid any sort of phenomenological discussion; we refer to the original work [157] and references therein for such considerations. The integral family under consideration is a three-point 2 loop graph, with different masses in internal and external lines. In parallel to this, we will also consider other auxiliary integrals families (three-point 2 loop graph with equal masses and two-point 2 loop graph with different masses) which emerge in suitable kinematic limits of the previous one. We employ the method of canonical basis, obtained by means of the Magnus/Dyson exponential.

## 3.1

## Physical Model and Form Factors

There is a vast experimental effort devoted to the study of elastic non-relativistic scattering among Dark matter (DM) particles (denoted by $\chi$ ), and nuclei, (say $A$ ): so $\chi A \rightarrow \chi A$; this type of processes goes under the name of direct Dark matter searches; they are complementary to the so called indirect Dark matter searches and Dark matter searches at Collider-see e.g. the review [158]. In the leptophillic scenarios, DM does not interact directly with quarks, and therefore with nuclei. Rather, the DM-SM interaction is mediated via a field $(\phi)$ which couples to leptons ( $l$ ) -and hence the name leptophillic.
Limiting ourselves to a scalar mediator $\left(\phi_{S}\right)$ or a pseudo-scalar mediator $\left(\phi_{P}\right)$, the Lagrangian
describing these models will contain the following terms

$$
\begin{equation*}
-\mathcal{L}_{S} \supset g_{S} \phi_{S} \bar{l} l+g_{\chi} \phi_{S} \Gamma_{\chi}, \quad-\mathcal{L}_{P} \supset i g_{P} \phi_{P} \bar{l} \gamma_{5} \ell+g_{\chi} \phi_{S} \Gamma_{\chi} \tag{3.1}
\end{equation*}
$$

where $\Gamma_{\chi}=\left\{\chi^{\dagger} \chi\right\}$ in the case of scalar DM, and $\Gamma_{\chi}=\left\{\bar{\chi} \chi, \bar{\chi} \gamma_{5} \chi\right\}$ in the case of fermionic DM. Finally, the interaction among leptons and quarks is mediated via photons. Actually, at the energies relevant for experiments, photons cannot access quarks directly, rather we will consider their interactions with nucleons (in other words, the internal structure of nucleons cannot be accessed). The coupling of photons to nucleons is well known and is controlled by the Dirac and Pauli form factors, $F_{1}$ and $F_{2}$ respectively. For the phenomenological scenario considered in [157], the contribution proportional to $F_{2}$ is negligible, and the coupling among photons and nucleons is analogous to the one among photons and quarks, where the only difference is due to the charge-therefore only protons are relevant; see once again [157] for a detailed discussion ${ }^{1}$ Diagrammatically we are lead to the following 2-loop Feynman diagrams ${ }^{2}$ :


Leptons (with mass $m_{l}$ ) are depicted in blue, nucleons (with mass $m_{N}$ ) in red, photons via wiggly lines. The kinematics is $p^{2}=p^{\prime 2}=m_{N}^{2}$ and $q^{2}=\left(p^{\prime}-p\right)^{2}=t$. The corresponding amplitudes is

$$
\begin{equation*}
\mathcal{A}_{S, P}\left(t ; m_{N}, m_{l}\right)=i g_{S, P} Q_{N}^{2} \sum_{l=e, \mu, \tau} Q_{l}^{2}\left(\bar{u}_{N}\left(p^{\prime}\right) \Gamma_{S, P}\left(t ; m_{N}, m_{l}\right) u_{N}(p)\right) \tag{3.3}
\end{equation*}
$$

Some comments are in order. The subscript $\bullet_{S, P}$ denotes either the scalar contribution (in this case we use $\left(\bullet_{S}\right)$ ) or the pseudo-scalar one $\left(\bullet_{P}\right) . Q_{l}=1$ and $Q_{N}=\{1,0\}$, for $N=p, n$ (where $p$ denotes the proton and $n$ the neutron) are the electric charges of lepton and nucleon respectively. Finally, $(e, \mu, \tau)$ stands for electron, muon and tau respectively.
The operator $\Gamma_{S, P}\left(t, m_{N}, m_{l}\right)$ results from the sum of the two diagrams, which give identical

[^16]contributions. Its explicit expression is ${ }^{3}$
\[

$$
\begin{equation*}
\Gamma_{S, P}\left(t ; m_{N}, m_{l}\right)=-32 \pi^{2} \alpha_{\mathrm{em}}^{2} \int \frac{\mathrm{~d}^{4} k_{1}}{(2 \pi)^{4}} \frac{\mathrm{~d}^{4} k_{2}}{(2 \pi)^{4}} \frac{g_{\mu \rho} \gamma^{\rho}\left(k_{2}-m_{N}\right) g_{\nu \sigma} \gamma^{\sigma} \operatorname{Tr}_{S, P}^{\mu \nu}\left(q, k_{1}, k_{2} ; m_{N}, m_{l}\right)}{D_{1} D_{2} D_{3} D_{4} D_{5} D_{6}}, \tag{3.4}
\end{equation*}
$$

\]

where $\alpha_{\mathrm{em}}=e^{2} /(4 \pi)$ and $\operatorname{Tr}_{S, P}^{\mu \nu}$ is the Dirac trace

$$
\begin{equation*}
\operatorname{Tr}_{S, P}^{\mu \nu}\left(q, k_{1}, k_{2} ; m_{N}, m_{l}\right)=\operatorname{Tr}\left\{\left(k_{1}+\not q+m_{l}\right) \Lambda_{S, P}\left(k_{1}+m_{l}\right) \gamma^{\mu}\left(k_{1}+\not k_{2}+\not p^{\prime}+m_{l}\right) \gamma^{\nu}\right\}, \tag{3.5}
\end{equation*}
$$

with $\Lambda_{S}=\mathbb{1}$ and $\Lambda_{P}=\gamma_{5}$. The inverse propagators $D_{i}$ in eq. (3.4) are

$$
\begin{align*}
& D_{1}=k_{1}^{2}-m_{l}^{2}, \quad D_{2}=\left(k_{1}+q\right)^{2}-m_{l}^{2}, \quad D_{3}=k_{2}^{2}-m_{N}^{2}  \tag{3.6}\\
& D_{4}=\left(k_{2}+p\right)^{2}, \quad D_{5}=\left(k_{2}+p^{\prime}\right)^{2}, \quad D_{6}=\left(k_{1}+k_{2}+p^{\prime}\right)^{2}-m_{l}^{2} \tag{3.7}
\end{align*}
$$

From Lorentz invariance, the operators $\Gamma_{S, P}$ must have the form

$$
\begin{align*}
\Gamma_{S, P}\left(t ; m_{N}, m_{l}\right) & =A_{S, P}\left(t ; m_{N}, m_{l}\right) \Lambda_{S, P}+B_{S, P}\left(t ; m_{N}, m_{l}\right)\left(\not p^{\prime}+\not p\right) \Lambda_{S, P}  \tag{3.8}\\
& +C_{S, P}\left(t ; m_{N}, m_{l}\right)\left(\not p^{\prime}-\not p\right) \Lambda_{S, P} .
\end{align*}
$$

Upon using the equations of motions eq. (3.8) can be rewritten as

$$
\begin{gather*}
\mathcal{F}_{S}^{1 b}=A_{S}+2 m_{N} B_{S} \\
\mathcal{F}_{P}^{1 b}=A_{P}+2 m_{N} C_{P} . \tag{3.9}
\end{gather*}
$$

So we have one single form factor in the scalar case, and one in the pseudo-scalar one. $\mathcal{F}_{S, P}^{1 b}$ can be extracted from $\Gamma_{S, P}$ via the following projection

$$
\begin{equation*}
\mathcal{F}_{S, P}^{1 b}\left(t ; m_{N}, m_{\ell}\right)=\frac{1}{2\left(p^{\prime} \pm p\right)^{2}} \operatorname{Tr}\left\{\Lambda_{S, P}\left(\not p \pm m_{N}\right) \Gamma_{S, P}\left(\not p^{\prime} \pm m_{N}\right)\right\} \tag{3.10}
\end{equation*}
$$

where the sign is $(+1)$ for the scalar case $(S)$, and $(-1)$ for the pseudo-scalar $(P)$. Our goal is to compute the expressions for $\mathcal{F}_{S, P}^{1 b}$.

## 3.2

## Scalar Integrals Evaluation

Even if the diagrams in (3.2) are finite, from now on we assume the DR scheme with $d=$ $4-2 \epsilon$. The desired results are then recovered in the $\epsilon \rightarrow 0$ limit. Working in DR ${ }^{4}$ allows us

[^17]to benefit from the techniques described in the previous part of this work, namely IBPs and differential equations for MIs.
In parallel with the integral family associated to (3.2), we consider also an auxiliary integral family with a unique mass dependence, i.e. $m_{l}^{2}=m_{N}^{2}=m^{2}-$ referred to as the equal mass case-and one associated with the soft approximation $q^{\mu} \rightarrow 0$ (corresponding to $t=0$ ). Both these limits are considered ab-initio and, in both cases, the resulting integrals depend on one scale less compared to the original problem; simpler expressions are expected for both MIs and form factors. The auxiliary integral family for the equal mass limit serves as useful check for eq. (3.9), since we could verify that the form factors for the full problem (numerically) agree with the simpler ones, once the limit $m_{N} \rightarrow m_{l}$ is considered. Moreover, the equal mass limit is useful for comparing our results with previous expressions obtained in the literature, offering other important consistency checks. Finally, we mention that the sclar form factor in the soft approximation is of phenomenological interest $[157]^{5}$.

### 3.2.1

Different Mass Integral Family and its Canonical Basis
We consider the integral family associated to the following graph:


The denominators read

$$
\begin{align*}
& D_{1}=k_{1}^{2}-m_{l}^{2}, \quad D_{2}=\left(k_{1}+q\right)^{2}-m_{l}^{2}, \quad D_{3}=k_{2}^{2}-m_{N}^{2},  \tag{3.12}\\
& D_{4}=\left(k_{2}+p\right)^{2},  \tag{3.13}\\
& D_{5}=\left(k_{2}+p^{\prime}\right)^{2}, \quad D_{6}=\left(k_{1}+k_{2}+p^{\prime}\right)^{2}-m_{l}^{2},
\end{align*}
$$

while the ISP is chosen as

$$
\begin{equation*}
D_{7}=\left(k_{1}-p\right)^{2} . \tag{3.14}
\end{equation*}
$$

The kinematics is given by $p^{2}=p^{\prime 2}=m_{N}^{2}$ and $t=\left(p-p^{\prime}\right)^{2}$.

This integral family have been computed originally in [161], in the context of Higgs decay into $\bar{b} b$ pair; we recomputed it separately.

[^18]In this work we employed Reduzez [67] and LiteRed [162]. In this case 20 MIs were identified. Employing the strategy described in section 2.6.2, we obtain the following set of canonical MIs

$$
\begin{array}{ll}
\mathrm{I}_{1}=\epsilon^{2} \mathcal{J}_{1}, & \mathrm{I}_{2}=\epsilon^{2} \mathcal{J}_{2}, \\
\mathrm{I}_{3}=\epsilon^{2} \lambda_{l} \mathcal{J}_{3}, & \mathrm{I}_{4}=-\epsilon^{2} t \mathcal{J}_{4}, \\
\mathrm{I}_{5}=\epsilon^{2}\left(\frac{1}{2}\left(-t+\lambda_{l}\right) \mathcal{J}_{4}+\lambda_{l} \mathcal{J}_{5}\right), & \mathrm{I}_{6}=-\epsilon^{2} t \mathcal{J}_{6}, \\
\mathrm{I}_{7}=\frac{\epsilon^{2} m_{N}^{2}\left(t+\lambda_{l}\right) \rho_{N}}{\left(\lambda_{N}+t\right) \rho_{l}}\left(\mathcal{J}_{7}+2 \mathcal{J}_{8}\right), & \mathrm{I}_{8}=\epsilon^{2} m_{N}^{2} \mathcal{J}_{8}, \\
\mathrm{I}_{9}=\epsilon^{2} \lambda_{l} \mathcal{J}_{9}, & \mathrm{I}_{10}=-\epsilon^{2} t \lambda_{l} \mathcal{J}_{10}, \\
\mathrm{I}_{11}=\epsilon^{3} \lambda_{N} \mathcal{J}_{11}, & \mathrm{I}_{12}=\frac{\epsilon^{2} \lambda_{l}}{4 t}\left(\left(t-\lambda_{N}\right)\left(\mathcal{J}_{4}+2 \mathcal{J}_{5}\right)-4 m_{N}^{2} \lambda_{N} \mathcal{J}_{12}\right), \\
\mathrm{I}_{13}=\epsilon^{3} \lambda_{N} \mathcal{J}_{13}, & \mathrm{I}_{14}=\epsilon^{3}(-1+2 \epsilon) t \mathcal{J}_{14}, \\
\mathrm{I}_{15}=\epsilon^{3} \lambda_{l} \lambda_{N} \mathcal{J}_{15}, & \mathrm{I}_{16}=\epsilon^{3} \lambda_{N} \mathcal{J}_{16}, \\
\mathrm{I}_{17}=\epsilon^{3} \lambda_{N} \mathcal{J}_{17}, & \mathrm{I}_{18}=\frac{\epsilon^{2}}{t}\left(\lambda_{l}\left(-t+\lambda_{N}\right) \mathcal{J}_{9}+\epsilon\left(t-\lambda_{l}\right) \lambda_{N} \mathcal{J}_{17}+(-1+2 \epsilon) \lambda_{l} \lambda_{N} \mathcal{J}_{18}\right), \\
\mathrm{I}_{19}=\frac{\epsilon^{2}}{2 t}\left(t\left(\lambda_{l}-t\right) \mathcal{J}_{3}-2 t m_{l}^{2}\left(\mathcal{J}_{7}+2 \mathcal{J}_{8}\right)+\left(4 t m_{l}^{2}+\lambda_{l}\left(\lambda_{N}-t\right)\right) \mathcal{J}_{9}+\epsilon \frac{4 t^{2} m_{N}^{2}}{\lambda_{N}+t} \mathcal{J}_{16}\right. \\
& \quad+\epsilon\left(\lambda_{N}\left(t-\lambda_{l}\right)-4 t m_{l}^{2}\right) \mathcal{J}_{17} \\
& \left.+(2 \epsilon-1)\left(4 t m_{l}^{2}+\lambda_{l} \lambda_{N}-t^{2}\right) \mathcal{J}_{18}+2 t^{2}\left(m_{l}^{2}-m_{N}^{2}\right) \mathcal{J}_{19}\right), \\
\mathrm{I}_{20}= & -\epsilon^{4} t \lambda_{N} \mathcal{J}_{20} .
\end{array}
$$

where we introduced the following notations

$$
\begin{equation*}
\lambda_{i}=\sqrt{-t} \sqrt{4 m_{i}^{2}-t}, \quad \rho_{i}=\sqrt{\frac{2 m_{i}^{2}-t-\lambda_{i}}{m_{i}^{2}}}, \quad \text { with: } i=N, l . \tag{3.16}
\end{equation*}
$$

and the integrals $\left(\mathcal{J}_{1}, \ldots, \mathcal{J}_{20}\right)$ are depicted in fig. (3.1). The square roots are rationalized by the following change of variables

$$
\begin{equation*}
t=-m_{l}^{2} \frac{\left(1-x^{2}\right)^{2}}{x^{2}}, \quad m_{N}^{2}=m_{l}^{2} \frac{\left(1-x^{2}\right)^{2} y^{2}}{\left(1-y^{2}\right)^{2} x^{2}}, \tag{3.17}
\end{equation*}
$$

where $(x, y)$ are chosen to lay in the following region:

$$
\begin{equation*}
0<x<1 \quad \bigcap \quad 0<y<x . \tag{3.18}
\end{equation*}
$$

This region, in terms of physical variables, corresponds to

$$
\begin{equation*}
t<0 \quad \bigcap 0<m_{N}^{2}<m_{l}^{2}, \tag{3.19}
\end{equation*}
$$



Figure 3.1: MIs for the integral family in fig. (3.11). Dots denote squared propagators.
and the inverse of eq. (3.17) is

$$
\begin{equation*}
x=\frac{1}{2}\left(\sqrt{4-\sigma_{l}}-\sqrt{-\sigma_{l}}\right), \quad y=\frac{1}{2}\left(\sqrt{4-\sigma_{N}}-\sqrt{-\sigma_{N}}\right), \quad \sigma_{l, N}=\frac{t}{m_{l, N}^{2}} \tag{3.20}
\end{equation*}
$$

The same definition of $(x, y)$ holds also for the inverted mass hierarchy: $0<m_{l}^{2}<m_{N}^{2}(t<0)$ and so it can be used for the full kinematic region of our interest.
With the explicit choices in eqs. $(3.15,3.17)$, the (system of) differential equation(s) reads

$$
\begin{equation*}
d \mathbf{I}(x, y, \epsilon)=\epsilon \boldsymbol{\Omega}_{\mathrm{c}}(x, y) \mathbf{I}(x, y, \epsilon), \quad \boldsymbol{\Omega}_{\mathrm{c}}(x, y)=\sum_{i=1}^{12} \mathbb{M}_{i} d \log \left(\eta_{i}(x, y)\right) \tag{3.21}
\end{equation*}
$$

with

$$
\begin{array}{lll}
\eta_{1}(x, y)=x, & \eta_{2}(x, y)=1+x, & \eta_{3}(x, y)=1-x, \\
\eta_{4}(x, y)=1+x^{2}, & \eta_{5}(x, y)=y, & \eta_{6}(x, y)=1+y, \\
\eta_{7}(x, y)=1-y, & \eta_{8}(x, y)=1+y^{2}, & \eta_{9}(x, y)=x+y, \\
\eta_{10}(x, y)=x-y, & \eta_{11}(x, y)=1+x y, & \eta_{12}(x, y)=1-x y .
\end{array}
$$

The solution of eq. (3.21) (with rational alphabet) leads to GPLs.
The boundary constants are determined thanks to the following considerations ${ }^{67}$

- The tadpoles $\mathrm{I}_{1,2}$ and the factorized integral $\mathrm{I}_{6}$ are obtained by direct integration and provided as an external input to the system of differential equations:

$$
\begin{aligned}
& \mathrm{I}_{1}=1, \\
& \mathrm{I}_{2}(x, y, \epsilon)=\left(\frac{\left(1-x^{2}\right)^{2} y^{2}}{\left(1-y^{2}\right)^{2} x^{2}}\right)^{-\epsilon}, \\
& \mathrm{I}_{6}(x, \epsilon)=\left(\frac{\left(1-x^{2}\right)^{2}}{x^{2}}\right)^{-\epsilon}\left(1-\frac{\pi^{2}}{6} \epsilon^{2}-2 \zeta_{3} \epsilon^{3}-\frac{\pi^{4}}{40} \epsilon^{4}+\mathcal{O}(\epsilon)^{5}\right) .
\end{aligned}
$$

- The boundary constants of the integrals $\mathrm{I}_{3,4,5,9,10,11,12,14,16,17,18,19}$ are determined by imposing their regularity at the pseudo-threshold $t \rightarrow 0$. In particular, due to the prefactors that appear in the definition of the canonical MIs in eq. (3.15), $\mathrm{I}_{3,4,5,9,10,14,16,17}$ vanish in this limit. ${ }^{8}$ The same conclusion is inferred for $\mathrm{I}_{11,12,18,19}$, analyzing the differential equation in this limit. $\mathrm{I}_{10}$ results to be vanishing in the $t \rightarrow 0$ limit, due to the faster convergence of the factorized (canonical) massive bubble, with respect to the massless one.
- The boundary constants of $\mathrm{I}_{7,8}$ are determined thanks to the regularity at $m_{N}^{2} \rightarrow 0$; specifically, due to the prefactors in eq. (3.15), these MIs vanish in this limit.
- The boundary constants of $\mathrm{I}_{13,15,20}$ are determined by demanding regularity in the $t \rightarrow$ $4 m_{N}^{2}$ limit. Thanks to the prefactors in eq. (3.15), these MIs vanish in this limit.

[^19]
### 3.2. SCALAR INTEGRALS EVALUATION

### 3.2.2

## Equal Mass Integral Family and its Canonical Basis

We consider here the auxiliary integral family


Denominators and the kinematics is the one in subsection 3.2.1, upon considering $m_{N}^{2}=m_{l}^{2}=$ $m^{2}$.
In this case 15 MIs are identified, and they can be chose as ${ }^{9}$

$$
\begin{array}{ll}
\mathrm{I}_{1}=\epsilon^{2} \mathcal{J}_{1}, & \mathrm{I}_{2}=\epsilon^{2} \lambda_{m} \mathcal{J}_{2}, \\
\mathrm{I}_{3}=-\epsilon^{2} t \mathcal{J}_{3}, & \mathrm{I}_{4}=\epsilon^{2}\left(\frac{1}{2} \mathcal{J}_{3}\left(\lambda_{m}+t\right)+\mathcal{J}_{4} \lambda_{m}\right), \\
\mathrm{I}_{5}=-\epsilon^{2} t \mathcal{J}_{5}, & \mathrm{I}_{6}=\epsilon^{2} m^{2} \mathcal{J}_{6}, \\
\mathrm{I}_{7}=-\epsilon^{2} t \lambda_{m} \mathcal{J}_{7}, & \mathrm{I}_{8}=\epsilon^{3} \lambda_{m} \mathcal{J}_{8}, \\
\mathrm{I}_{9}=\epsilon^{2}\left(\frac{1}{4}\left(4 m^{2}-\lambda_{m}-t\right)\left(\mathcal{J}_{3}+2 \mathcal{J}_{4}\right)+m^{2}\left(4 m^{2}-t\right) \mathcal{J}_{9}\right), & \mathrm{I}_{10}=\epsilon^{3} \lambda_{m} \mathcal{J}_{10}, \\
\mathrm{I}_{11}=\epsilon^{3}(1-2 \epsilon) t \mathcal{J}_{11}, & \mathrm{I}_{12}=\epsilon^{3} t\left(t-4 m^{2}\right) \mathcal{J}_{12}, \\
\mathrm{I}_{13}=\epsilon^{3} \lambda_{m} \mathcal{J}_{13}, & \\
\mathrm{I}_{14}=\epsilon^{2}\left(\left(4 m^{2}-\lambda_{m}-t\right)\left(\mathcal{J}_{2}-\epsilon \mathcal{J}_{13}\right)+(2 \epsilon-1)\left(4 m^{2}-t\right) \mathcal{J}_{14}\right), & \\
\mathrm{I}_{15}=-\epsilon^{4} \lambda_{m} t \mathcal{J}_{15}, &
\end{array}
$$

where we have introduced the notation

$$
\begin{equation*}
\lambda_{m}=\sqrt{-t} \sqrt{4 m^{2}-t} . \tag{3.24}
\end{equation*}
$$

and $\left(\mathcal{J}_{1}, \ldots, \mathcal{J}_{15}\right)$ are presented in fig. (3.2). Eq. (3.24) is rationalized by the following change of variables

$$
\begin{equation*}
t=-m^{2} \frac{(1-w)^{2}}{w} \tag{3.25}
\end{equation*}
$$

with $w$ in the following region

$$
\begin{equation*}
0<w<1 \tag{3.26}
\end{equation*}
$$
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Figure 3.2: MIs for the integral family in fig. (3.22). Dots denote squared propagators.
corresponding to

$$
\begin{equation*}
t<0 \quad \bigcap \quad m^{2}>0 \tag{3.27}
\end{equation*}
$$

The inverse of eq. (3.25) reads

$$
\begin{equation*}
w=\frac{\sqrt{4 m^{2}-t}-\sqrt{-t}}{\sqrt{4 m^{2}-t}+\sqrt{-t}} \tag{3.28}
\end{equation*}
$$

The canonical differential equation w.r.t. reads

$$
\begin{equation*}
d \mathbf{I}(w, \epsilon)=\epsilon \boldsymbol{\Omega}_{\mathrm{c}}(w) \mathbf{I}(w, \epsilon), \quad \boldsymbol{\Omega}_{\mathrm{c}}(w)=\sum_{i=1}^{3} \mathbb{M}_{i} d \log \left(\eta_{i}(w)\right) \tag{3.29}
\end{equation*}
$$

with

$$
\begin{equation*}
\eta_{1}(w)=w, \quad \eta_{2}(w)=1+w, \quad \eta_{3}(w)=1-w . \tag{3.30}
\end{equation*}
$$

Eq. (3.29) can be solved in terms of GPLs (or, better, in terms of HPLs).

The boundary constants are fixed thanks to the following considerations

- The integrals $\mathrm{I}_{1,5,6}$ are provided as an external input. In particular, $\mathrm{I}_{1,5}$ are obtained by direct integration

$$
\begin{aligned}
& \mathrm{I}_{1}=1 \\
& \mathrm{I}_{5}(w, \epsilon)=\left(\frac{(1-w)^{2}}{w}\right)^{-\epsilon}\left(1-\frac{\pi^{2}}{6} \epsilon^{2}-2 \zeta_{3} \epsilon^{3}-\frac{\pi^{4}}{40} \epsilon^{4}+\mathcal{O}(\epsilon)^{5}\right),
\end{aligned}
$$

while $I_{6}$ is obtained from the general case as [166]

$$
\begin{align*}
\mathrm{I}_{6}(\epsilon) & =-\epsilon^{2} \frac{\pi^{2}}{12}+\frac{\epsilon^{3}}{4}\left(2 \pi^{2} \log (2)-7 \zeta_{3}\right) \\
& +\frac{\epsilon^{4}}{360}\left(31 \pi^{4}-180 \log ^{4}(2)-360 \pi^{2} \log ^{2}(2)-4320 \operatorname{Li}_{4}\left(\frac{1}{2}\right)\right)+\mathcal{O}\left(\epsilon^{5}\right) \tag{3.31}
\end{align*}
$$

- The integral $\mathrm{I}_{12}$ is obtained as the product of $\mathrm{I}_{2}$ and $\mathrm{I}_{10}$.
- The boundary constants for $\mathrm{I}_{2,3,4,8,9,11,13,14}$ are determined by the regularity at the pseudothreshold $t \rightarrow 0$. In particular $\mathrm{I}_{2,3,4,8,11,13}$ vanish in this limit due to the prefactors in eq. (3.23). Analyzing the differential equation in the $t \rightarrow 0$ limit, we obtain relations among MIs in this limit, namely $\left.\mathrm{I}_{9}\right|_{t \rightarrow 0}=3 \mathrm{I}_{6}$ and $\left.\mathrm{I}_{14}\right|_{t \rightarrow 0}=6 \mathrm{I}_{6}$; the latter are sufficient to determine the boundary constants for $\mathrm{I}_{9,14} . \mathrm{I}_{7}$ vanishes due to the factorized canonical bubble.
- The boundary constants for $\mathrm{I}_{10}$ are determined from the regularity at the pseudo-threshold $t \rightarrow 4 m^{2}$. In particular due to the prefactor in eq. (3.23), $\mathrm{I}_{10}$ vanishes in this limit.
- The boundary constants for $\mathrm{I}_{10}$ are obtained by comparing our results with those in ref. [167].


### 3.2.3

## Soft Limit and its Canonical Form

We consider here the integral family which is relevant for the case $q^{\mu} \rightarrow 0$ (which implies $t \rightarrow 0$ ). The situation is represented diagrammaticaly by the following

so, compared to the previous section we will consider a two-point function. The integral family is associated with the following graph:


The denominators are ${ }^{10}$

$$
\begin{equation*}
D_{1}=k_{1}^{2}-m_{l}^{2}, \quad D_{3}=k_{2}^{2}-m_{N}^{2}, \quad D_{4}=\left(k_{2}+p\right)^{2}, \quad D_{6}=\left(k_{1}+k_{2}+p\right)^{2}-m_{l}^{2}, \tag{3.34}
\end{equation*}
$$

and the ISP is

$$
\begin{equation*}
D_{7}=\left(k_{1}-p\right)^{2} . \tag{3.35}
\end{equation*}
$$
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Figure 3.3: MIs for the integral family in fig. (3.33). Dots denote squared propagators.

For this problem 4 MIs are identified. The canonical set of MIs is given by

$$
\begin{array}{ll}
\mathrm{I}_{1}=\epsilon^{2} \mathcal{J}_{1}, & \mathrm{I}_{2}=\epsilon^{2} \mathcal{J}_{2} \\
\mathrm{I}_{3}=\epsilon^{2} m_{l} m_{N}\left(\mathcal{J}_{3}+2 \mathcal{J}_{4}\right), & \mathrm{I}_{4}=\epsilon^{2} m_{N}^{2} \mathcal{J}_{4}
\end{array}
$$

where $\left(\mathcal{J}_{1}, \ldots, \mathcal{J}_{4}\right)$ are depicted in fig. (3.3). The differential equations is derived w.r.t.

$$
\begin{equation*}
z=\frac{m_{N}}{m_{l}} \tag{3.37}
\end{equation*}
$$

and it takes the form

$$
\begin{equation*}
d \mathbf{I}(z, \epsilon)=\epsilon \boldsymbol{\Omega}_{\mathrm{c}}(z) \mathbf{I}(z, \epsilon), \quad \boldsymbol{\Omega}_{\mathrm{c}}(z)=\sum_{i=1}^{3} \mathbb{M}_{i} d \log \left(\eta_{i}(z)\right) \tag{3.38}
\end{equation*}
$$

with

$$
\begin{equation*}
\eta_{1}(z)=z, \quad \eta_{2}(z)=1+z, \quad \eta_{3}(z)=1-z \tag{3.39}
\end{equation*}
$$

Eq. (3.38) can be solved in terms of GPLs (rather HPLs).

The boundary constants are fixed by means of the following analysis

- $\mathrm{I}_{1}$ and $\mathrm{I}_{2}$ are obtained by direct integration

$$
\begin{aligned}
\mathrm{I}_{1} & =1 \\
\mathrm{I}_{2}(z, \epsilon) & =z^{-2 \epsilon}
\end{aligned}
$$

- The boundary conditions for $\mathrm{I}_{3}$ and $\mathrm{I}_{4}$ are determined from to their regularity at $m_{N} \rightarrow$ 0 [166]. In particular, thanks to the prefactors in eq. (3.36), they vanish in this limit.


## 3.3

## Results

The explicit results for $\mathcal{F}_{S, P}^{1 b}$ where we retain all the dependence on $\left(t, m_{N}^{2}, m_{l}^{2}\right)$ are too lengthy to be reported here. Rather we present analytic expressions for the form factors in various limits;

- Scalar form factor in the equal mass limit: $\mathcal{F}_{S}^{1 b}\left(t ; m^{2}, m^{2}\right)$.

The variable $w$ is introduced in eq. (3.28) and we use the short-hand notation $G(\mathbf{a} ; w)=G_{\mathbf{a}}(w)$. We have $\mathcal{F}_{S}^{1 b}=\frac{\alpha_{e m}^{2}}{\pi^{2}} \hat{\mathcal{F}}_{S}^{1 b}$, with

$$
\begin{align*}
\hat{\mathcal{F}}_{\mathcal{S}}^{1 b}(w) & =-\frac{\left(20 w^{2}+4 w\right)}{(w-1)(w+1)^{2}} G_{0}(w)+\frac{w}{(w-1)(w+1)}\left[24 G_{-1,0}(w)+4 G_{1,0}(w)\right] \\
& +\frac{w}{(w-1)^{2}(w+1)^{3}}\left[-12 w^{3}-38 w^{2}+8 w+2\right] G_{0,0}(w)-\frac{w}{\pi^{2}(w-1)^{2}}\left[2 G_{0,0,0}(w)+4 \zeta_{3}\right] \\
& +\frac{w \zeta_{3}}{(w-1)^{3}(w+1)}\left[5 w^{2}-6 w+5\right] G_{0}(w)+\frac{w}{\pi^{2}(w+1)^{2}}\left[12 G_{0,0,1}(w)-\frac{4 \pi^{2}}{3} G_{0}(w)+16 G_{1}(w)\right] \\
& +\frac{w}{(w-1)^{2}(w+1)^{2}}\left[\left(-16 w^{2}+64 w-16\right) G_{0,-1,0}(w)+\left(8 w^{2}-48 w+8\right) G_{1,0,0}(w)+16 w G_{0,1,0}(w)\right] \\
& +\frac{w}{(w-1)(w+1)^{3}}\left[\left(-14 w^{2}+4 w-14\right) G_{0,1}(w)+\left(\frac{w^{2}}{3}+2 w+\frac{1}{3}\right) G_{1,0}(w) \pi^{2}\right. \\
& \left.+\left(2 w^{2}+12 w+2\right)\left(G_{1,0,0,0}(w)-G_{0,0,1,0}(w)\right)+\left(2 w^{2}-\frac{20 w}{3}+2\right) \pi^{2}\right] \\
& +\frac{w}{(w-1)^{3}(w+1)^{3}}\left[\left(\frac{5 w^{4}}{6}-2 w^{3}+\frac{23 w^{2}}{3}-2 w+\frac{5}{6}\right) G_{0,0}(w) \pi^{2}\right. \\
& +\left(8 w^{4}-32 w^{3}+112 w^{2}-32 w+8\right) G_{0,0,-1,0}(w)+\left(\frac{3 w^{4}}{2}-2 w^{3}+9 w^{2}-2 w+\frac{3}{2}\right) G_{0,0,0,0}(w) \\
& +\left(-9 w^{4}+12 w^{3}-54 w^{2}+12 w-9\right) G_{0,0,0,1}(w)+\left(-2 w^{4}+24 w^{3}-76 w^{2}+24 w-2\right) G_{0,1,0,0}(w) \\
& \left.+\left(\frac{w^{4}}{18}-\frac{2 w^{3}}{45}+\frac{11 w^{2}}{45}-\frac{2 w}{45}+\frac{1}{18}\right) \pi^{4}\right] \tag{3.40}
\end{align*}
$$

Thanks to crossing symmetry, this form factor is related to the one appearing in the Higgs boson decay into a heavy-quarks discussed in [168]. Nevertheless, the form factor considered in this reference receives contribution from several s-channel diagrams, (and so from several integral families). Our expression, instead, is associated to a single integral family.

- Pseudo-scalar form factor in the equal mass limit: $\mathcal{F}_{S}^{1 b}\left(t ; m^{2}, m^{2}\right)$.

The variable $w$ is introduced in eq. (3.28) and we use the short-hand notation $G(\mathbf{a} ; w)=G_{\mathbf{a}}(w)$.

We have $\mathcal{F}_{P}^{1 b}=\frac{\alpha_{e m}^{2}}{\pi^{2}} \hat{\mathcal{F}}_{P}^{1 b}$, with

$$
\begin{align*}
\hat{\mathcal{F}}_{\mathcal{P}}^{1 b}(w)=-\frac{w^{2}}{(w-1)^{3}(w+1)} & {\left[\frac{2 \pi^{2}}{3} G_{0}(w)+4 G_{0,0,0}(w)\right] } \\
+ & \frac{w}{(w-1)^{2}}\left[G_{0,0}(w)-4 G_{0,0,1}(w)-4 G_{0,1,0}(w)+8 G_{1,0,0}(w)+12 \zeta_{3}+\frac{\pi^{2}}{3}\right] \\
+\frac{w}{(w-1)(w+1)}[ & -3 \zeta_{3} G_{0}(w)-\frac{\pi^{2}}{6} G_{0,0}(w)-\frac{\pi^{2}}{3} G_{1,0}(w)-\frac{1}{2} G_{0,0,0,0}(w) \\
& \left.\quad+3 G_{0,0,0,1}(w)+2 G_{0,0,1,0}(w)-2 G_{0,1,0,0}(w)-2 G_{1,0,0,0}(w)-\frac{\pi^{4}}{45}\right] . \tag{3.41}
\end{align*}
$$

Thanks to crossing symmetry, this quantity is related to the pseudo-scalar form factor earlier considered in the context of QCD corrections to heavy quarks form factors in s-channel processes-see $A R$ in [159]. We reproduced the result of the above-mentioned reference with our MIs and suitable projectors. Our result, valid for a t-channel process, is reported in [157] for the first time.

- Scalar form factor in the soft limit: $\mathcal{F}_{S}^{1 b}\left(t \sim 0 ; m_{N}^{2}, m_{l}^{2}\right)$.

The variable $z$ is introduced in eq. (3.37). We have $\mathcal{F}_{S}^{1 b}=\frac{\alpha_{e m}^{2}}{\pi^{2}} \hat{\mathcal{F}}_{S}^{1 b}$, with

$$
\begin{align*}
\hat{\mathcal{F}}_{S}^{1 b}(z) & =-\frac{2}{z}\left[1-\frac{\ln (z)}{2}+f_{S}(z)+f_{S}(-z)\right]  \tag{3.42}\\
\text { where } \quad f_{S}(\tau) & =\frac{1}{4 \tau^{2}}\left(4+3 \tau+\tau^{3}\right)\left[\log |\tau| \log (1+\tau)+\operatorname{Li}_{2}(-\tau)\right] . \tag{3.43}
\end{align*}
$$

- Scalar form factor: $\mathcal{F}_{S}^{1 b}\left(t ; m_{N}^{2}, m_{l}^{2}\right) \&$ Pseudo-scalar form factor: $\mathcal{F}_{P}^{1 b}\left(t ; m_{N}^{2}, m_{l}^{2}\right)$.

As anticipated above the expression are too lengthy to be reported here. Rather the qualitative behaviour ${ }^{11}$ is captured by the plot in fig. (3.4) and fig. (3.5), for the scalar and pseudo-scalar contribution respectively.
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Figure 3.4: Scalar form factor $\mathcal{F}_{S}^{1 b}\left(t ; m_{N}^{2}, m_{l}^{2}\right)$. The nucleon considered is the proton; $(e, \mu, \tau)$ denote the contributions of electron, muon and tau.


Figure 3.5: Pseudo-scalar form factor $\mathcal{F}_{P}^{1 b}\left(t ; m_{N}^{2}, m_{l}^{2}\right)$. The nucleon considered is the proton; $(e, \mu, \tau)$ denote the contributions of electron, muon and tau.

# An Introduction to Twisted (Co)Homology: 

## univariate case

The main goal of this chapter is to give a gentle introduction to twisted Homology and CoHomology and to study integrals and their properties within this framework. We will focus our discussion mostly on the univariate case (i.e. one-fold integrals) - and later on generalize our results to the multivariate case. After introducing the (co)homology groups, we will review the construction of (co)homology intersection numbers: these last are pairing among the elements of the above-mentioned groups (and their dual) and will play a crucial role in the remaining part of this work. There are several textbooks and reviews on this topic, see e.g. [23, 169, 170]; here we follow the discussion of [24], trying to smooth as much as possible all the mathematical asperities. ${ }^{1}$

Loosely speaking, we will focus on integrals of the form

$$
\begin{equation*}
\int_{\Delta}\left(P_{1}(z)\right)^{\alpha_{1}} \ldots\left(P_{m}(z)\right)^{\alpha_{m}} d z \tag{4.1}
\end{equation*}
$$

where $P_{i}(z), 1 \leq i \leq m$ are polynomials in z (eventually depending on some external data), $\alpha_{i} \in \mathbb{C} \backslash \mathbb{Z}, 1 \leq i \leq m$, and $\Delta$ is some integration contour-not yet specified-in $X=\mathbb{C} \backslash \bigcup_{j=1}^{m} D_{j}$ with $D_{j}=\left\{z \in \mathbb{C}: P_{j}(z)=0\right\}$. One of the main peculiarities of the integrand in eq. (4.1) is that, under our assumptions, $\left(P_{i}(z)\right)^{\alpha_{i}}$ is a multivalued function in $X$.

We introduce here a simple yet interesting example which will guide us through the whole

[^23]discussion.
Example. The Euler Beta function. Perhaps the simplest example of integrals of the form of eq. (4.1) is
\[

$$
\begin{align*}
B(p, q) & =\int_{0}^{1} d z z^{p-1}(1-z)^{q-1}, \quad \operatorname{Re}(p)>0, \text { and } \operatorname{Re}(q)>0, \\
& =\int_{0}^{1} z^{p}(1-z)^{q} \frac{d z}{z(1-z)} \tag{4.2}
\end{align*}
$$
\]

We have the clear identifications ${ }^{2}$ :

- $P_{1}(z)=z$, and $\alpha_{1}=p-1$;
- $P_{2}(z)=1-z$, and $\alpha_{2}=q-1$;
- $\Delta=(0,1) \subset X=\mathbb{C} \backslash\{0,1\}$.

We will consider here some gymnastic one the Euler Beta function eq. (4.2); technically speaking we will obtain an analytic continuation valid for $(p, q) \notin \mathbb{Z}$, but getting acquainted with the multivalued nature of the integrand will be useful for later constructions.

Let us consider the closed contour $\gamma_{\mathrm{P}}$, dubbed as the Pochhammer contour [171], depicted in fig. (4.1).


Figure 4.1: The Pochhammer contour denoted, $\gamma_{\mathrm{p}}$. Branch points are denoted by o : $\mathrm{so} \circ=0$ or $\circ=1$; the starting (and final) point, placed at position $\epsilon$ along the $(0,1)$ segment is denoted by: -. We assume $\arg (t)=0$ and $\arg (1-t)=0$ on each point belonging to $(0,1)$. $C_{\circ}$ and $C_{\circ}^{\prime}$ denote a small circles of radius $\epsilon$ around the point $o$. More details are given in the main text.

We aim to rewrite the integral over $\gamma_{\mathrm{P}}$ in terms of the original original integral eq. (4.2). Let us

[^24]state the result, and then justify it.
\[

$$
\begin{equation*}
\int_{\gamma_{\mathrm{P}}} z^{p}(1-z)^{q} \frac{d z}{z(1-z)}=\left(1-e^{2 \pi i q}+e^{2 \pi i(q+p)}-e^{2 \pi i q}\right) \int_{0}^{1} z^{p}(1-z)^{q} \frac{d z}{z(1-z)} \tag{4.3}
\end{equation*}
$$

\]

Some comments are in order to explain the r.h.s. of eq. (4.3); firstly we integrate following a straight line from 0 to 1 passing through the point $\bullet$, and this explain the first term +1 . Next, we turn around the branch point $\circ=1$ moving counterclockwise along the circle of arbitrary small radius $\epsilon$, say $\mathcal{C}_{1}$ (cf. caption in fig. (4.1)). Therefore this contribution to the integral is negligible (and the same holds for $C_{0}, C_{0}^{\prime}$ and $C_{1}^{\prime}$ ) but $z^{p}(1-z)^{q}$ produces an extra $e^{2 \pi i q}$. This factor, together with the fact that we travel from 1 to 0 (and not from 0 to 1 as done before) explains the second term $-e^{2 \pi i q}$ in eq. (4.3). Following the same logic, keeping track of the orientation of circles and segments, we can derive the other contributions namely $+e^{2 \pi i(q+p)}$ and $-e^{2 \pi i q}$. We can recast eq. (4.3) as:

$$
\begin{equation*}
\int_{\gamma_{\mathrm{P}}} z^{p}(1-z)^{q} \frac{d z}{z(1-z)}=\left(1-e^{2 \pi i q}\right)\left(1-e^{2 \pi i p}\right) \int_{0}^{1} z^{p}(1-z)^{q} \frac{d z}{z(1-z)} \tag{4.4}
\end{equation*}
$$

Let us introduce

$$
\begin{equation*}
\gamma^{\prime}=\frac{\gamma_{\mathrm{P}}}{\left(1-e^{2 \pi i q}\right)\left(1-e^{2 \pi i p}\right)} \tag{4.5}
\end{equation*}
$$

We can split the contour $\gamma^{\prime}$ as the sum of three contributions, say around $\circ=0$, the segment $[\epsilon, 1-\epsilon]$ and $\circ=1$.

Let $C_{\epsilon}(\circ)$ be an anticlockwise circle of radius $\epsilon$ centered at $\circ$ with starting point laying on the segment $(0,1)$ (with $\arg (\epsilon)=0$ and $\arg (1-\epsilon)=0)$.
The contribution around $\circ=0$ is-keeping track of the argument of $z$ and $(1-z)$ at the starting point of $C_{0}$ and $C_{0}^{\prime}$ as well as orientation-


The contribution from the middle segment is


Finally the contribution around $\circ=1$ is


Therefore we have


After all these manipulations we are lead to consider the following

$$
\begin{equation*}
\int_{\gamma^{\prime}} u(z) \frac{d z}{z(1-z)}, \quad u(z)=z^{p}(1-z)^{q} \tag{4.10}
\end{equation*}
$$

Eq. (4.10), which is valid for $(p, q) \notin \mathbb{Z}$, reduces to eq. (4.2) when $\operatorname{Re}(p), \operatorname{Re}(q)>0$ (and $(p, q) \notin$ $\mathbb{Z}$ ).
Even if eq. (4.10) looks like a simple reshuffling of the original objects at our disposal, it offers an interesting change of perspective.
Eq. (4.10) can be seen as the integral of a multivalued function over a topological path $\gamma^{\prime}$. On the other hand, eq. (4.10) can be re-considered as the pairing of a single-valued differential form which, in the case at hand, reads

$$
\begin{equation*}
\frac{d z}{z(1-z)} \tag{4.11}
\end{equation*}
$$

and

$$
\begin{equation*}
-\frac{C_{\epsilon}(0)}{1-e^{2 \pi i p}} \otimes u(z)+[\epsilon, 1-\epsilon] \otimes u(z)+\frac{C_{\epsilon}(1)}{1-e^{2 \pi i q}} \otimes u(z) \tag{4.12}
\end{equation*}
$$

Colloquially, eq. (4.12) means that we assign to each path an information about the branch of the multivalued function $u$-in the case at hand, the branch is specified by $\arg (z)=\arg (1-z)=0$ on $[\epsilon, 1-\epsilon]$ as well as at the starting point of $C_{\epsilon}(0)$ and $C_{\epsilon}(1)$. Eq. (4.12) is called twisted-or loaded-path.
Therefore-introducing a notation which will be fully clear only later on-we will focus on the
following configuration

$$
\begin{align*}
\int_{\gamma} u(z) \varphi(z) & =\langle\varphi| \gamma \otimes u(z)]  \tag{4.1.1}\\
& \rightsquigarrow \text { Single-valued 1-form } \times \text { Twisted path } ;
\end{align*}
$$

Integrals of the form of eq. (4.13) can be addressed and better understood thanks to the theory of twisted Homology and twisted Co-Homology, or, more colloquially with the tools offered by Intersection Theory-the reason behind this name will be clear later on.

## 4.1

## Basic Aspects of Twisted Homology

We discuss here some basic aspects of twisted Homology. Clearly an important difference compared to "standard"-i.e. the non-twisted ${ }^{3}$ case-is due to the multivaluedness of the objects we are dealing with. We do not dive into formal proofs, rather we try to give priority to intuition and explicit calculations. In order the fix the ideas, at the beginning we will work explicitly with the Euler Beta integral; we will slightly generalize our results later on.

### 4.1.1

Boundary Operator
While studying regular homology, we realize that the boundary operator $\partial(\bullet)$ plays an important role. So, it seems desirable to understand how we can implement to action of the boundary operator, say $\partial^{u}(\bullet)$-where the superscript $u$ is used in order to stress that we are dealing with twisted, or loaded, paths-within our context.

Let us consider first a straight path $(r, s)$ loaded with $u(z)$, we define the action of $\partial^{u}$ as

$$
\begin{align*}
\partial^{u}((r, s) \otimes u(z))= & {[s] \otimes u(s)-[r] \otimes u(r) } \\
\rightsquigarrow & + \text { Final point of the path loaded with } u(z) \text { evaluated there }  \tag{4.14}\\
& - \text { Initial point of the path loaded with } u(z) \text { evaluated there. }
\end{align*}
$$

[^25]
### 4.1. BASIC ASPECTS OF TWISTED HOMOLOGY

Let us consider now the closed path $\mathcal{P}_{r}$ given by:

$$
\begin{equation*}
\mathcal{P}_{r}=-\frac{1}{1-e^{2 \pi i p}} \tag{4.15}
\end{equation*}
$$



We find:

$$
\begin{equation*}
\partial^{u}\left(\mathcal{P}_{r} \otimes u(z)\right)=-\frac{1}{1-e^{2 \pi i p}}\left([r] \otimes e^{2 \pi i p} u(r)-[r] \otimes u(r)\right)=[r] \otimes u(r) \tag{4.16}
\end{equation*}
$$

Finally, moving to the loaded path as defined in eq. (4.9) - we have

$$
\begin{aligned}
\partial^{u}(4.9)= & \partial^{u}\left(-\frac{C_{\epsilon}(0)}{1-e^{2 \pi i p}} \otimes u(z)+[\epsilon, 1-\epsilon] \otimes u(z)+\frac{C_{\epsilon}(1)}{1-e^{2 \pi i q}} \otimes u(z)\right) \\
= & -\frac{1}{1-e^{2 \pi i p}}\left([\epsilon] \otimes e^{2 \pi i p} u(\epsilon)-[\epsilon] \otimes u(\epsilon)\right)+([1-\epsilon] \otimes u(1-\epsilon)-[\epsilon] \otimes u(\epsilon)) \\
& +\frac{1}{1-e^{2 \pi i q}}\left([1-\epsilon] \otimes e^{2 \pi i q} u(1-\epsilon)-[1-\epsilon] \otimes u(1-\epsilon)\right) \\
= & {[\epsilon] \otimes u(\epsilon)+([1-\epsilon] \otimes u(1-\epsilon)-[\epsilon] \otimes u(\epsilon))-[1-\epsilon] \otimes u(1-\epsilon) } \\
= & 0 .
\end{aligned}
$$

We will refer to a twisted-or loaded-path with zero boundary as a twisted-or loaded-cycle.

Eq. (4.17) shows that eq. (4.9) is a twisted cycle; conversely $\mathcal{P}_{r} \otimes u(z)$ is not twisted cycle, as eq. (4.16) reveals.
We would like also to go back to $(0,1) \otimes u(z)$ which was, after all, the starting point of our discussion (cf. eq. (4.2)). It has no boundary inside $X=\mathbb{C} \backslash\{0,1\}$, and so we declare that it is a twisted cycle as well.
We conclude this paragraph stating that, similarly to the regular (i.e. non-twisted) case, the boundary operator turns to be nilpotent, namely:

$$
\begin{equation*}
\partial^{u} \circ \partial^{u}=0 . \tag{4.18}
\end{equation*}
$$

We will organize the results from the previous paragraph in the following subsection, introducing other important structures.

### 4.1.2

## Twisted Homology Groups

We will focus on the following, slightly more general ${ }^{4}$ :

$$
\begin{equation*}
u(z)=\left(z-x_{0}\right)^{\alpha_{0}} \ldots\left(z-x_{m+1}\right)^{\alpha_{m+1}} \tag{4.19}
\end{equation*}
$$

defined on $X=\mathbb{C} \mathbb{P}^{1} \backslash\left\{x_{0}, \ldots, x_{m+1}, x_{m+2}=\infty\right\}$. We define $\alpha_{m+2}=-\sum_{j=0}^{m+1} \alpha_{j}$ and, to fix ideas, we assume that the $x_{i}$ are real (i.e. $x_{i} \in \mathbb{R}, 0 \leq i \leq m+1$ ) and ordered in a natural way: $x_{i}<x_{j}$ for $i<j$. Moreover we assume that the exponents $\alpha_{i}$ are not integers (namely $\alpha_{i} \notin \mathbb{Z}$, $0 \leq i \leq m+2$ ).

Let us introduce a twisted $k$-chains

$$
\begin{equation*}
\sum_{j \in J} a_{j} \Delta_{j}^{k} \otimes u \tag{4.20}
\end{equation*}
$$

where $J$ is some finite set, $a_{j} \in \mathbb{C}$ and we can think at each $\Delta_{j}^{k}$ as a point $(k=0)$, path $(k=1)$ or curvilinear triangle ( $k=2$ ).
Then denoting with $\mathscr{C}_{k}(X, u)$, or simply-for short- $\mathscr{C}_{k}$, the set of twisted $k$-chains

$$
\begin{equation*}
\mathscr{C}_{k}(X, u)=\mathscr{C}_{k}=\left\{\sum_{j \in J} a_{j} \Delta_{j}^{k} \otimes u\right\} \tag{4.21}
\end{equation*}
$$

Then the ( $\mathbb{C}$-linear) map $\partial^{u}$ acts as

$$
\begin{align*}
& \partial^{u}: \mathscr{C}_{k} \rightarrow \mathscr{C}_{k-1}  \tag{4.22}\\
& \left.\Delta^{k} \otimes u \rightarrow \partial \Delta^{k} \otimes u\right|_{\partial \Delta^{k}}
\end{align*}
$$

The nilpotency of the boundary operator (cf. eq. (4.18)) implies:

$$
\begin{equation*}
\partial^{u} \circ \partial^{u}=0 \quad \Longrightarrow \quad \operatorname{Im}\left(\partial^{u}: \mathscr{C}_{k+1} \rightarrow \mathscr{C}_{k}\right) \subset \operatorname{Ker}\left(\partial^{u}: \mathscr{C}_{k} \rightarrow \mathscr{C}_{k-1}\right) \tag{4.23}
\end{equation*}
$$

elements of the kernal of $\partial^{u}$ are referred to as twisted cycles:

$$
\begin{equation*}
\operatorname{Ker}\left(\partial^{u}: \mathscr{C}_{k} \rightarrow \mathscr{C}_{k-1}\right) \ni \text { twisted cycle. } \tag{4.24}
\end{equation*}
$$

Eq. (4.23) leads to the definition of the twisted $k$-th homology group:

$$
\begin{equation*}
\mathrm{H}_{k}(X, u)=\mathrm{H}_{k}=\frac{\operatorname{Ker}\left(\partial^{u}: \mathscr{C}_{k} \rightarrow \mathscr{C}_{k-1}\right)}{\operatorname{Im}\left(\partial^{u}: \mathscr{C}_{k+1} \rightarrow \mathscr{C}_{k}\right)}, \quad k=0,1,2 \tag{4.25}
\end{equation*}
$$

The other $\mathrm{H}^{k}$ with $k>2$ are empty, since we cannot consider higher dimensional objects.
The next, natural, problem is to determine the dimension of $\mathrm{H}_{0}, \mathrm{H}_{1}$ and $\mathrm{H}_{2}$; we will try to do it

[^26]
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in an intuitive way in the following paragraph.

Let us start from $\mathrm{H}_{0}$; eq. (4.15) and eq. (4.16) shows that every loaded point can be written as the boundary of a suitably chosen loaded path, therefore $\operatorname{dim} \mathrm{H}_{0}=0$.

Moving to $\mathrm{H}_{2}$, we argue that we cannot find an element laying in $\operatorname{Ker}\left(\partial^{u}: \mathscr{C}_{2} \rightarrow \mathscr{C}_{1}\right)$.
Let us start from a single triangle and compute its boundary:

it is clearly non zero.
We could be tempted to eliminate the boundaries patching up other triangles (with proper orientation). Nevertheless this does not work, since we keep introducing new boundaries at each step, and the problem cannot be solved if we are working with finite sums.


Thus, we conclude that $\operatorname{dim} \mathrm{H}_{2}=0$.

It is a known fact that the Euler characteristic of $X$ is equal to the alternating sum of the dimensions of the twisted homology groups [23]:

$$
\begin{align*}
\chi(X) & =\operatorname{dim}\left(\mathrm{H}_{0}\right)-\operatorname{dim}\left(\mathrm{H}_{1}\right)+\operatorname{dim}\left(\mathrm{H}_{2}\right) \\
& =0-\operatorname{dim}\left(\mathrm{H}_{1}\right)+0  \tag{4.28}\\
& =-\operatorname{dim}\left(\mathrm{H}_{1}\right) .
\end{align*}
$$

We have

$$
\begin{align*}
\chi(X)=\chi\left(\mathbb{C P}^{1} \backslash\{(m+3) \text { points }\}\right) & =\chi\left(\mathbb{C P}{ }^{1} \approx \mathrm{~S}^{2}\right)-\chi(\{(m+3) \text { points }\}) \\
& =2-(m+3)  \tag{4.29}\\
& =-(m+1)
\end{align*}
$$

and so:

$$
\begin{equation*}
\operatorname{dim}\left(\mathrm{H}_{1}\right)=m+1 \tag{4.30}
\end{equation*}
$$

### 4.1.3

## Homology Intersection Number

Crucially, it is possible to build a bilinear pairing among elements of $\mathrm{H}_{1}$ (or better, as we will see, among $\mathrm{H}_{1}$ and its dual space), referred to as homology intersection number [175, 176, $177,178]$. Let us describe how this is built, following a constructive approach.
Starting from the non-twisted case (i.e. $u=1$ ), we can define a topological intersection number which describes how many times two paths, say $\gamma$ and $\gamma^{\vee}$, intersect each other (taking into account the relative orientation).

We have two building blocks:

or


We can see that a deformation of one of the two paths does not alter the final result:


Moving to the twisted case, we have to take into account the presence of $u(z)$. Let us consider two twisted-or loaded-cycles, intersecting transversally, say-for concreteness-as in eq. (4.31),
at a given point $\bullet$. A naive guess for the intersection pairing could be

where we have one factor of $u(z)$ evaluated at $\bullet$ for each cycle.
Differently from the non-twisted case, eq. (4.34) is not invariant under small deformation of on of the two cycles $(u(z)$ evaluated at, say, $\bullet$ is different from $u(z)$ evaluated at a different point, say $\neq \bullet$ ).
We can cure this problem, correcting eq. (4.34) as:


Eq. (4.35) reveals that we cannot build a pairing among elements of $\mathrm{H}_{1}=\mathrm{H}_{1}(X, u)$, rather among (elements of) $\mathrm{H}_{1}(X, u)$ and its dual space $\mathrm{H}_{1}\left(X, u^{-1}\right)$.
We notice that the factor $u(z) \cdot u^{-1}(z)$ is not trivially 1 , since we could have different phases going around a branch point.
Indeed, the situation around a given branch point, say $x_{i}$, is delicate. Let us focus on a specific example: the intersection between $\gamma=\left(x_{i-1}, x_{i}\right)$ and $\gamma^{\vee}=\left(x_{i}, x_{i+1}\right)$. Even in the non-twisted case the situation seems ambiguous: on the one hand small deformations may change the final result:

or


On the other hand, declaring that such an intersection number is 0 -since, after all, $x_{i} \notin X$-is too drastic: if this is the case, we could deform all the topological cycle and force all the intersection numbers to be 0 . Therefore some sort of regularization-say reg ${ }_{h}(\bullet)$-is needed. It is at
this stage that our preliminary discussion becomes useful. It turns out that the following map does the job (cf. eq. (4.9))


Therefore the homology intersection number is given by

$$
\begin{align*}
{[\bullet \mid \bullet]: \mathrm{H}_{1}(X, u) \times \mathrm{H}_{1}\left(X, u^{-1}\right) } & \rightarrow \mathbb{C} \\
\left(\left[\gamma \otimes u(z)|,| \gamma^{\vee} \otimes u^{-1}(z)\right]\right) & \rightarrow\left[\gamma \otimes u(z) \mid \gamma^{\vee} \otimes u^{-1}(z)\right]  \tag{4.39}\\
& =\sum_{\bullet \in \gamma \cap \gamma^{\vee}}\left[\operatorname{reg}_{h}(\gamma) \mid \gamma^{\vee}\right]_{\mathrm{top}} \cdot u(\bullet) \cdot u^{-1}(\bullet) .
\end{align*}
$$

We will give here explicit examples of homology intersection numbers, where the topological cycle are $\gamma=\left(x_{j}, x_{j+1}\right)$ and $\gamma^{\vee}=\left(x_{k}, x_{k+1}\right)$ for some $j, k$.

At this stage, it is important to specify which branch of $u(z)$ is loaded on any given cycle, say $\left(x_{p}, x_{p+1}\right)$; our prescription is that the branch of $u$ loaded on it is given by the following assignments

$$
\begin{equation*}
\arg \left(z-x_{j}\right)=0 \quad \text { for } j \leq p, \quad \arg \left(z-x_{j}\right)=-\pi, \quad \text { for } j \geq p+1 . \tag{4.40}
\end{equation*}
$$

Eq. (4.40) may seem a bit involved at a first glance. Let us try to justify it in the following. Given a point $\bullet \in\left(x_{m+1}, x_{m+2}\right)$, then all the factors $\left.\left(z-x_{j}\right)\right|_{z=\bullet}=\left(\bullet-x_{j}\right)$ for $0 \leq j \leq m+1$ are positive real quantities, and therefore we have the natural choice $\arg \left(z-x_{j}\right)=0$ for $0 \leq j \leq m+1$, consistently with eq. (4.40). Next, we consider a $\bullet \in\left(x_{m}, x_{m+1}\right)$. It is clear that $\left(\bullet-x_{j}\right)$ for $0 \leq j \leq m$ are positive and real (and so $\arg \left(z-x_{j}\right)=0$ for $0 \leq j \leq m$ ), while $\left(\bullet-x_{m+1}\right)<0$. Our choice is then $\arg \left(\bullet-x_{m+1}\right)=-\pi$. So graphically


Eq. (4.41) is summarized saying that $u(z)$ is defined on the lower half plane. Once again this is exactly what eq. (4.40) is telling us. Iterating this reasoning we get exacly eq. (4.40). We also assume that eq (4.40) holds for $u^{-1}(z)$ as well.
Finally we need to load a branch on $C_{\epsilon}\left(x_{p}\right)$ (and $C_{\epsilon}\left(x_{p+1}\right)$ ). The branch is assigned by the fact that $\arg \left(z-x_{p}\right)\left(\arg \left(z-x_{p+1}\right)\right)$ at the starting point of $C_{\epsilon}\left(x_{p}\right)$ (and $\left.C_{\epsilon}\left(x_{p+1}\right)\right)$ is given by eq. (4.40)
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and it increases along $C_{\epsilon}\left(x_{p}\right)$ (and $\left.C_{\epsilon}\left(x_{p+1}\right)\right)$.

We give below some explicit examples.

- The self-intersection number $\left[\left(x_{j}, x_{j+1}\right) \otimes u(z) \mid\left(x_{j}, x_{j+1}\right) \otimes u^{-1}(z)\right]$.

We start with the (self) intersection $\left(x_{j}, x_{j+1}\right) \otimes u(z)$ and $\left(x_{j}, x_{j+1}\right) \otimes u^{-1}(z)$. On the one hand we have to apply the regularization $\operatorname{map} \operatorname{reg}_{h}(\bullet)$ to the first element, on the other we have to slightly deform the second cycle; this is necessary since we would have to segments laying on top of each other. We claim that the way in which we do it, does not alter the final result (i.e. different deformations lead to the same result).

Let us consider first

$$
\begin{equation*}
\left[\left(x_{j}, x_{j+1}\right) \otimes u(z) \mid\left(x_{j}, x_{j+1}\right)_{\sin } \otimes u^{-1}(z)\right] \tag{4.42}
\end{equation*}
$$

namely:


We could also have

$$
\begin{equation*}
\left[\left(x_{j}, x_{j+1}\right) \otimes u(z) \mid\left(x_{j}, x_{j+1}\right)_{\operatorname{arc}} \otimes u^{-1}(z)\right] \tag{4.44}
\end{equation*}
$$

which corresponds to:

where the factor $e^{+2 \pi i \alpha_{j+1}}$ originates from the difference of the $\operatorname{arguments}$, since $\arg \left(z-x_{j+1}\right)$ increased flowing along the cricle.
Despite the fact that individual contributions are different, eq. (4.43) and eq. (4.45) sum up to the same result:

$$
\begin{equation*}
\left[\left(x_{j}, x_{j+1}\right) \otimes u(z) \mid\left(x_{j}, x_{j+1}\right) \otimes u^{-1}(z)\right]=\frac{1-e^{2 \pi i\left(\alpha_{j}+\alpha_{j+1}\right)}}{\left(1-e^{2 \pi i \alpha_{j}}\right)\left(1-e^{2 \pi i \alpha_{j+1}}\right)} \tag{4.46}
\end{equation*}
$$

Keeping in mind eq. (4.40) and tracing the variation of $\arg (\bullet)$ along circles we can compute intersection numbers among adjacent cycles.

- The intersection number $\left[\left(x_{j}, x_{j+1}\right) \otimes u(z) \mid\left(x_{j}, x_{j-1}\right) \otimes u(z)\right]$.

Let us consider

$$
\begin{equation*}
\left[\left(x_{j}, x_{j+1}\right) \otimes u(z) \mid\left(x_{j}, x_{j-1}\right) \otimes u(z)\right], \tag{4.47}
\end{equation*}
$$

which is given by


- The intersection number $\left[\left(x_{j-1}, x_{j}\right) \otimes u(z) \mid\left(x_{j}, x_{j+1}\right) \otimes u(z)\right]$.

Finally we consider

$$
\begin{equation*}
\left[\left(x_{j-1}, x_{j}\right) \otimes u(z) \mid\left(x_{j}, x_{j+1}\right) \otimes u(z)\right], \tag{4.49}
\end{equation*}
$$

associated to


So we have

$$
\begin{equation*}
\left[\left(x_{j-1}, x_{j}\right) \otimes u(z) \mid\left(x_{j}, x_{j+1}\right) \otimes u(z)\right]=+\frac{(-1)}{1-e^{2 \pi i \alpha_{j}}} . \tag{4.51}
\end{equation*}
$$

We conclude this section mentioning that intersection numbers involving non-adjacent segments are trivially zero, since the topological intersection is vanishing.

## 4.2

## Basic Aspects of Twisted Co-Homology

### 4.2.1

## Twist and Connection

Let us go back now to our guiding example, namely Euler Beta-like integrals (cf. eq. (4.2)). Given

$$
\begin{equation*}
u(z)=z^{p}(1-z)^{q}, \quad \xi \rightsquigarrow \text { single-valued smooth function on } X=\mathbb{C} \backslash\{0,1\}, \tag{4.52}
\end{equation*}
$$

ordinary Stokes' theorem gives

$$
\begin{equation*}
\int_{0}^{1} d(u(z) \xi)=0 \tag{4.53}
\end{equation*}
$$

where we used $u(\partial(0,1))=0$ for $\operatorname{Re}(p, q)$ sufficiently large (see also eq. (2.60), in order to make contact with physics-motivated examples).
Once again, it is useful to slightly rearrange eq. (4.53); performing the algebra under the integral sign we find:

$$
\begin{align*}
0=\int_{0}^{1} d(u(z) \xi) & =\int_{0}^{1}(u(z) d \xi+d u(z) \wedge \xi)  \tag{4.54}\\
& =\int_{0}^{1} u(z)\left(d \xi(z)+\frac{d u(z)}{u(z)} \wedge \xi\right) ;
\end{align*}
$$

we can further refine the previous expression, introducing the following holomorphic one form-dubbed as twist-

$$
\begin{equation*}
\omega(z)=d \log u(z)=\frac{d u(z)}{u(z)}, \tag{4.55}
\end{equation*}
$$

and the operator-often dubbed as connection-

$$
\begin{equation*}
\nabla_{\omega}(\bullet)=d(\bullet)+\omega(z) \wedge \bullet . \tag{4.56}
\end{equation*}
$$

Therefore eq. (4.54) boils down to:

$$
\begin{equation*}
0=\int_{0}^{1} u(z) \nabla_{\omega} \xi . \tag{4.57}
\end{equation*}
$$

Eq. (4.57) implies that shifting the single-valued one form $\varphi$ by $\nabla_{\omega} \xi$ under the integral sign is harmless, namely

$$
\begin{equation*}
\int_{0}^{1} u(z) \varphi=\int_{0}^{1} u(z)\left(\varphi+\nabla_{\omega} \xi\right) ; \tag{4.58}
\end{equation*}
$$

therefor $\varphi$ and $\varphi+\nabla_{\omega} \xi$ can be considered equivalent

$$
\begin{equation*}
\varphi \sim \varphi+\nabla_{\omega} \xi . \tag{4.59}
\end{equation*}
$$

In fact, studying integrals of the form of eq. (4.13) at the level of equivalence classes is one of the essence of twisted Co-Homology.
We conclude this introductory paragraph noticing showing that $\nabla_{\omega}$ is integrable, i.e.:

$$
\begin{equation*}
\nabla_{\omega} \circ \nabla_{\omega}=0 \tag{4.60}
\end{equation*}
$$

An explicit calculation shows:

$$
\begin{align*}
\nabla_{\omega}\left(\nabla_{\omega} \xi\right) & =\nabla_{\omega}(d \xi+\omega(z) \wedge \xi) \\
& =d(d \xi+\omega(z) \wedge \xi)+\omega(z) \wedge(d \xi+\omega(z) \wedge \xi) \\
& =d \omega(z) \wedge \xi-\vec{\omega} \wedge \bar{\xi}+\vec{\omega} \not \overbrace{}^{0}+\omega(z) \wedge \omega(z) \wedge \xi  \tag{4.61}\\
& =d \omega(z)^{0} \wedge \xi+\omega(z) \wedge \vec{\omega}(z) \wedge \xi \\
& =0
\end{align*}
$$

We reorganize these preliminary notions in a more systematic way in the following subsection.

### 4.2.2

## Twisted Co-Homology Groups

Let us work for concreteness on the set-up described in eq. $(4.19)^{5}$; we introduce the space of smooth $k$-forms on $X=\mathbb{C P}^{1} \backslash\left\{x_{0}, \ldots x_{m+2}\right\}=\mathbb{C P}^{1} \backslash \mathcal{P}_{\omega}{ }^{6}$

$$
\begin{equation*}
\mathscr{E}^{k}(X)=\mathscr{E}^{k}=\{\text { smooth single-valued } k-\text { forms on } X\} \tag{4.63}
\end{equation*}
$$

then the operator introduced in eq. (4.56) is such that

$$
\begin{align*}
\nabla_{\omega}: \mathscr{E}^{k} & \rightarrow \mathscr{E}^{k+1}  \tag{4.64}\\
\xi & \rightarrow d \xi+\omega(z) \wedge \xi
\end{align*}
$$

Eq. (4.60) implies

$$
\begin{equation*}
\nabla_{\omega} \circ \nabla_{\omega}=0 \quad \Longrightarrow \quad \operatorname{Im}\left(\nabla_{\omega}: \mathscr{E}^{k-1} \rightarrow \mathscr{E}^{k}\right) \subset \operatorname{Ker}\left(\nabla_{\omega}: \mathscr{E}^{k} \rightarrow \mathscr{E}^{k+1}\right) \tag{4.65}
\end{equation*}
$$

[^27]elements laying in the kernel of $\nabla_{\omega}(\bullet)$ are referred to as twisted co-cycles
\[

$$
\begin{equation*}
\operatorname{Ker}\left(\nabla_{\omega}: \mathscr{E}^{k} \rightarrow \mathscr{E}^{k+1}\right) \ni \text { twisted co-cycle. } \tag{4.66}
\end{equation*}
$$

\]

The situation summarized in the following diagram:


We can introduce twisted $k$-th co-homology group

$$
\begin{equation*}
\mathrm{H}^{k}\left(X, \nabla_{\omega}\right)=\mathrm{H}^{k}=\frac{\operatorname{Ker}\left(\nabla_{\omega}: \mathscr{E}^{k} \rightarrow \mathscr{E}^{k+1}\right)}{\operatorname{Im}\left(\nabla_{\omega}: \mathscr{E}^{k-1} \rightarrow \mathscr{E}^{k}\right)}, \quad k=0,1,2 \tag{4.68}
\end{equation*}
$$

Their elements are denoted with $\langle\varphi|$, and two object which differ by shift through $\nabla_{\omega}(\bullet)$ are declared to be equivalent

$$
\begin{equation*}
\mathrm{H}^{k} \ni\langle\varphi|: \varphi \sim \varphi+\nabla_{\omega} \xi \tag{4.69}
\end{equation*}
$$

We would like now to determine the dimension of $\mathrm{H}^{0}, \mathrm{H}^{1}$ and $\mathrm{H}^{2}$; once again we proceed trying to give priority to the intuition.

We claim that $\operatorname{dim} \mathrm{H}^{0}=0$. Let us consider

$$
\begin{equation*}
\nabla_{\omega} f=0 \tag{4.70}
\end{equation*}
$$

as a differential equation; we infer that a general solution reads

$$
\begin{equation*}
f=c / u(z) \tag{4.71}
\end{equation*}
$$

being $c$ a constant, $c \in \mathbb{C}$.
Nevertheless eq. (4.71) multivalued in $X$, the only global solution single-valued solution is $f=0$, and hence the claim.
Next, we want to show that also $\operatorname{dim} \mathrm{H}^{2}\left(X, \nabla_{\omega}\right)=0$; we aim to prove that given any $\eta \in \mathscr{E}^{2}$ we
can find $\lambda \in \mathscr{E}^{1}$ such that

$$
\begin{equation*}
\nabla_{\omega} \lambda=\eta . \tag{4.72}
\end{equation*}
$$

By the $\bar{\partial}$-Poincaré lemma ${ }^{7}$, there exists a $(1,0)$ form-say $\lambda=g d z-$ such that $\bar{\partial} \lambda=\eta$. Therefore ${ }^{8}$ :

$$
\begin{align*}
\nabla_{\omega} \lambda & =(\partial+\bar{\partial})(g d z)+\omega(z) \wedge(g d z) \\
& =\bar{\partial}(g d z)  \tag{4.73}\\
& =\eta .
\end{align*}
$$

Once again, we rely on the fact that the Euler characteristic is equal to the alternating sum of the dimensions of the twisted co-homology groups [23],

$$
\begin{align*}
\chi(X) & =\operatorname{dim}\left(\mathrm{H}^{0}\right)-\operatorname{dim}\left(\mathrm{H}^{1}\right)+\operatorname{dim}\left(\mathrm{H}^{2}\right) \\
& =0-\operatorname{dim}\left(\mathrm{H}_{1}\right)+0  \tag{4.74}\\
& =-\operatorname{dim}\left(\mathrm{H}_{1}\right),
\end{align*}
$$

and therefore ${ }^{9}$ :

$$
\begin{equation*}
\operatorname{dim} \mathrm{H}^{1}(=\nu)=-\chi(X)=m+1 . \tag{4.75}
\end{equation*}
$$

So we conclude by saying that $\mathrm{H}^{1}$ is the only interesting-i.e. non empty-space. Its elements are $\langle\varphi| \in \mathrm{H}^{1}$ (see also eq. (4.69)).
Any holomorphic one form belongs to $\operatorname{Ker}\left(\nabla_{\omega}(\bullet)\right)$ and so to $\mathrm{H}^{1}$. From now on, unless specify differently, we will focus on those i.e. $\varphi=\varphi(z)=\hat{\varphi}(z) d z$, with $\hat{\varphi}(z)$ holomorphic in $X$.

### 4.2.3

## Euler Characteristic via Morse Theory

We discuss here how to compute $\chi(X)$ relying on Morse theory-or, better, its complex version known as Picard-Lefschetz theory ${ }^{10}$.
Let us introduce the following Morse function

$$
\begin{align*}
h_{r}: X & \rightarrow \mathbb{R}, \\
z & \rightarrow \operatorname{Re}(\log u(z)) . \tag{4.76}
\end{align*}
$$

Colloquially eq. (4.76) gives an "height" to each point of $X$; it is useful since one can deduce topological properties of $X$ studying this function.

[^28]We also introduce the-at the moment-auxiliary function

$$
\begin{align*}
h_{c}: X & \rightarrow \mathbb{C}, \\
z & \rightarrow \log u(z) ; \tag{4.77}
\end{align*}
$$

Its role will be clear later on; for the moment we stress that $h_{c} \neq h_{r}$.
A point $z_{\text {crt }}$ is a critical point of $h_{r}$ iff

$$
\begin{equation*}
d h_{r}\left(z_{\mathrm{crt}}\right)=0 ; \tag{4.78}
\end{equation*}
$$

then the following relation holds [181]:

$$
\begin{equation*}
\chi(X)=\sum_{j=0}^{2}(-1)^{j} \mathrm{M}_{j}, \tag{4.79}
\end{equation*}
$$

where $\mathrm{M}_{j}$ is the number of critical points with Morse index $j$; intuitively a Morse index indicates the number of downwards directions for the Morse function-i.e. the direction along which $h_{r}$ decreases-passing through $z_{\text {crt }}$.
The function $\log u(z)$ is holomorphic if we are not in the proximity of a branch point $x_{i}$; so in a neighborhood of a critical point $z_{\mathrm{crt}}, h_{r}=\operatorname{Re}(\log u(z))$ admits the following expansion (assuming local coordinate $w$ around each critical point $z_{\text {crt }}$ )

$$
\begin{equation*}
h_{r}(w)=h_{r}(0)+\operatorname{Re}\left(w^{2}\right)+\ldots . \tag{4.80}
\end{equation*}
$$

Rewriting eq. (4.80) in terms of real coordinates $w=x+i y$ we find

$$
\begin{equation*}
h_{r}(x, y)=h_{r}(0,0)+x^{2}-y^{2}+\ldots . \tag{4.81}
\end{equation*}
$$

Eq. (4.81) reveals that each critical point has Morse index equal to one.
Therefore eq. (4.79) reduces to

$$
\begin{equation*}
\chi(X)=-\mathrm{M}_{1} \tag{4.82}
\end{equation*}
$$

so $\chi(X)$ is equal to the number of critical points, up to a sign.
Finally Cauchy-Riemann equations imply that $z_{\text {crt }}$ is a critical point of $h_{r}$ iff it is a critical point also for $h_{c}{ }^{11}$. Critical points of $h_{c}=\log u(z)$, are nothing but zeros of

$$
\begin{equation*}
\omega(z)=d \log u(z) ; \tag{4.85}
\end{equation*}
$$

[^29]implies that both terms vanish separately, hence $\left.d h_{r}\right|_{\left(x_{\mathrm{crt}}, y_{\mathrm{crt}}\right)}$.
Conversely if $\left(x_{\mathrm{crt}}, y_{\mathrm{crt}}\right)$ is a critical point for $h_{r}=\operatorname{Re}(\log u)$-i.e. $\left.\quad d_{x} h_{r}\right|_{\left(x_{\mathrm{crt}}, y_{\mathrm{crt}}\right)}=\left.d_{y} h_{r}\right|_{\left(x_{\mathrm{crt}}, y_{\mathrm{crt}}\right)}=0-$ then Cauchy-Riemann equations imply ( $h_{r}=\operatorname{Re} h_{c}$ )
\[

$$
\begin{equation*}
\left.d_{y} h_{r}\right|_{\left(x_{\mathrm{crt}}, y_{\mathrm{crt}}\right)}=-\left.d_{x} \operatorname{Im} h_{c}\right|_{\left(x_{\mathrm{crt}}, y_{\mathrm{crt}}\right)}=0,\left.\quad d_{x} h_{r}\right|_{\left(x_{\mathrm{crt}}, y_{\mathrm{crt}}\right)}=\left.d_{y} \operatorname{Im} h_{c}\right|_{\left(x_{\mathrm{crt}}, y_{\mathrm{crt}}\right)}=0 \tag{4.84}
\end{equation*}
$$

\]

and therefore $\left.d h_{c}\right|_{\left(x_{\mathrm{crt}}, y_{\mathrm{crt}}\right)}=\left.d \operatorname{Re} h_{c}\right|_{\left(x_{\mathrm{crt}}, y_{\mathrm{crt}}\right)}+\left.i d \operatorname{Im} h_{c}\right|_{\left(x_{\mathrm{crt}}, y_{\mathrm{crt}}\right)}=0$.

Putting everything together, we have

$$
\begin{equation*}
\operatorname{dim} \mathrm{H}^{1}(=\nu)=-\chi(X)=\text { \# solutions of: } \omega(z)=0 . \tag{4.86}
\end{equation*}
$$

### 4.2.4

## Co-Homology Intersection Number

Following [25] we can introduce a bilinear, non-degenerate pairing among elements of $\mathrm{H}^{1}\left(X, \nabla_{\omega}\right)$ and the dual space $\mathrm{H}^{1}\left(X, \nabla_{-\omega}\right)$ (notice that $u \rightarrow u^{-1}$ produces $\omega \rightarrow-\omega$ ), referred to as cohomology intersection number, or, simply (in this work) intersection number.

Let us consider $\langle\varphi| \in \mathrm{H}^{1}\left(X, \nabla_{\omega}\right)$ and $\left|\varphi^{\vee}\right\rangle \in \mathrm{H}^{1}\left(X, \nabla_{-\omega}\right)$ with $\varphi$ and $\varphi^{\vee}$ holomorphic; our first guess would be

$$
\begin{equation*}
\left\langle\varphi \mid \varphi^{\vee}\right\rangle \stackrel{?}{=} \int_{X} \varphi(z) \wedge \varphi^{\vee}(z) \tag{4.87}
\end{equation*}
$$

Unfortunately eq. (4.87) is ill defined; roughly speaking the integrand diverges near the boundary of $X$-i.e. the set of points $\mathcal{P}_{\omega}=\left\{x_{0}, x_{1}, \ldots, x_{m+2}\right\}$ removed from $\mathbb{C P}^{1}$-due to the fact that $\varphi^{(V)}$ may have poles at those locations. Furthermore the integrand in eq. (4.87) carries a $d z \wedge d z=0$ in the numerator, loosely speaking we land in a sort of indeterminate " $0 / 0$ " problem. Some sort of regularization for $\varphi$, $\operatorname{say}^{\operatorname{reg}}{ }_{\omega}(\varphi)$, is required.

Intuitively, we want to replace $\varphi$ with something vanishing in a small neighborhood $V_{i}$ around each $x_{i}$, laying in the same equivalence class of the original $\varphi$; so we look for something of the following form

$$
\begin{equation*}
\operatorname{reg}_{\omega}: \varphi \rightarrow \operatorname{reg}_{\omega}(\varphi)=\varphi \pm \nabla_{\omega}(\bullet) \rightsquigarrow \text { vanishing on each } V_{i} . \tag{4.88}
\end{equation*}
$$

Let us consider an holomorphic function $\psi_{i}$, satisfying:

$$
\begin{equation*}
\nabla_{\omega} \psi_{i}=\varphi, \quad \text { locally on each } V_{i} \text {. } \tag{4.89}
\end{equation*}
$$

For the moment we just assume that an explicit solution of eq. (4.89) can be found. Therefore we can correct our guess eq. (4.88) as

$$
\begin{equation*}
\operatorname{reg}_{\omega}: \varphi \rightarrow \operatorname{reg}_{\omega}(\varphi) \stackrel{?}{=} \varphi-\sum_{i} \nabla_{\omega}\left(\psi_{i}\right) \rightsquigarrow \text { vanishing on each } V_{i} \text { by eq. (4.89). } \tag{4.90}
\end{equation*}
$$

Eq. (4.93) is almost the final answer; we have just to glue, or interpolate, the various $\psi_{i}$ together in a proper way, to have something defined on the full $X$. In order to do this, we introduce a
bump function $h_{i}(z, \bar{z})$ such that

$$
h_{i}(z, \bar{z})= \begin{cases}1 & \text { on } U_{i}  \tag{4.91}\\ 0 \leq h_{i} \leq 1 & \text { on } V_{i} \backslash U_{i} \\ 0 & \text { outside } V_{i}\end{cases}
$$

where $U_{i} \subset V_{i}$ is another (small) neighborhood of $x_{i}$.
The situation is described by the following picture:


So, the desired regularization map reads

$$
\begin{equation*}
\operatorname{reg}_{\omega}: \varphi \rightarrow \operatorname{reg}_{\omega}(\varphi)=\varphi-\sum_{i} \nabla_{\omega}\left(h_{i} \psi_{i}\right) . \tag{4.93}
\end{equation*}
$$

Therefore, the intersection pairing is given by

$$
\begin{align*}
\left\langle\varphi \mid \varphi^{\vee}\right\rangle & =\int_{X} \operatorname{reg}_{\omega}(\varphi) \wedge \varphi^{\vee} \\
& =\int_{X}\left(\varphi-\sum_{i} \nabla_{\omega}\left(h_{i} \psi_{i}\right)\right) \wedge \varphi^{\vee} \tag{4.94}
\end{align*}
$$

Eq. (4.94) looks quite involved; we will show now that we can simplify it in order to arrive to a (strikingly) simple and compact result.

Let us consider its derivation step-by-step. On the one hand, that $h_{i}=0$ on $X \backslash \bigcup_{i} V_{i}$ and $\varphi \wedge \varphi^{\vee}=0$ there; on the other hand, that $h_{i}=1$ on $U_{i}$ and $\left(\varphi-\nabla_{\omega} \psi_{i}\right) \wedge \varphi^{\vee}=(\varphi-\varphi) \wedge \varphi^{\vee}=0$ by thanks to (4.89). Therefore the integral eq. (4.94) gets non-vanishing contribution only from the region $\bigcup_{i} V_{i} \backslash U_{i}$, i.e.

$$
\begin{equation*}
\left\langle\varphi \mid \varphi^{\vee}\right\rangle=\int_{\bigcup_{i} V_{i} \backslash U_{i}}\left(\varphi-\sum_{i} \nabla_{\omega}\left(h_{i} \psi_{i}\right)\right) \wedge \varphi^{\vee} ; \tag{4.95}
\end{equation*}
$$

using (once again) the fact that $\varphi \wedge \varphi^{\vee}=0$ on $\bigcup_{i} V_{i} \backslash U_{i}$ we obtain

$$
\begin{equation*}
\left\langle\varphi \mid \varphi^{\vee}\right\rangle=-\sum_{i} \int_{V_{i} \backslash U_{i}} \nabla_{\omega}\left(h_{i} \psi_{i}\right) \wedge \varphi^{\vee} ; \tag{4.96}
\end{equation*}
$$

since also $\omega \wedge \varphi^{\vee}=0$ on $\bigcup_{i} V_{i} \backslash U_{i}$, eq. (4.96) simplifies to

$$
\begin{equation*}
\left\langle\varphi \mid \varphi^{\vee}\right\rangle=-\sum_{i} \int_{V_{i} \backslash U_{i}} d\left(h_{i} \psi_{i}\right) \wedge \varphi^{\vee}=-\sum_{i} \int_{V_{i} \backslash U_{i}} d\left(h_{i} \psi_{i} \varphi^{\vee}\right) ; \tag{4.97}
\end{equation*}
$$

finally Stokes' theorem and the very definition eq. (4.91) yield

$$
\begin{align*}
\left\langle\varphi \mid \varphi^{\vee}\right\rangle=-\sum_{i} \int_{\partial\left(V_{i} \backslash U_{i}\right)} h_{i} \psi_{i} \varphi^{\vee} & =-\sum_{i} \int_{\partial V_{i}} h_{i} \psi_{i} \varphi^{\vee}+\sum_{i} \int_{\partial U_{i}} h_{i} \psi_{i} \varphi^{\vee} \\
& =-\sum_{i} \int_{\partial V_{i}} 0 \cdot \psi_{i} \varphi^{\vee}+\sum_{i} \int_{\partial U_{i}} 1 \cdot \psi_{i} \varphi^{\vee}  \tag{4.98}\\
& =2 \pi i \sum_{x_{i} \in \mathcal{P}_{\omega}} \operatorname{Res}_{z=x_{i}}\left(\psi_{i} \varphi^{\vee}\right) .
\end{align*}
$$

So, the intersection pairing reads ${ }^{12}$ :

$$
\begin{align*}
\langle\bullet \mid \bullet\rangle: \mathrm{H}^{1}\left(X, \nabla_{\omega}\right) \times \mathrm{H}^{1}\left(X, \nabla_{-\omega}\right) & \rightarrow \mathbb{C} \\
\left(\langle\varphi|,\left|\varphi^{\vee}\right\rangle\right) & \rightarrow\left\langle\varphi \mid \varphi^{\vee}\right\rangle=\sum_{x_{i} \in \mathcal{P}_{\omega}} \operatorname{Res}\left(\psi_{i} \varphi^{\vee}\right), \tag{4.99}
\end{align*}
$$

with

$$
\begin{equation*}
\psi_{i}: \text { local solution of: } \nabla_{\omega} \psi_{i}=\varphi ; \quad \mathcal{P}_{\omega}=\text { set of poles of } \omega . \tag{4.100}
\end{equation*}
$$

We notice that, compared to the full integral eq. (4.94), in eq. (4.99) only the local behaviour around the set of poles $x_{i}$ is relevant and the result is built upon small building blocks.

In a more rigorous language, the regularization map $\operatorname{reg}_{\omega}(\bullet)$ replaces $\varphi$ with its (non holomorphic) compact support version. We could employ a different choice, namely replacing $\varphi^{\vee}$ with its compact support version-i.e. adopting $\operatorname{reg}_{-\omega}(\bullet)$ - this would be an alternative and equivalent legitimate choice.
The intersection pairing is manifestly (bi)linear, i.e. $\left\langle c_{1} \varphi_{1}+c_{2} \varphi_{2} \mid \varphi^{\vee}\right\rangle=c_{1}\left\langle\varphi_{1} \mid \varphi^{\vee}\right\rangle+c_{2}\left\langle\varphi_{2} \mid \varphi^{\vee}\right\rangle$ (as well as $\left\langle\varphi \mid c_{1} \varphi_{1}^{\vee}+c_{2} \varphi_{2}^{\vee}\right\rangle=c_{1}\left\langle\varphi \mid \varphi_{1}^{\vee}\right\rangle+c_{2}\left\langle\varphi \mid \varphi_{2}^{\vee}\right\rangle$ ). Moreover we stress that the intersection number is a pairing among elements of $\mathrm{H}^{1}$ and its dual, and so replacing say $\varphi$ with another representative in the same co-homology class, i.e. $\varphi \rightarrow \varphi+\nabla_{\omega} \xi$ does not alter the result (the same holds for $\varphi^{\vee}$, upon the replacement $\varphi^{\vee} \rightarrow \varphi^{\vee}+\nabla_{-\omega} \xi^{\vee}$ ).

Above we just assumed that eq. (4.89) could be found, without specifying how this is done in practice. We address this point now.
Assuming local coordinates around each $x_{i}$, say $z=y+x_{i}$, the following series expansions hold

$$
\begin{equation*}
\omega=\sum_{m=-1}^{\infty} \hat{\omega}_{m} y^{m} d y, \quad \varphi=\sum_{m=\min _{\varphi}}^{\infty} \hat{\varphi}_{m} y^{m} d y \tag{4.101}
\end{equation*}
$$

[^30]We can just look for a solution-around each $x_{i}$-of the form ${ }^{13}$ :

$$
\begin{equation*}
\psi_{i}=\sum_{m=\min _{\varphi}+1}^{\infty} \psi_{m} y^{m} \tag{4.102}
\end{equation*}
$$

We have just to plug the expansion eq. $(4.101,4.102)$ into $\nabla_{\omega} \psi=\varphi$; we have:

$$
\begin{equation*}
\left(\sum_{m=\min _{\varphi}+1}^{\infty} m \psi_{m} y^{m-1}+\left(\frac{\hat{\omega}_{-1}}{y}+\hat{\omega}_{0}+\hat{\omega}_{1} y+\ldots\right) \cdot \sum_{m=\min _{\varphi}+1}^{\infty} \psi_{m} y^{m}\right)=\sum_{m=\min _{\varphi}} \hat{\varphi}_{m} y^{m} \tag{4.103}
\end{equation*}
$$

which, rearranging the products of two sums into a single sum, gives

$$
\begin{equation*}
\sum_{m=\min _{\varphi}}^{\infty}\left((m+1) \psi_{m+1}+\sum_{q=-1}^{m-\min _{\varphi}-1} \hat{\omega}_{q} \psi_{m-q}\right) y^{m}=\sum_{m=\min _{\varphi}}^{\infty} \hat{\varphi}_{m} y^{m} \tag{4.104}
\end{equation*}
$$

Requiring that eq. (4.104) holds order by order in $y$, we obtain a linear system for the unknown coefficients $\psi_{m}$ in eq. (4.102).

We notice that eq. (4.104) can be simplified even further, since the unknown coefficients obey a recursion relation-in other words the linear system is triangular-and we have

$$
\begin{equation*}
\psi_{m+1}=\frac{1}{m+1+\hat{\omega}_{-1}}\left(\hat{\varphi}_{m}-\sum_{q=0}^{m-\min _{\varphi}-1} \hat{\omega}_{q} \psi_{m-q}\right), \quad \psi_{\min _{\varphi}+1}=\frac{\hat{\varphi}_{\min _{\varphi}}}{\min _{\varphi}+1+\hat{\omega}_{-1}} \tag{4.105}
\end{equation*}
$$

the coefficients appearing on the r.h.s. at the $m$-th step can be considered known.

Even if the coefficients in eq. (4.102) can be computed-in principle-to arbitrary order, it is useful to inspect eq. (4.99). We notice that product $\psi \varphi^{\vee}$ has to be computed up to order: $(-1)$, since we are just interested in its residue.
Therefore, considering the local expansion

$$
\begin{equation*}
\varphi^{\vee}=\sum_{m=\min _{\varphi} \vee}^{\infty} \hat{\varphi}_{m}^{\vee} y^{m} d y \tag{4.106}
\end{equation*}
$$

we infer that it is sufficient to expand $\psi$ up to order: $\left(-\min _{\varphi^{\vee}}-1\right)$; in this way all the meaningful contributions to the residue are captured.

## - The special case of logarithmic differential forms.

We conclude this section, specifying our discussion to the case of logarithmic forms, i.e. differ-

[^31]ential forms such that
\[

$$
\begin{equation*}
\min _{\varphi} \geq-1, \quad \text { and } \quad \min _{\varphi} \vee \geq-1 ; \tag{4.107}
\end{equation*}
$$

\]

around each pole. Such differential forms are often considered in the mathematical literature. If the conditions in eq. (4.107) are satisfied (around each pole), then just the leading terms in eq. (4.101) and eq. (4.106) are relevant, and eq. (4.99) boils down to

$$
\begin{equation*}
\left\langle\varphi \mid \varphi^{\vee}\right\rangle=\sum_{x_{i} \in \mathcal{P}_{\omega}} \frac{\operatorname{Res}_{z=x_{i}}(\varphi) \operatorname{Res}_{z=x_{i}}\left(\varphi^{\vee}\right)}{\operatorname{Res}_{z=x_{i}}(\omega)} \tag{4.108}
\end{equation*}
$$

Let us give some simple examples of co-homology intersection numbers constructed starting from eq. (4.19); eq. (4.108) gives

$$
\left\langle\left. d \log \frac{z-x_{k}}{z-x_{k+1}} \right\rvert\, d \log \frac{z-x_{j}}{z-x_{j+1}}\right\rangle= \begin{cases}-1 / \alpha_{j} & \text { if } k=j-1  \tag{4.109}\\ 1 / \alpha_{j}+1 / \alpha_{j+1} & \text { if } k=j \\ -1 / \alpha_{j+1} & \text { if } k=j+1 \\ 0 & \text { else }\end{cases}
$$

Other examples of co-homology intersection numbers will be considered extensively in the following.

## 4.3

## Twisted Riemann's Period Relations

In the previous sections we introduced pairings among elements of twisted (co)homology groups and their duals. In the same spirit, an integral is the pairing between an element of the twisted co-homology group and twisted homology group

$$
\begin{align*}
\langle\bullet| \bullet]: \mathrm{H}^{1}\left(X, \nabla_{\omega}\right) \times \mathrm{H}_{1}(X, u) & \rightarrow \mathbb{C}, \\
(\langle\varphi|, \mid \gamma \otimes u(z)]) & \rightarrow\langle\varphi| \gamma \otimes u(z)]=\int_{\gamma} u(z) \varphi(z) . \tag{4.110}
\end{align*}
$$

while a dual integral is

$$
\begin{align*}
{\left[\bullet|\bullet\rangle: \mathrm{H}_{1}\left(X, u^{-1}\right) \times \mathrm{H}^{1}\left(X, \nabla_{-\omega}\right)\right.} & \rightarrow \mathbb{C}, \\
\left(\left[\gamma^{\vee} \otimes u^{-1}(z)|,| \varphi^{\vee}\right\rangle\right) & \rightarrow\left[\gamma^{\vee} \otimes u^{-1}(z)\left|\varphi^{\vee}\right\rangle=\int_{\gamma^{\vee}} u^{-1}(z) \varphi^{\vee}(z) .\right. \tag{4.111}
\end{align*}
$$

Let $\left(\left\langle e_{1}\right|, \ldots,\left\langle e_{\nu}\right|\right)$ a basis for $\mathrm{H}^{1}\left(X, \nabla_{\omega}\right)\left(\left(\left|h_{1}\right\rangle, \ldots,\left|h_{\nu}\right\rangle\right)\right.$ a basis for $\left.\mathrm{H}^{1}\left(X, \nabla_{-\omega}\right)\right)$ and $\left(\left[\gamma_{1} \otimes\right.\right.$ $u(z) \mid, \ldots,\left[\gamma_{\nu} \otimes u(z) \mid\right)$ a basis for $\mathrm{H}_{1}(X, u)\left(\left(\left[\gamma_{1}^{\vee} \otimes u^{-1}(z) \mid, \ldots,\left[\gamma_{\nu}^{\vee} \otimes u^{-1}(z) \mid\right)\right.\right.\right.$ a basis for $\left.\mathrm{H}_{1}\left(X, u^{-1}\right)\right)$ then we define the following matrices

- $\mathbf{C}_{i j}=\left\langle e_{i} \mid h_{j}\right\rangle \rightsquigarrow$ the co-homology intersection matrix,
- $\mathbf{H}_{i j}=\left[\gamma_{i} \otimes u(z) \mid \gamma_{j}^{\vee} \otimes u^{-1}(z)\right] \rightsquigarrow$ the homology intersection matrix,
- $\left.\mathbf{P}_{i j}=\left\langle e_{i}\right| \gamma_{j} \otimes u(z)\right] \rightsquigarrow$ the twisted period matrix,
- $\mathbf{P}_{i j}^{\vee}=\left[\gamma_{j}^{\vee} \otimes u(z)\left|h_{i}\right\rangle \rightsquigarrow\right.$ the dual twisted perioed matrix.

All the previous quantities appear tight together in the so-called Twisted Riemann's Period Relations ${ }^{14}$ [182]

$$
\begin{equation*}
\mathbf{C}=\mathbf{P} \cdot \mathbf{H}^{-\top} \cdot \mathbf{P}^{\vee \top} \tag{4.112}
\end{equation*}
$$

Eq. (4.112) contains a lot of information and reveals deep structures underlying the structure of these integrals. Let us just mention that eq. (4.112) offers yet another computational strategy for the evaluation of co-homology intersection numbers of logarithmic ${ }^{15}$ (one) forms [27]

$$
\begin{equation*}
\left\langle\varphi \mid \varphi^{\vee}\right\rangle=-\sum_{z_{\mathrm{crt}} \in \mathcal{S}_{\omega}} \operatorname{Res}_{z=y_{i}}\left(\frac{\hat{\varphi} \varphi^{\vee}}{\partial \hat{\omega}}\right) \tag{4.113}
\end{equation*}
$$

where, now, $\mathcal{S}_{\omega}$ is the set of zeros of $\omega$.

[^32]
## 5

## Integral Relations via Intersection Theory: univariate case

The main focus of this chapter will be the study of integral relations obtained thanks to the tools described in chapter 4. Having at our disposal, so far, a theory capable to treat integrals admitting a one-fold representation, we will first consider how to obtain contiguity relations-i.e. linear relations-among special functions often considered in the mathematical literature. These relations are obtained by means of projection via intersection numbers, thanks to the so-called master decomposition formula. We will briefly show how, within this framework, it is possible to derive also quadratic relations among these functions. Next we move to the case of FIs; given our current limitations we consider the case of reduction onto MIs on the maximal cut-i.e. discarding subsectors; once again, thanks to intersection numbers this is done bypassing the system solving strategy described in chapter 2.

## 5.1

## Illustrative Example: Euler Beta Function

Let us consider once again the integral

$$
\begin{equation*}
I=I_{1,1}=\int_{0}^{1} z^{p}(1-z)^{q} \frac{d z}{z(1-z)} ; \tag{5.1}
\end{equation*}
$$

indeed eq. (5.1) corresponds to the particular choice $\left(a_{1}, a_{2}\right)=(1,1)$ within the more integral family

$$
\begin{equation*}
I_{a_{1}, a_{2}}=\int_{0}^{1} z^{p}(1-z)^{q} \frac{d z}{z^{a_{1}}(1-z)^{a_{2}}}, \quad\left(a_{1}, a_{2}\right) \in \mathbb{Z}^{2} . \tag{5.2}
\end{equation*}
$$

On the one hand, linear relations among elements of eq. (5.2) are known in the mathematical literature as contiguity relations. On the other hand, the reader acquainted with the physics literature will quickly realize that-at the prize of generating and solving a (in this case) small system of IBPs - any given integral within the ones in the integral family eq. (5.2), can be expressed in terms of a single MI, say ${ }^{1} \mathcal{J}=I_{1,1}$. So

$$
\begin{align*}
I_{a_{1}, a_{2}} & =c_{a_{1}, a_{2}} I_{1,1}  \tag{5.3}\\
& =c_{a_{1}, a_{2}} \mathcal{J}
\end{align*}
$$

The coefficient $c_{a_{1}, a_{2}}$ is determined through the system solving procedure for any given $\left(a_{1}, a_{2}\right)$.

We will follow here an orthogonal approach, exploiting the twisted co-homology structure underpinning eqs. $(5.1,5.2)$.
The first step consists in focusing on the single valued differential form, or, better, twisted cocycle associated to each integral, stripping off the twisted cycle which is common to all of them. The linear relations derived at the level of co-cycles will hold for the integrals as well since these are built pairing twisted co-cycles with the common twisted cycle (cf. section 4.3). So in the case at hand

$$
\begin{equation*}
I_{a_{1}, a_{2}}=\int_{0}^{1} z^{p}(1-z)^{q} \frac{d z}{z^{a_{1}}(1-z)^{a_{2}}} \rightsquigarrow\left\langle\frac{d z}{z^{a_{1}}(1-z)^{a_{2}}}\right|=\langle\varphi| \in \mathrm{H}^{1}\left(X, \nabla_{\omega}\right) \tag{5.4}
\end{equation*}
$$

where

$$
\begin{equation*}
X=\mathbb{C P}^{1} \backslash\{0,1, \infty\} \quad \text { and } \quad \omega=d \log \left(z^{p}(1-z)^{q}\right)=\left(\frac{p}{z}-\frac{q}{1-z}\right) d z \tag{5.5}
\end{equation*}
$$

Actually, the fact that there is just one independent form (modulo IBPs) -i.e. one MIs-is, in this approach, a prediction: $\mathrm{H}^{1}\left(X, \nabla_{\omega}\right)$ is a one dimensional space, as we can infer from a critical points analysis, see eq. (4.75).
Explicitly, we have

$$
\begin{equation*}
\nu=1=\# \text { solutions of: } \omega=0 \tag{5.6}
\end{equation*}
$$

Consistently with eq. (5.3), we choose the single basis element as

$$
\begin{equation*}
\langle e|=\left\langle\frac{d z}{z(1-z)}\right| \in \mathrm{H}^{1}\left(X, \nabla_{\omega}\right) \tag{5.7}
\end{equation*}
$$

Roughly speaking the main idea is that we can think at $c_{a_{1}, a_{2}}$ in eq. (5.3) as the projection of any given $\langle\varphi|$ onto $\langle e|$; the coefficient can be extracted thanks to a (IBP-compatible) "scalar product" defined among elements of $\mathrm{H}^{1}$. Indeed, the intersection number in eq. (4.99) is what we are looking for.
We have

$$
\begin{equation*}
c_{a_{1}, a_{2}}=\left\langle\left.\frac{d z}{z^{a_{1}}(1-z)^{a_{2}}} \right\rvert\, \frac{d z}{z(1-z)}\right\rangle /\left\langle\left.\frac{d z}{z(1-z)} \right\rvert\, \frac{d z}{z(1-z)}\right\rangle \tag{5.8}
\end{equation*}
$$

[^33]where, at this stage, the denominator in eq. (5.8) can be seen as sort of normalization.

Example. The explicit case $\left(a_{1}, a_{2}\right)=(2,1)$. We want to determine the coefficient $c_{2,1}$ appearing in

$$
\begin{equation*}
I_{2,1}=c_{2,1} \mathcal{J} \tag{5.9}
\end{equation*}
$$

Following eq. (5.8), two different intersection numbers are required, namely

$$
\begin{equation*}
\left\langle\left.\frac{d z}{z^{2}(1-z)} \right\rvert\, \frac{d z}{z(1-z)}\right\rangle \quad \text { and } \quad\left\langle\left.\frac{d z}{z(1-z)} \right\rvert\, \frac{d z}{z(1-z)}\right\rangle \tag{5.10}
\end{equation*}
$$

We show here the explicit intermediate expressions needed for the evaluation of:

$$
\begin{equation*}
\left\langle\left.\frac{d z}{z^{2}(1-z)} \right\rvert\, \frac{d z}{z(1-z)}\right\rangle \tag{5.11}
\end{equation*}
$$

We have to solve the differential equation

$$
\begin{equation*}
\nabla_{\omega} \psi=\frac{d z}{z^{2}(1-z)}, \quad \text { around } \quad \mathcal{P}_{\omega}=\{0,1, \infty\} \tag{5.12}
\end{equation*}
$$

The explicit solutions around each pole reads

- $\psi_{0} \rightsquigarrow$ series solution around 0
(local coordinate: $y=z$ )

$$
\begin{equation*}
\psi_{0}=-\frac{1}{(1-p) y}-\frac{q+p-1}{(1-p) p}+\mathcal{O}(y) \tag{5.13}
\end{equation*}
$$

- $\psi_{1} \rightsquigarrow$ series solution around 1
(local coordinate: $y=z-1$ )

$$
\begin{equation*}
\psi_{1}=-\frac{1}{q}+\mathcal{O}\left(y^{0}\right) \tag{5.14}
\end{equation*}
$$

- $\psi_{\infty} \rightsquigarrow$ series solution around $\infty$
(local coordinate: $y=1 / z$ )

$$
\begin{equation*}
\psi_{\infty}=\mathcal{O}\left(y^{2}\right) \tag{5.15}
\end{equation*}
$$

Let us now focus on the expansion of

$$
\begin{equation*}
\frac{d z}{z(1-z)}, \quad \text { around } \quad \mathcal{P}_{\omega}=\{0,1, \infty\} \tag{5.16}
\end{equation*}
$$

- $\frac{d z}{z(1-z)} \rightsquigarrow$ series expansion around 0

$$
\begin{equation*}
\left(\frac{1}{y}+1+\mathcal{O}(y)\right) d y \tag{5.17}
\end{equation*}
$$

- $\frac{d z}{z(1-z)} \rightsquigarrow$ series expansion around 1

$$
\begin{equation*}
\left(-\frac{1}{y}+\mathcal{O}\left(y^{0}\right)\right) d y \tag{5.18}
\end{equation*}
$$

- $\frac{d z}{z(1-z)} \rightsquigarrow$ series expansion around $\infty$
(local coordinate: $y=1 / z$ )

$$
\begin{equation*}
(1+\mathcal{O}(y)) d y \tag{5.19}
\end{equation*}
$$

Combining the various expansions as dictated by eq. (4.99), we conclude that just the points 0 and 1 give a non vanishing contribution in the sum of residues ${ }^{2}$; we obtain

$$
\begin{equation*}
\left\langle\left.\frac{d z}{z^{2}(1-z)} \right\rvert\, \frac{d z}{z(1-z)}\right\rangle=\frac{1-2 p-q}{(1-p) p}+\frac{1}{q} . \tag{5.20}
\end{equation*}
$$

Similarly we can compute

$$
\begin{equation*}
\left\langle\left.\frac{d z}{z(1-z)} \right\rvert\, \frac{d z}{z(1-z)}\right\rangle=\frac{p+q}{p q} . \tag{5.21}
\end{equation*}
$$

Therefore

$$
\begin{equation*}
c_{2,1}=\left\langle\left.\frac{d z}{z^{2}(1-z)} \right\rvert\, \frac{d z}{z(1-z)}\right\rangle /\left\langle\left.\frac{d z}{z(1-z)} \right\rvert\, \frac{d z}{z(1-z)}\right\rangle=\frac{1-p-q}{1-p} . \tag{5.22}
\end{equation*}
$$

## 5.2

## Linear Relations and Master Decomposition Formula

Let us consider now the more general case

$$
\begin{equation*}
I=\int_{\gamma} u(z) \varphi(z) \tag{5.23}
\end{equation*}
$$

where $\gamma$ is some path in

$$
\begin{equation*}
X=\mathbb{C P}^{1} \backslash \mathcal{P}_{\omega}, \quad \mathcal{P}_{\omega} \rightsquigarrow \text { set of poles of: } \omega=d \log u . \tag{5.24}
\end{equation*}
$$

such that $u(\partial \gamma)=0$.
The integral family in eq. (5.23) admits $\nu$ MIs, say $\left(\mathcal{J}_{1}, \ldots, \mathcal{J}_{\nu}\right)$, where

$$
\begin{equation*}
\nu=\# \text { solutions of: } \omega=0, \quad \mathcal{J}_{i}=\int_{\gamma} u(z) e_{i}(z) \quad 1 \leq i \leq \nu . \tag{5.25}
\end{equation*}
$$

The problem of finding the decomposition of any given integral of the form of eq. (5.23) in terms of the above mentioned basis of MIs, is then translated into the decomposition of $\langle\varphi| \in$ $\mathrm{H}^{1}\left(X, \nabla_{\omega}\right)$ in terms of $\left(\left\langle e_{i}\right|, \ldots,\left\langle e_{\nu}\right|\right) \in \mathrm{H}^{1}\left(X, \nabla_{\omega}\right)$

$$
\begin{equation*}
I=\sum_{i=1}^{\nu} c_{i} \mathcal{J}_{i} \quad \rightsquigarrow \quad\langle\varphi|=\sum_{i=1}^{\nu} c_{i}\left\langle e_{i}\right| . \tag{5.26}
\end{equation*}
$$

Let us discuss now how to obtain the decomposition in eq. (5.26). We first introduce an auxiliary dual element $\left|\varphi^{\vee}\right\rangle \in \mathrm{H}^{1}\left(X, \nabla_{-\omega}\right)$ and an arbitrary dual basis $\left(\left|h_{1}\right\rangle, \ldots,\left|h_{\nu}\right\rangle\right) \in \mathrm{H}^{1}\left(X, \nabla_{-\omega}\right)$, and we

[^34]build the $(\nu+1) \times(\nu+1)$ matrix, dubbed as M matrix, as follows
\[

\mathbf{M}=\left($$
\begin{array}{cccc}
\left\langle\varphi \mid \varphi^{\vee}\right\rangle & \left\langle\varphi \mid h_{1}\right\rangle & \ldots & \left\langle\varphi \mid h_{\nu}\right\rangle  \tag{5.27}\\
\left\langle e_{1} \mid \varphi^{\vee}\right\rangle & \left\langle e_{1} \mid h_{1}\right\rangle & \ldots & \left\langle e_{1} \mid h_{\nu}\right\rangle \\
\vdots & \vdots & \ddots & \vdots \\
\left\langle e_{\nu} \mid \varphi^{\vee}\right\rangle & \left\langle e_{\nu} \mid h_{1}\right\rangle & \ldots & \left\langle e_{\nu} \mid h_{\nu}\right\rangle
\end{array}
$$\right)=\left($$
\begin{array}{cc}
\left\langle\varphi \mid \varphi^{\vee}\right\rangle & \mathbf{A}^{\top} \\
\mathbf{B} & \mathbf{C}
\end{array}
$$\right) .
\]

We notice that, thanks to the linearity of the intersection pairing, the M matrix is degenerate, since the first row can be seen as a linear combination of the others. Therefore we have

$$
0=\operatorname{det} \mathbf{M}=\operatorname{det}\left(\begin{array}{cc}
\left\langle\varphi \mid \varphi^{\vee}\right\rangle & \mathbf{A}^{\top}  \tag{5.28}\\
\mathbf{B} & \mathbf{C}
\end{array}\right) .
$$

Recalling the expression of the determinant of a matrix in terms of its sub-blocks, we have

$$
\begin{equation*}
0=\operatorname{det} \mathbf{M}=\operatorname{det} \mathbf{C} \cdot\left(\left\langle\varphi \mid \varphi^{\vee}\right\rangle-\mathbf{A}^{\top} \cdot \mathbf{C}^{-1} \cdot \mathbf{B}\right) . \tag{5.29}
\end{equation*}
$$

Since $\left(\left\langle e_{i}\right|, \ldots,\left\langle e_{\nu}\right|\right)$ and $\left(\left|h_{1}\right\rangle, \ldots,\left|h_{\nu}\right\rangle\right)$ were chosen to be a basis of $\mathrm{H}^{1}\left(X, \nabla_{ \pm \omega}\right)$, then $\operatorname{det} \mathbf{C} \neq 0$. Therefore we are left with

$$
\begin{equation*}
\left\langle\varphi \mid \varphi^{\vee}\right\rangle-\mathbf{A}^{\top} \cdot \mathbf{C}^{-1} \cdot \mathbf{B}=0 . \tag{5.30}
\end{equation*}
$$

Reinserting the explicit expressions, we have

$$
\begin{equation*}
\left\langle\varphi \mid \varphi^{\vee}\right\rangle=\sum_{i, j=1}^{\nu}\left\langle\varphi \mid h_{j}\right\rangle\left(\mathbf{C}^{-1}\right)_{j i}\left\langle e_{i} \mid \varphi^{\vee}\right\rangle ; \tag{5.31}
\end{equation*}
$$

eq. (5.31) holds not matter what the choice of $\left|\varphi^{\vee}\right\rangle$ is-so we can drop it and pretend the resulting expression to hold; doing this we arrive at the master decomposition formula

$$
\begin{equation*}
\langle\varphi|=\sum_{i, j=1}^{\nu}\left\langle\varphi \mid h_{j}\right\rangle\left(\mathbf{C}^{-1}\right)_{j i}\left\langle e_{i}\right| . \tag{5.32}
\end{equation*}
$$

Eq. (5.32) is precisely of the form of eq. (5.26), namely

$$
\begin{equation*}
\langle\varphi|=\sum_{i=1}^{\nu} c_{i}\left\langle e_{i}\right| \quad \text { with: } \quad c_{i}=\sum_{j=1}^{\nu}\left\langle\varphi \mid h_{j}\right\rangle\left(\mathbf{C}^{-1}\right)_{j i} \quad \text { and } \quad \mathbf{C}_{i j}=\left\langle e_{i} \mid h_{j}\right\rangle . \tag{5.33}
\end{equation*}
$$

The coefficients of the decomposition are extracted in terms of intersection numbers (see also eq. (5.8); the normalization factor we were referring to is nothing but $\mathbf{C}^{-1}$ ).
We conclude this paragraph noticing that we can consider again eq. (5.31), with $\left|\varphi^{\vee}\right\rangle$ fixed and letting $\langle\varphi|$ be arbitrary; so we can drop it from the expression and obtain the dual master decomposition formula - whose importance will be clear later on-which reads

$$
\begin{equation*}
\left|\varphi^{\vee}\right\rangle=\sum_{i, j=1}^{\nu}\left|h_{j}\right\rangle\left(\mathbf{C}^{-1}\right)_{j i}\left\langle e_{i} \mid \varphi^{\vee}\right\rangle, \tag{5.34}
\end{equation*}
$$

### 5.3. QUADRATIC RELATIONS AND TWISTED RIEMANN'S PERIOD RELATIONS

and so

$$
\begin{equation*}
\left|\varphi^{\vee}\right\rangle=\sum_{j=1}^{\nu} c_{j}^{\vee}\left|h_{j}\right\rangle \quad \text { with: } \quad c_{j}^{\vee}=\sum_{i=1}^{\nu}\left(\mathbf{C}^{-1}\right)_{j i}\left\langle e_{i} \mid \varphi^{\vee}\right\rangle \quad \text { and } \quad \mathbf{C}_{i j}=\left\langle e_{i} \mid h_{j}\right\rangle . \tag{5.35}
\end{equation*}
$$

## 5.3

## Quadratic Relations and Twisted Riemann's Period Relations

Even if the main focus of this work is devoted to the study of linear relations among integrals, it is worth stressing that twisted (Co)Homology represents a framework where also quadratic relations among integrals can be addressed [182, 183, 184, 185, 186], as they are naturally encoded in twisted Riemann's Period Relations eq. (4.112). Since quadratic relations for FIs were recently investigated by the physics community [187, 188, 189, 190, 191, 192, 193, 194, 195], we expect that twisted (Co)Homology could help in understanding more about those identities in the future. Remarkably, twisted Riemann's Period Relations were recently understood to be the mathematical structure underpinning Kaway-Lewellew-Tye relations among closed and open String Amplitudes [49].
In the following, we inspect some explicit example from the mathematical literature, see [169]; we stick to setting introduced in section 4.1 and subsection 4.1.3 (see also appendix B).

Example. The reflection formula for $B(p, q)$. Let us consider the following

$$
\begin{equation*}
u(z)=z^{-p-q}(z-1)^{q} \tag{5.36}
\end{equation*}
$$

which is in the form of eq. (4.19), provided we consider $m=0$ and

$$
\begin{array}{lll}
x_{0}=0, & x_{1}=1, & x_{2}=\infty ; \\
\alpha_{0}=-p-q, & \alpha_{1}=q, & \alpha_{2}=p .
\end{array}
$$

It is clear than $\nu=\operatorname{dim} \mathrm{H}^{1}=\mathrm{H}_{1}=1$.
Let

$$
\begin{equation*}
\mid \gamma \otimes u(z)]=\mid(1, \infty) \otimes u(z)] \quad\langle e|=\langle f \log (z-1)| ; \tag{5.39}
\end{equation*}
$$

we then consider

$$
\begin{align*}
\mathbf{P}=\mathcal{J}=\langle e| \gamma \otimes u(z)] & =\int_{1}^{\infty} z^{-p-q}(z-1)^{q} \frac{d z}{z-1}  \tag{5.40}\\
& =B(p, q) .
\end{align*}
$$

Let us also introduce

$$
\begin{equation*}
\left[\gamma^{\vee} \otimes u^{-1}(z)\left|=\left[(1, \infty) \otimes u^{-1}(z)|, \quad| h\right\rangle=\right| d \log (z-1)\right\rangle ; \tag{5.41}
\end{equation*}
$$

next we consider the dual integral

$$
\begin{align*}
\mathbf{P}^{\vee}=\mathcal{J}^{\vee}=\left[\gamma^{\vee} \otimes u^{-1}(z)|h\rangle\right. & =\int_{1}^{\infty} z^{p+q}(z-1)^{-q} \frac{d z}{z-1}  \tag{5.42}\\
& =B(-p,-q) .
\end{align*}
$$

Finally we just need the self intersection numbers

$$
\begin{align*}
\mathbf{H}=\left[\gamma \otimes u(z) \mid \gamma^{\vee} \otimes u^{-1}(z)\right] & =\left[(1, \infty) \otimes u(z) \mid(1, \infty) \otimes u^{-1}(z)\right] \\
& =\frac{1-e^{2 \pi i(q+p))}}{\left(1-e^{2 \pi q}\right)\left(1-e^{2 \pi i p}\right)}, \tag{5.43}
\end{align*}
$$

and ${ }^{3}$

$$
\begin{align*}
\mathbf{C}=\langle e \mid h\rangle & =\langle d \log (z-1) \mid d \log (z-1)\rangle \\
& =2 \pi i\left(\frac{1}{p}+\frac{1}{q}\right) . \tag{5.44}
\end{align*}
$$

So eq. (4.112) gives

$$
\begin{align*}
\mathbf{C} & =\mathbf{P} \cdot \mathbf{H}^{-\top} \cdot \mathbf{P}^{\vee \top}= \\
2 \pi i\left(\frac{1}{p}+\frac{1}{q}\right) & =B(p, q) B(-p,-q) \frac{\left(1-e^{2 \pi q}\right)\left(1-e^{2 \pi i p}\right)}{1-e^{2 \pi i(q+p))}} \tag{5.45}
\end{align*}
$$

Example. Quadratic relations for hypergeometric ${ }_{2} F_{1}$. Let us consider the following

$$
\begin{equation*}
u(z)=z^{b-c}(z-x)^{-b}(z-1)^{c-a}, \tag{5.46}
\end{equation*}
$$

which is in the form of eq. (4.19), with $m=1$ and

$$
\begin{array}{llll}
x_{0}=0, & x_{1}=x, & x_{2}=1, & x_{3}=\infty, \\
\alpha_{0}=b-c, & \alpha_{1}=-b, & \alpha_{2}=c-a, & \alpha_{4}=a .
\end{array}
$$

Thus we have $\nu=\operatorname{dim} \mathrm{H}^{1}=\mathrm{H}_{1}=2$.
Let

$$
\begin{array}{ll}
\left\langle e_{1}\right|=\langle d \log (z-1)|, & \left.\left.\mid \gamma_{1} \otimes u(z)\right]=\mid(1, \infty) \otimes u(z)\right], \\
\left\langle e_{2}\right|=\langle d \log (z /(z-x))|, & \left.\left.\mid \gamma_{2} \otimes u(z)\right]=\mid(0, x) \otimes u(z)\right] \tag{5.50}
\end{array}
$$

and

$$
\begin{array}{lll}
\left|h_{1}\right\rangle=|d \log (z-1)\rangle, & {\left[\gamma_{1}^{\vee} \otimes u^{-1}(z)\right]=\left[(1, \infty) \otimes u^{-1}(z) \mid,\right.} \\
\left|h_{2}\right\rangle=|d \log (z /(z-x))\rangle, & & {\left[\gamma_{2}^{\vee} \otimes u^{-1}(z) \mid=\left[(0, x) \otimes u^{-1}(z) \mid .\right.\right.} \tag{5.52}
\end{array}
$$
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Thus we have
$\mathbf{P}=\left(\begin{array}{cc}\left.\left\langle e_{1}\right| \gamma_{1} \otimes u(z)\right] & \left.\left\langle e_{1}\right| \gamma_{2} \otimes u(z)\right] \\ \left.\left\langle e_{2}\right| \gamma_{1} \otimes u(z)\right] & \left.\left\langle e_{2}\right| \gamma_{2} \otimes u(z)\right]\end{array}\right)$
and
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We get

$$
\begin{align*}
\mathbf{C} & =\left(\begin{array}{cc}
\left\langle e_{1} \mid h_{1}\right\rangle & \left\langle e_{1} \mid h_{2}\right\rangle \\
\left\langle e_{2} \mid h_{1}\right\rangle & \left\langle e_{2} \mid h_{2}\right\rangle
\end{array}\right)=\left(\begin{array}{cc}
\langle d \log (z-1) \mid d \log (z-1)\rangle & \langle d \log (z-1) \mid d \log (z /(z-x))\rangle \\
\langle d \log (z /(z-x)) \mid d \log (z-1)\rangle & \langle d \log (z /(z-x)) \mid d \log (z /(z-x))\rangle
\end{array}\right) \\
& =2 \pi i\left(\begin{array}{cc}
\frac{1}{c-a}+\frac{1}{a} & 0 \\
0 & \frac{1}{b-c}-\frac{1}{b}
\end{array}\right) ; \tag{5.55}
\end{align*}
$$

and

$$
\begin{align*}
\mathbf{H} & =\left(\begin{array}{cc}
{\left[\gamma_{1} \otimes u(z) \mid \gamma_{1}^{\vee} \otimes u^{-1}(z)\right]} & {\left[\gamma_{1} \otimes u(z) \mid \gamma_{2}^{\vee} \otimes u^{-1}(z)\right]} \\
{\left[\gamma_{2} \otimes u(z) \mid \gamma_{1}^{\vee} \otimes u^{-1}(z)\right]} & {\left[\gamma_{2} \otimes u(z) \mid \gamma_{2}^{\vee} \otimes u^{-1}(z)\right]}
\end{array}\right) \\
& =\left(\begin{array}{cc}
{\left[(1, \infty) \otimes u(z) \mid(1, \infty) \otimes u^{-1}(z)\right]} & {\left[(1, \infty) \otimes u(z) \mid(0, x) \otimes u^{-1}(z)\right]} \\
{\left[(0, x) \otimes u(z) \mid(1, \infty) \otimes u^{-1}(z)\right]} & {\left[(0, x) \otimes u(z) \mid(0, x) \otimes u^{-1}(z)\right]}
\end{array}\right)  \tag{5.56}\\
& =\left(\begin{array}{cc}
\frac{1-e^{2 i \pi c}}{\left(1-e^{2 i \pi a}\right)\left(1-e^{2 i \pi(c-a)}\right)} & 0 \\
0 & \frac{1-e^{-2 i \pi c}}{\left(1-e^{-2 i \pi b}\right)\left(1-e^{2 i \pi(b-c)}\right)}
\end{array}\right)
\end{align*}
$$

So the $(1,1)$ entry of the identity eq. (4.112) gives $^{4}$

$$
\begin{align*}
1 & =\frac{a b x^{2}(a-c)(c-b)}{c^{2}\left(c^{2}-1\right)}{ }_{2} F_{1}(1+a-c, 1+b-c ; 2-c ; x){ }_{2} F_{1}(1-a+c, 1-b+c ; 2+c ; x)  \tag{5.57}\\
& +{ }_{2} F_{1}(-a,-b ;-c ; x){ }_{2} F_{1}(a, b ; c ; x) .
\end{align*}
$$

The $(1,2)$ entry is

$$
\begin{equation*}
0={ }_{2} F_{1}(1-a, 1-b ; 2-c ; x){ }_{2} F_{1}(a, b ; c ; x)-{ }_{2} F_{1}(1+a-c, 1+b-c ; 2-c ; x){ }_{2} F_{1}(c-a, c-b ; c ; x) . \tag{5.58}
\end{equation*}
$$

The $(2,1)$ entry is

$$
\begin{align*}
0 & ={ }_{2} F_{1}(-a,-b ;-c ; x){ }_{2} F_{1}(1+a, 1+b ; 2+c ; x) \\
& -{ }_{2} F_{1}(a-c, b-c ;-c ; x)_{2} F_{1}(1-a+c, 1-b+c ; 2+c ; x)  \tag{5.59}\\
& =\left.(5.58)\right|_{(a, b, c) \rightarrow-(a, b, c)}
\end{align*}
$$

Finally the $(2,2)$ entry is

$$
\begin{align*}
1 & =\frac{a b x^{2}(a-c)(c-b)}{c^{2}\left(c^{2}-1\right)}{ }_{2} F_{1}(1-a, 1-b ; 2-c ; x)_{2} F_{1}(1+a, 1+b ; 2+c ; x)  \tag{5.60}\\
& +{ }_{2} F_{1}(a-c, b-c ;-c ; x){ }_{2} F_{1}(c-a, c-b ; c ; x)
\end{align*}
$$

Eqs. $(5.57,5.58,5.59,5.60)$ are numerically verified against Mathematica.

[^36]
## 5.4

## Feynman Integrals Reduction via Intersection Numbers: <br> Maximal Cut

We are now in the position of discussing the case of FIs, in particular the reduction onto MIs via co-homology intersection numbers; as we anticipated, this allows us to avoid the explicit system solving procedure required by the standard Laporta algorithm.

Having at our disposal-at the moment-intersection pairings among 1-forms, we will focus on FIs admitting a one-fold integral representation. Despite this limitation, we can still treat a plethora of interesting examples.
We will investigate maximally cut FIs in Baikov representation; following a pragmatic approach, a maximal cut acts like a filter: given a certain integral family all the integrals belonging to subtopologies are not supported on the cut and they vanish (cf. the discussion at the end of section 2.2). So, we are only sensitive to the homogeneous part of the reduction.

The integration variable, denoted by $z$, will be the ISP for the integral family under consideration, and we have the identification

$$
\begin{equation*}
u(z)=(\mathcal{B}(z))^{\frac{d-\ell-E-1}{2}} ; \tag{5.61}
\end{equation*}
$$

the integration cycle $\gamma$, always assumed to be such that $u(\partial \gamma)=\mathcal{B}(\partial \gamma)=0$, is never involved explicitly, and so we will be omitted.

Example. A four-loop vacuum graph. We consider the following graph
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MAXIMAL CUT

The denominators are chosen as

$$
\begin{array}{lll}
D_{1}=k_{1}^{2}-1, & D_{2}=k_{2}^{2}-1, & D_{3}=k_{3}^{2}-1 \\
D_{4}=\left(k_{1}-k_{2}\right)^{2}-1, & D_{5}=\left(k_{1}-k_{3}\right)^{2}-1, & D_{6}=\left(k_{2}-k_{3}\right)^{2}-1  \tag{5.63}\\
D_{7}=\left(k_{1}-k_{4}\right)^{2}-1, & D_{8}=\left(k_{2}-k_{4}\right)^{2}-1, & D_{9}=\left(k_{3}-k_{4}\right)^{2}-1
\end{array}
$$

while the ISPs is chosen as

$$
\begin{equation*}
z=D_{10}=k_{4}^{2} \tag{5.64}
\end{equation*}
$$

The multivalued function and the twist associated to it read

$$
\begin{equation*}
u(z)=\left(\frac{z}{2}-\frac{3 z^{2}}{16}\right)^{\frac{d-5}{2}}, \quad \omega(z)=\frac{(d-5)(3 z-4)}{z(3 z-8)} d z \tag{5.65}
\end{equation*}
$$

The equation $\omega=0$, yields 1 solution implying $1 M I$ (on the maximal cut):

$$
\begin{equation*}
\nu=1, \quad \mathcal{P}_{\omega}=\left\{0, \frac{8}{3}, \infty\right\} \tag{5.66}
\end{equation*}
$$

Let us choose the MI and the corresponding differential form as

$$
\begin{equation*}
\mathcal{J}=I_{1,1,1,1,1,1,1,1,1 ; 0} \rightsquigarrow\langle e|=\langle 1 d z| . \tag{5.67}
\end{equation*}
$$

We focus on the decomposition of

$$
\begin{equation*}
I_{1,1,1,1,1,1,1,1,1 ;-1} \rightsquigarrow\langle\varphi|=\langle z d z| ; \tag{5.68}
\end{equation*}
$$

our (arbitrary) choice for the dual basis will be:

$$
\begin{equation*}
|h\rangle=\left|h_{1}\right\rangle=|1 d z\rangle . \tag{5.69}
\end{equation*}
$$

Eq. (5.32) requires the evaluation of $\left\langle\varphi \mid h_{1}\right\rangle$ and $\mathbf{C}_{1}=\left\langle e \mid h_{1}\right\rangle$.

We have

$$
\begin{equation*}
\left\langle\varphi \mid h_{1}\right\rangle=\langle z d z \mid 1 d z\rangle=\frac{64(d-5)}{27(d-6)(d-4)} \tag{5.70}
\end{equation*}
$$

and

$$
\begin{equation*}
\mathbf{C}_{1}=\langle e \mid h\rangle=\langle 1 d z \mid 1 d z\rangle=\frac{16(d-5)}{9(d-6)(d-4)} \tag{5.71}
\end{equation*}
$$

Then, combining everything together we obtain

$$
\begin{align*}
\langle\varphi| & =\langle\varphi \mid h\rangle \mathbf{C}_{1}^{-1}\langle e| \\
& =\frac{4}{3}\langle e| . \tag{5.72}
\end{align*}
$$

Eq. (5.72) implies

$$
\begin{equation*}
I_{1,1,1,1,1,1,1,1,1 ;-1}=\frac{4}{3} \mathcal{J} \tag{5.73}
\end{equation*}
$$

in agreement with LiteRed.
It is also instructive to show explicitly the independence of the final result eq. (5.72) from the choice of dual basis.
Let us consider

$$
\begin{equation*}
|h\rangle=\left|h_{2}\right\rangle, \tag{5.74}
\end{equation*}
$$

then the intersection numbers read

$$
\begin{equation*}
\left\langle\varphi \mid h_{2}\right\rangle=\langle z d z \mid z d z\rangle=\frac{256(d-5)}{81(d-6)(d-4)}, \tag{5.75}
\end{equation*}
$$

and

$$
\begin{equation*}
\mathbf{C}_{2}=\left\langle e \mid h_{2}\right\rangle=\langle 1 d z \mid z d z\rangle=\frac{64(d-5)}{27(d-6)(d-4)} . \tag{5.76}
\end{equation*}
$$

The individual intersection numbers are changed, but the final decomposition is not:

$$
\begin{align*}
\langle\varphi| & =\left\langle\varphi \mid h_{2}\right\rangle \mathbf{C}_{2}^{-1}\langle e| \\
& =\frac{4}{3}\langle e| . \tag{5.77}
\end{align*}
$$

Example. Three-loop triple-cross. We consider the following graph:


The denominators are chosen as

$$
\begin{array}{ll}
D_{1}=k_{1}^{2}, \quad D_{2}=k_{2}^{2}, & D_{3}=k_{3}^{2}, D_{4}=\left(p-k_{1}\right)^{2}-1 \\
D_{5}=\left(p-k_{1}-k_{2}\right)^{2}-1, & D_{6}=\left(p-k_{1}-k_{2}-k_{3}\right)^{2}-1, \\
D_{7}=\left(p-k_{2}-k_{3}\right)^{2}-1, & D_{8}=\left(p-k_{3}\right)^{2}-1 ;
\end{array}
$$

while the ISP is chosen as

$$
\begin{equation*}
z=D_{9}=k_{2} \cdot p \tag{5.80}
\end{equation*}
$$

The kinematics is $p^{2}=s$.
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The multivalued function and the twist form associated to it read

$$
\begin{align*}
& u(z)=\left(\frac{1}{4} z^{2}(2 z-s-3)(2 z-s+1)\right)^{\frac{d-5}{2}}  \tag{5.81}\\
& \omega(z)=(d-5)\left(\frac{1}{2 z-s-3}+\frac{1}{2 z-s+1}+\frac{1}{z}\right) d z
\end{align*}
$$

The number of solution of $\omega=0$ amounts to two, denoting that there are two MIs (on the maximal cut)

$$
\begin{equation*}
\nu=2, \quad \mathcal{P}_{\omega}=\left\{0, \frac{s-1}{2}, \frac{s+3}{2}, \infty\right\} . \tag{5.82}
\end{equation*}
$$

Let us consider the following basis of MIs

$$
\begin{equation*}
\mathcal{J}_{1}=I_{1,1,1,1,1,1,1,1 ; 0} \rightsquigarrow\left\langle e_{1}\right|=\langle 1 d z|, \quad \mathcal{J}_{2}=I_{1,1,1,1,1,1,1,1 ;-1} \rightsquigarrow\left\langle e_{2}\right|=\langle z d z| . \tag{5.83}
\end{equation*}
$$

We aim to decompose

$$
\begin{equation*}
I_{1,1,1,1,1,1,, 1,1 ;-2} \rightsquigarrow\langle\varphi|=\left\langle z^{2} d z\right|, \tag{5.84}
\end{equation*}
$$

in terms of the above-mentioned basis.

We employ the following arbitrary choice for the dual basis:

$$
\begin{equation*}
\left|h_{1}\right\rangle=|d z / z\rangle, \quad\left|h_{2}\right\rangle=|2 d z /(2 z-s+1)\rangle \tag{5.85}
\end{equation*}
$$

Eq. (5.32) requires the evaluation of $\left\langle\varphi \mid h_{1}\right\rangle,\left\langle\varphi \mid h_{2}\right\rangle$ and $\mathbf{C}_{i j}=\left\langle e_{i} \mid h_{j}\right\rangle$ with $1 \leq i, j \leq 2$.

$$
\begin{align*}
\left\langle\varphi \mid h_{1}\right\rangle & =\left\langle z^{2} d z \mid d z / z\right\rangle \\
& =\frac{(d-4)(d-3) s^{3}+3(d-4)(d-3) s^{2}+(d(35 d-281)+560) s+3 d(11 d-89)+536}{32(d-4)(2 d-9)(2 d-7)}, \tag{5.86}
\end{align*}
$$

and

$$
\begin{align*}
\left\langle\varphi \mid h_{2}\right\rangle & =\left\langle z^{2} d z \mid 2 d z /(2 z-s+1)\right\rangle \\
& =\frac{-(d-4)(d-3) s^{3}+(d(25 d-203)+408) s^{2}+(d(21 d-167)+328) s+3(d-4)(9 d-35)}{32(d-4)(2 d-9)(2 d-7)}, \tag{5.87}
\end{align*}
$$

finally

$$
\mathbf{C}=\left(\begin{array}{cc}
\frac{s+1}{4(2 d-9)} & -\frac{s-3}{4(2 d-9)}  \tag{5.88}\\
\frac{(d-4) s^{2}+2(d-9) s+9 d-40}{16(d-4)(2 d-9)} & -\frac{(d-4) s^{2}-2(5-22) s-3 d+12}{16(d-4)(2 d-9)}
\end{array}\right) .
$$

Combining everything together, we get:

$$
\begin{align*}
\langle\varphi| & =\sum_{i=1}^{2}\left\langle\varphi \mid h_{j}\right\rangle\left(\mathbf{C}^{-1}\right)_{j i}\left\langle e_{i}\right|  \tag{5.89}\\
& =-\frac{(d-4)(s-1)(s+3)}{4(2 d-7)}\left\langle e_{1}\right|+\frac{(3 d-11)(s+1)}{2(2 d-7)}\left\langle e_{2}\right|,
\end{align*}
$$

which implies

$$
\begin{equation*}
I_{1,1,1,1,1,1,1,1 ;-2}=-\frac{(d-4)(s-1)(s+3)}{4(2 d-7)} \mathcal{J}_{1}+\frac{(3 d-11)(s+1)}{2(2 d-7)} \mathcal{J}_{2}, \tag{5.90}
\end{equation*}
$$

in agreement with LiteRed.

Example. Two loop two masses triangle. We consider the following graph:


The denominaotrs are chosen as

$$
\begin{align*}
& D_{1}=k_{1}^{2}-m_{\ell}^{2}, \quad D_{2}=\left(k_{1}-p_{1}+p_{2}\right)^{2}-m_{\ell}^{2}, \quad D_{3}=k_{2}^{2}-m_{N}^{2}, \\
& D_{4}=\left(k_{2}+p_{1}\right)^{2}, \quad D_{5}=k_{2}+p_{2}, \quad D_{6}=\left(k_{1}+k_{2}+p_{2}\right)^{2}-m_{\ell}^{2}, \tag{5.92}
\end{align*}
$$

while the ISP is chosen as

$$
\begin{equation*}
z=D_{7}=\left(k_{1}-p_{1}\right)^{2} . \tag{5.93}
\end{equation*}
$$

The kinematics is such that $p_{1}^{2}=p_{2}^{2}=m_{N}^{2}$ and $\left(p_{1}-p_{2}\right)^{2}=t$.
The multivalued function and the twist associated to it read

$$
\begin{align*}
& u(z)=\left(\frac{t^{2}}{16}\left(-2 m_{\ell}^{2}\left(m_{N}^{2}+t+z\right)+m_{\ell}^{4}+\left(-m_{N}^{2}+t+z\right)^{2}\right)\right)^{\frac{d-5}{2}}  \tag{5.94}\\
& \omega(z)=-\frac{(d-5)\left(m_{\ell}^{2}+m_{N}^{2}-t-z\right)}{-2 m_{\ell}^{2}\left(m_{N}^{2}+t+z\right)+m_{\ell}^{4}+\left(-m_{N}^{2}+t+z\right)^{2}} d z .
\end{align*}
$$

### 5.4. FEYNMAN INTEGRALS REDUCTION VIA INTERSECTION NUMBERS:

## MAXIMAL CUT

The equation $\omega=0$ admits one solution, implying that there is one MIs (one the maximal cut)

$$
\begin{equation*}
\nu=1, \quad \mathcal{P}_{\omega}=\left\{\left(m_{\ell}-m_{N}\right)^{2}-t,\left(m_{\ell}+m_{N}\right)^{2}-t, \infty\right\} \tag{5.95}
\end{equation*}
$$

Our choice of MIs is

$$
\begin{equation*}
\mathcal{J}_{1}=I_{1,1,1,1,1,1 ; 0} \rightsquigarrow\langle e|=\langle 1 d z| . \tag{5.96}
\end{equation*}
$$

and we look for the decomposition of

$$
\begin{equation*}
I_{1,1,1,1,1,1 ;-1} \rightsquigarrow\langle\varphi|=\langle z d z| . \tag{5.97}
\end{equation*}
$$

The choice of the dual basis is

$$
\begin{equation*}
|h\rangle=|1 d z\rangle . \tag{5.98}
\end{equation*}
$$

The required intersection number, $\langle\varphi \mid h\rangle$ and $\langle e \mid h\rangle$, read

$$
\begin{equation*}
\langle\varphi \mid h\rangle=\langle z d z \mid 1 d z\rangle=\frac{4(d-5) m_{\ell}^{2} m_{N}^{2}\left(m_{\ell}^{2}+m_{N}^{2}-t\right)}{(d-6)(d-4)} \tag{5.99}
\end{equation*}
$$

and

$$
\begin{equation*}
\mathbf{C}=\langle e \mid h\rangle=\langle 1 d z \mid 1 d z\rangle=\frac{4(d-5) m_{\ell}^{2} m_{N}^{2}}{(d-6)(d-4)} \tag{5.100}
\end{equation*}
$$

Eq. (5.32) reads

$$
\begin{align*}
\langle\varphi| & =\langle\varphi \mid h\rangle \mathbf{C}^{-1}\langle e|  \tag{5.101}\\
& =\left(m_{\ell}^{2}+m_{N}^{2}-t\right)\langle e|,
\end{align*}
$$

and so

$$
\begin{equation*}
I_{1,1,1,1,1,1 ;-1}=\left(m_{\ell}^{2}+m_{N}^{2}-t\right) \mathcal{J} \tag{5.102}
\end{equation*}
$$

in agreement with LiteRed.
Even if we do not discuss it here, the same strategy can be applied to obtain differential equations fulfilled by MIs, on the maximal cut $[32,33]$.

## 6

## An Introduction to Twisted Co-Homology: multivariate case

We are now ready to study integrals admitting a multivariate representation. Since we are ultimately interested in deriving integral relations for FIs, we will focus on the twisted cohomology structure underlying those integrals, extending the discussion of section 5.4. Supported by the treatment in section 4.2, we introduce the twisted co-homology groups and we discuss in detail an algorithm, first proposed in [28], for the evaluation of multivariate intersection numbers. Even if the application of this framework to simple examples is-we believe-an important achievement, we would like to stress that we are far from the final word on the subject, and-very likely-new structures may emerge in the near future. The evaluation of the intersection number is, per se, still an open topic. For example we discuss in some detail the proposal of [30]; this work presents an improvement of the algorithm for the evaluation of multivariate intersection numbers, which may lead to more efficient implementations. We also review the approach of [29] -which is, in some sense, orthogonal to the one mentioned above-intersection numbers are viewed as solution of suitable (system of partial) differential equations, the socalled Secondary Equation.

## 6.1

## Twisted Co-Homology Groups

Let us consider the following (we use the notation $\mathbf{z}=\left(z_{1}, \ldots, z_{n}\right)$ ):

$$
\begin{equation*}
u(\mathbf{z})=\left(P_{1}(\mathbf{z})\right)^{\alpha_{1}} \ldots\left(P_{m}(\mathbf{z})\right)^{\alpha_{m}} \tag{6.1}
\end{equation*}
$$

defined on $X=\mathbb{C}^{n} \backslash \bigcup_{j=1}^{m} D_{j}$ with $D_{j}=\left\{\mathbf{z} \in \mathbb{C}^{n}: P_{j}(\mathbf{z})=0\right\}$ and $\alpha_{m} \in \mathbb{C} \backslash \mathbb{Z}, 1 \leq i \leq m$. Given eq. (6.1), in order to study the co-homology structure associated to it, we define

$$
\begin{equation*}
\omega(\mathbf{z})=d \log u(\mathbf{z})=\sum_{i=1}^{n} \hat{\omega}_{i}(\mathbf{z}) d z_{i}, \quad \nabla_{\omega}(\bullet)=d(\bullet)+\omega \wedge \bullet . \tag{6.2}
\end{equation*}
$$

The various co-homology groups are (cf. the discussion in section 4.2)

$$
\begin{equation*}
\mathrm{H}^{k}=\frac{\operatorname{Ker}\left(\nabla_{\omega}: \mathscr{E}^{k} \rightarrow \mathscr{E}^{k+1}\right)}{\operatorname{Im}\left(\nabla_{\omega}: \mathscr{E}^{k-1} \rightarrow \mathscr{E}^{k}\right)}, \quad k=0,1, \ldots, 2 n . \tag{6.3}
\end{equation*}
$$

Under some assumptions [196]-which we always assume to be satisfied-once can show that all the groups $\mathrm{H}^{k \neq n}$ are trivial-i.e. empty. Being $\mathrm{H}^{n}$ the only interesting space, we will just consider (equivalence classes) of $n$-forms (we will use the notation $\mathbf{n}=(12 \ldots n)$ to denote differential $n$-forms)

$$
\begin{equation*}
\left\langle\varphi^{(\mathbf{n})}\right|: \varphi^{(\mathbf{n})} \sim \varphi^{(\mathbf{n})}+\nabla_{\omega} \xi^{(\mathbf{n}-\mathbf{1})} \tag{6.4}
\end{equation*}
$$

with

$$
\begin{equation*}
\varphi^{(\mathbf{n})}=\hat{\varphi}(\mathbf{z}) d \mathbf{z} \tag{6.5}
\end{equation*}
$$

and $\hat{\varphi}(\mathbf{z})$ defined on $X$.
The first natural question concerns the dimension of $\mathrm{H}^{n}$, i.e.:

$$
\begin{equation*}
\nu_{(\mathbf{n})}=\operatorname{dim} \mathrm{H}^{n} . \tag{6.6}
\end{equation*}
$$

Once again we can rely on the counting of critical points, cf. subsection 4.2.3. In fact we can generalize eq. (4.75) to

$$
\begin{equation*}
\nu_{(\mathbf{n})}=\# \text { solutions of: } \omega_{1}=0, \ldots, \omega_{n}=0 \tag{6.7}
\end{equation*}
$$

We just mention that eq. (6.7) is equivalent to a system of polynomial equations

$$
\left\{\begin{array}{c}
\sum_{i=1}^{m} \alpha_{i} \partial_{z_{1}} P_{i}(\mathbf{z})\left(\prod_{j \neq i} P_{j}(\mathbf{z})\right)=0  \tag{6.8}\\
\vdots \\
\sum_{i=1}^{m} \alpha_{i} \partial_{z_{n}} P_{i}(\mathbf{z})\left(\prod_{j \neq i} P_{j}(\mathbf{z})\right)=0 \\
1-z_{0} \prod_{i=1}^{m} P_{i}(\mathbf{z})=0
\end{array}\right.
$$

where the last equation in (6.8) is introduced in order to remove spurious solutions which could otherwise annihilates both the numerator and the denominator of certain $\omega_{i}$.
Since we are just interested in counting the number of solutions of eq. (6.8) (or, equivalently, eq. (6.7)), and not in the actual solutions, we can rely on tools from Computational Algebraic Geometry such has Gröbner basis [54], Shape Lemma (see e.g. [197], and [198] for an application to physics in a different context), Maculay Resultants (see e.g. [199], and [200] for an application to physics in a different context) or advanced numerical techniques (see e.g. НомотоpyContinUATION.JL [201] and [202, 203] for an application to physics in a different context) to determine $\nu$. Therefore finding the number of solutions of eq. (6.8) does not represent an obstacle in practice ${ }^{1}$

## 6.2

## Co-Homology Intersection Number: multivariate case

### 6.2.1

## Co-Homology Intersection Number: Generalized Beta Function

We are now at the main point: the co-homology intersection number for multivariate forms. As we have done in section 4.2, we start from an explicit example-the generalized Beta function-in order to develop some intuition and introduce key concepts ${ }^{2}$.
Let us consider

$$
\begin{equation*}
B(p, q, r)=\int_{\gamma^{(2)}} z_{1}^{p} z_{2}^{q}\left(1-z_{1}-z_{2}\right)^{r} \frac{d z_{1} \wedge d z_{2}}{z_{1} z_{2}\left(1-z_{1}-z_{2}\right)}, \tag{6.9}
\end{equation*}
$$

where

$$
\begin{equation*}
\gamma^{(\mathbf{2})}=z_{1}>0 \cap z_{2}>0 \cap z_{1}+z_{2}<1 \quad \in \quad X \in \mathbb{C}^{2} \backslash\left(z_{1}=0 \cup z_{2}=0 \cup 1-z_{1}-z_{2}=0\right) . \tag{6.10}
\end{equation*}
$$

[^37]Eq. (6.9) is simple enough to perform a direct integration w.r.t. $z_{1}$

$$
\begin{align*}
B(p, q, r) & =\int_{\gamma^{(2)}}\left(z_{2}^{q} \int_{\gamma^{(1)}} z_{1}^{p}\left(1-z_{1}-z_{2}\right)^{r} \frac{d z_{1}}{z_{1}\left(1-z_{1}-z_{2}\right)}\right) \frac{d z_{2}}{z_{2}} \\
& =\frac{\Gamma(p) \Gamma(r)}{\Gamma(p+r)} \int_{\gamma^{(2)}} z_{2}^{q-1}\left(1-z_{2}\right)^{p+r-1} \frac{d z_{2}}{z_{2}}  \tag{6.11}\\
& =\int_{\gamma^{(2)}} u\left(z_{2}\right) \frac{d z_{2}}{z_{2}},
\end{align*}
$$

with

$$
\begin{array}{ll}
\gamma^{(1)}=\left(0,1-z_{2}\right) \in X_{1}, & \text { with: } X_{1}=\mathbb{C} \backslash\left\{0,1-z_{2}\right\}=\mathbb{C P}  \tag{6.12}\\
\gamma^{(2)} \backslash\left\{0,1-z_{2}, \infty\right\}, \\
& \text { with: } X_{2}=\mathbb{C} \backslash\{0,1\}=\mathbb{C P}^{1} \backslash\{0,1, \infty\} ;
\end{array}
$$

and

$$
\begin{equation*}
u\left(z_{2}\right)=\frac{\Gamma(p) \Gamma(r)}{\Gamma(p+r)} z_{2}^{q-1}\left(1-z_{2}\right)^{p+r-1} \tag{6.13}
\end{equation*}
$$

The situation is summarized in the following ${ }^{3}$


Provided the fact that we are able to integrate out the variable $z_{1}$, we reduce a 2 variables problem into a 1 variable problem. We can consider the analogue of eq. (4.54)

$$
\begin{align*}
0=\int_{0}^{1} d\left(u\left(z_{2}\right) \xi\right) & =\int_{0}^{1} u\left(z_{2}\right)\left(d \xi+\Omega^{(2)} \wedge \xi\right) \\
& =\int_{0}^{1} u\left(z_{2}\right) \nabla_{\Omega^{(2)}}(\xi) . \tag{6.15}
\end{align*}
$$

with, in this case,

$$
\begin{equation*}
\Omega^{(2)}=d \log u\left(z_{2}\right), \quad \nabla_{\Omega^{(2)}}(\bullet)=d(\bullet)+\Omega^{(2)} \wedge(\bullet) . \tag{6.16}
\end{equation*}
$$

[^38]Thanks to eqs. $(6.15,6.16)$, we could proceed following the discussion in subsection 4.2.4 and compute the intersection number w.r.t. $z_{2}$. Nevertheless, it is clear that in a (realistic) more complicated example, we cannot perform an explicit direct integration. Fortunately we can rely on the possibility of obtaining $\Omega^{(2)}$ via univariate intersection numbers w.r.t. $z_{1}$-thus avoiding a direct integration.

Let us consider the following identification

$$
\begin{align*}
u\left(z_{2}\right) & =\int_{0}^{1-z_{2}} z_{2}^{q} z_{1}^{p}\left(1-z_{1}-z_{2}\right)^{r} \frac{d z_{1}}{z_{1}\left(1-z_{1}-z_{2}\right)}  \tag{6.17}\\
& =\int_{\gamma^{(1)}} u\left(z_{1}\right) e^{(\mathbf{1})},
\end{align*}
$$

with

$$
\begin{equation*}
u\left(z_{1}\right)=z_{2}^{q} z_{1}^{p}\left(1-z_{1}-z_{2}\right)^{r}, \quad e^{(\mathbf{1})}=\frac{d z_{1}}{z_{1}\left(1-z_{1}-z_{2}\right)}, \quad \gamma^{(1)}=\left(0,1-z_{2}\right) . \tag{6.18}
\end{equation*}
$$

where, at this stage, $z_{2}$ is not considered as an integration variable, rather it is regarded as an external parameter.
Then, $\Omega^{(2)}$, which is what we want to determine, is defined implicitly by the following (cf. eqs. $(6.15,6.16))$

$$
\begin{equation*}
d u\left(z_{2}\right)=\Omega^{(2)} \wedge u\left(z_{2}\right) \tag{6.19}
\end{equation*}
$$

Rewriting $u\left(z_{2}\right)$ as in eq. (6.17), then eq. (6.19) is equivalent to

$$
\begin{equation*}
\int_{\gamma^{(1)}} u\left(z_{1}\right) \nabla_{\hat{\omega}_{2}}\left(e^{(\mathbf{1})}\right)=\hat{\Omega}^{(2)} \int_{\gamma^{(1)}} u\left(z_{1}\right) e^{(\mathbf{1})} \tag{6.20}
\end{equation*}
$$

with

$$
\begin{equation*}
\nabla_{\hat{\omega}_{2}}(\bullet)=\partial_{z_{2}}(\bullet)+\hat{\omega}_{2} \cdot(\bullet) . \tag{6.21}
\end{equation*}
$$

But now we realize that $\hat{\Omega}^{(2)}$ can be computed without relying on any explicit integration, via univariate intersection numbers, w.r.t. the variable $z_{1}$, employing $\left.\nabla_{\omega}\right|_{d z_{2}=0}=\nabla_{\omega_{1}}$ as a connection. Therefore we obtain

$$
\begin{equation*}
\hat{\Omega}^{(2)}=\frac{\left\langle\nabla_{\hat{\omega}_{2}}\left(e^{(\mathbf{1})}\right) \mid h^{(\mathbf{1})}\right\rangle}{\left\langle e^{(\mathbf{1})} \mid h^{(\mathbf{1})}\right\rangle}, \tag{6.22}
\end{equation*}
$$

with arbitrary $\left|h^{(\mathbf{1})}\right\rangle \in \mathrm{H}_{-\omega_{1}}^{1}$.
The previous construction admits a slight generalization, where $u\left(z_{2}\right)$ is promoted to a vectorvalued object

$$
\begin{equation*}
u\left(z_{2}\right)=\int_{\gamma^{(1)}} u\left(z_{1}\right) e^{(\mathbf{1})} \rightsquigarrow u\left(z_{2}\right)=\sum_{i=1}^{\nu_{(1)}} u_{i}\left(z_{2}\right)=\sum_{i=1}^{\nu_{(1)}} \int_{\gamma^{(1)}} u\left(z_{1}\right) e_{i}^{(\mathbf{1})}, \tag{6.23}
\end{equation*}
$$

where

$$
\begin{equation*}
\nu_{(\mathbf{1})}=\operatorname{dim}\left(\mathrm{H}^{1}\left(X_{1}, \nabla_{ \pm \omega_{1}}\right)\right) \tag{6.24}
\end{equation*}
$$

Eq. (6.23) induces

$$
\begin{equation*}
\hat{\Omega}_{i j}^{(2)}=\sum_{k=1}^{\nu_{(\mathbf{1})}}\left\langle\nabla_{\omega_{1}} e_{i}^{(\mathbf{1})} \mid h_{k}^{(\mathbf{1})}\right\rangle\left(\mathbf{C}^{(\mathbf{1})}\right)_{k j}^{-1}, \quad \text { with: } \quad \mathbf{C}_{i j}^{(\mathbf{1})}=\left\langle e_{i}^{(\mathbf{1})} \mid h_{j}^{(\mathbf{1})}\right\rangle \tag{6.25}
\end{equation*}
$$

and the matrix-valued connection ${ }^{4}$

$$
\begin{equation*}
\left(\nabla_{\Omega^{(2)}}\right)_{i j}(\bullet)_{j}=\delta_{i j} d(\bullet)_{j}+\left(\Omega^{(2) \top}\right)_{i j} \wedge(\bullet)_{j} \tag{6.26}
\end{equation*}
$$

We can finally describe a procedure in order to compute the intersection pairing among $\left\langle\varphi^{(2)}\right| \in$ $\mathrm{H}^{2}\left(X, \nabla_{\omega}\right)$ and $\left\langle\varphi^{(\mathbf{2}) \vee}\right| \in \mathrm{H}^{2}\left(X, \nabla_{-\omega}\right)$. We assume

$$
\begin{align*}
& \left(\left\langle e_{1}^{(\mathbf{1})}\right|, \ldots,\left\langle e_{\nu_{(1)}}^{(\mathbf{1})}\right|\right) \rightsquigarrow \text { basis for } \mathrm{H}^{1}\left(X_{1}, \nabla_{\omega_{1}}\right) \\
& \left(\left|h_{1}^{(\mathbf{1})}\right\rangle, \ldots,\left|h_{\nu_{(1)}}^{(\mathbf{1})}\right\rangle\right) \rightsquigarrow \text { basis for } \mathrm{H}^{1}\left(X_{1}, \nabla_{-\omega_{1}}\right), \tag{6.27}
\end{align*}
$$

then we can derive the following decompositions

$$
\begin{align*}
\left\langle\varphi^{(\mathbf{2})}\right| & =\sum_{i=1}^{\nu_{(\mathbf{1})}}\left\langle e_{i}^{(\mathbf{1})}\right| \wedge\left\langle\varphi_{i}^{(2)}\right| \quad \text { with } \quad\left\langle\varphi_{i}^{(2)}\right| \in \mathrm{H}^{1}\left(X_{2}, \nabla_{\Omega^{(2)}}\right),  \tag{6.28a}\\
\left|\varphi^{(\mathbf{2}) \vee}\right\rangle & =\sum_{j=1}^{\nu_{(1)}}\left|h_{j}^{(\mathbf{1})}\right\rangle \wedge\left|\varphi_{j}^{(2) \vee}\right\rangle \quad \text { with } \quad\left|\varphi_{j}^{(2) \vee}\right\rangle \in \mathrm{H}^{1}\left(X_{2}, \nabla_{-\Omega^{(2)}}\right) ; \tag{6.28b}
\end{align*}
$$

where $\left(\left\langle\varphi_{1}^{(2)}\right|, \ldots,\left\langle\varphi_{\nu_{(1)}}^{(2)}\right|\right)\left(\right.$ resp. $\left.\left(\left|\varphi_{1}^{(2) \vee}\right\rangle, \ldots,\left|\varphi_{\nu_{(1)}}^{(2) \vee}\right\rangle\right)\right)$ are derived via the (dual) master decomposition formula eqs. $(5.32,5.34)$.
Next we define

$$
\begin{align*}
\left\langle\varphi^{(\mathbf{2})} \mid \varphi^{(\mathbf{2}) \vee}\right\rangle & \stackrel{?}{=} \frac{1}{(2 \pi i)^{2}} \int_{X_{2}}\left(\int_{X_{1}} \operatorname{reg}_{\omega_{1}}\left(e_{i}^{(\mathbf{1})}\right) \wedge h_{j}^{(\mathbf{1})}\right) \varphi_{i}^{(2)} \wedge \varphi_{j}^{(2) \vee}  \tag{6.29}\\
& \stackrel{?}{=} \frac{1}{2 \pi i} \int_{X_{2}} \mathbf{C}_{i j}^{(\mathbf{1})} \varphi_{i}^{(2)} \wedge \varphi_{j}^{(2) \vee}
\end{align*}
$$

Indeed eq. (6.29) is almost correct; following the discussion in (4.2.4), we have to replace $\varphi_{i}^{(2)}$ with $\operatorname{reg}_{\Omega^{(2)}}\left(\varphi^{(2)}\right)$, namely its compact support version laying in the same equivalence class. Given the fact that we are dealing with a matrix-valued connection, the explicit realization of

[^39]the map is
\[

$$
\begin{equation*}
\operatorname{reg}_{\Omega^{(2)}}: \varphi^{(2)} \rightarrow \operatorname{reg}_{\Omega^{(2)}}\left(\varphi^{(2)}\right)=\varphi^{(2)}-\sum_{x_{i} \in \mathcal{P}_{\Omega^{(2)}}} \nabla_{\Omega^{(2)}}\left(h_{x_{i}}\left(z_{2}, \bar{z}_{2}\right) \psi_{x_{i}}\right) \tag{6.30}
\end{equation*}
$$

\]

where $\psi_{x_{i}}$ is a vector-valued solution local solution of ${ }^{5}$

$$
\begin{equation*}
\nabla_{\Omega^{(2)}}\left(\psi_{x_{i}}\right)=\varphi^{(2)} \quad \text { around } x_{i} . \tag{6.31}
\end{equation*}
$$

Therefore eq. (6.29) becomes

$$
\begin{align*}
\left\langle\varphi^{(\mathbf{2})} \mid \varphi^{(\mathbf{2}) \vee}\right\rangle & =\frac{1}{2 \pi i} \int_{X_{2}}\left(\operatorname{reg}_{\Omega^{(2)}} \varphi^{(2)}\right)_{i} \wedge \varphi_{j}^{(2) \vee} \cdot \mathbf{C}_{i j}^{(\mathbf{1})}  \tag{6.32a}\\
& =\sum_{x_{i} \in \mathcal{P}_{\Omega^{(2)}}} \operatorname{Res}\left(\psi_{x_{i}} \cdot \mathbf{C}^{(1)} \cdot \varphi^{(2) \vee}\right) ; \tag{6.32b}
\end{align*}
$$

where eq. (6.32b) is derived from eq. (6.32a) following the same steps as in subsection 4.2.4.

Example. A two variables co-homology intersection number. Let us reconsider the situation described in eq. (6.9), namely

$$
\begin{equation*}
u\left(z_{1}, z_{2}\right)=z_{1}^{p} z_{2}^{q}\left(1-z_{1}-z_{2}\right)^{r} \tag{6.33}
\end{equation*}
$$

then

$$
\begin{equation*}
\omega=\hat{\omega}_{1} d z_{1}+\hat{\omega}_{2} d z_{2}=\left(\frac{p}{z_{1}}-\frac{r}{1-z_{1}-z_{2}}\right) d z_{1}+\left(\frac{q}{z_{2}}-\frac{r}{1-z_{1}-z_{2}}\right) d z_{2} \tag{6.34}
\end{equation*}
$$

and let

$$
\begin{equation*}
X=\mathbb{C}^{2} \backslash\left\{z_{1}=0 \cup z_{2}=0 \cup 1-z_{1}-z_{2}=0\right\} ; \tag{6.35}
\end{equation*}
$$

say we want to compute

$$
\begin{equation*}
\left\langle\varphi^{(\mathbf{2})} \mid \varphi^{\vee(\mathbf{2})}\right\rangle=\left\langle\frac{d \mathbf{z}}{z_{1} z_{2}\left(1-z_{1}-z_{2}\right)} \left\lvert\, \frac{d \mathbf{z}}{z_{1}^{2} z_{2}\left(1-z_{1}-z_{2}\right)}\right.\right\rangle \tag{6.36}
\end{equation*}
$$

The space $X$ can be decomposed in terms of $X_{1}=\mathbb{C} \backslash\left\{0,1-z_{2}\right\}=\mathbb{C P}^{1} \backslash\left\{0,1-z_{2}, \infty\right\}$ (whose coordinate is $z_{1}$ ) and $X_{2}=\mathbb{C} \backslash\{0,1\}=\mathbb{C P}^{1} \backslash\{0,1, \infty\}$ (whose coordinate is $z_{2}$ ).

According to the discussion above, we have to choose a basis for $\mathrm{H}^{1}\left(X_{1}, \nabla_{ \pm\left.\omega\right|_{d z_{2}=0}}\right)$. A critical point analysis reveals

$$
\begin{equation*}
\nu_{(1)}=\operatorname{dim}\left(\mathrm{H}^{1}\left(X_{1}, \nabla_{ \pm\left.\omega\right|_{d_{2}=0}=0}\right)\right)=1 ; \tag{6.37}
\end{equation*}
$$

[^40]our choice is
\[

$$
\begin{equation*}
\left\langle e^{(\mathbf{1})}\right|=\left\langle\frac{d z_{1}}{z_{1}\left(1-z_{1}-z_{2}\right)}\right| \in \mathrm{H}^{1}\left(X_{1}, \nabla_{\omega_{1}}\right), \quad\left|h^{(\mathbf{1})}\right\rangle=\left|\frac{d z_{1}}{z_{1}\left(1-z_{1}-z_{2}\right)}\right\rangle \in \mathrm{H}^{1}\left(X_{1}, \nabla_{-\omega_{1}}\right) \tag{6.38}
\end{equation*}
$$

\]

The univariate intersection number among basis elements is

$$
\begin{equation*}
\mathbf{C}^{(\mathbf{1})}=\left\langle e^{(\mathbf{1})} \mid h^{(\mathbf{1})}\right\rangle=\frac{p+r}{p r\left(z_{2}-1\right)^{2}} \tag{6.39}
\end{equation*}
$$

We have to determine $\hat{\Omega}^{(2)}$; aoccrding to eq. (6.25)

$$
\begin{equation*}
\hat{\Omega}^{(2)}=\left\langle\nabla_{\hat{\omega}_{2}}\left(e^{(\mathbf{1})}\right) \mid h^{(\mathbf{1})}\right\rangle \cdot \mathbf{C}_{(\mathbf{1})}^{-1}=\frac{1-p-r}{1-z_{2}}+\frac{q}{z_{2}} \tag{6.40}
\end{equation*}
$$

Given

$$
\begin{equation*}
\left\langle\varphi^{(\mathbf{2})}\right|=\left\langle\frac{d \mathbf{z}}{z_{1} z_{2}\left(1-z_{1}-z_{2}\right)}\right|, \quad\left|\varphi^{(\mathbf{2}) \vee}\right\rangle=\left|\frac{d \mathbf{z}}{z_{1}^{2} z_{2}\left(1-z_{1}-z_{2}\right)}\right\rangle \tag{6.41}
\end{equation*}
$$

then the univariate decomposition w.r.t. the variable $z_{1}$-see eqs. $(6.28 a, 6.28 b)$-gives

$$
\begin{align*}
\left\langle\varphi^{(2)}\right| & =\left\langle\varphi^{(\mathbf{2})} \mid h^{(\mathbf{1})}\right\rangle \cdot \mathbf{C}_{(\mathbf{1})}^{-1}=\left\langle\frac{d z_{2}}{z_{2}}\right| \\
\left|\varphi^{(2) \vee}\right\rangle & =\mathbf{C}_{(\mathbf{1})}^{-1} \cdot\left\langle e^{(\mathbf{1})} \mid \varphi^{(\mathbf{2}) \vee}\right\rangle \tag{6.42}
\end{align*}=\left|\frac{(1+p+r) d z_{2}}{(1+p)\left(1-z_{2}\right) z_{2}}\right\rangle .
$$

The local solution of eq. (6.31) around each pole reads

- $\psi_{0} \rightsquigarrow$ series solution around 0
(local coordinate: $y=z$ )

$$
\begin{equation*}
\psi_{0}=\frac{1}{q}+\mathcal{O}(y) \tag{6.43}
\end{equation*}
$$

- $\psi_{1} \rightsquigarrow$ series solution around 1
(local coordinate: $y=z-1$ )

$$
\begin{equation*}
\psi_{1}=\frac{1}{p+r} y-\frac{(p+q+r)}{(p+r)(p+r+1)} y^{2}+O\left(y^{3}\right) \tag{6.44}
\end{equation*}
$$

- $\psi_{\infty} \rightsquigarrow$ series solution around $\infty$ (local coordinate: $y=\frac{1}{z}$ )

$$
\begin{equation*}
\psi_{\infty}=\frac{1}{p+q+r-1}+\mathcal{O}(y) \tag{6.45}
\end{equation*}
$$

Finally eq. (6.32b) yields

$$
\begin{equation*}
\left\langle\frac{d \mathbf{z}}{z_{1} z_{2}\left(1-z_{1}-z_{2}\right)} \left\lvert\, \frac{d \mathbf{z}}{z_{1}^{2} z_{2}\left(1-z_{1}-z_{2}\right)}\right.\right\rangle=\frac{(p+q+r)(p+q+r+1)}{p(p+1) q r} \tag{6.46}
\end{equation*}
$$

### 6.2.2

## Co-Homology Intersection Number: general case

The above construction suggests that the multivariate intersection number among $n$-forms can be computed via a recursive strategy. We assume that ( $n-1$ )-intersection numbers are
known, or, better, computable; then given

$$
\begin{equation*}
\left\langle\varphi^{(\mathbf{n})}\right| \in \mathrm{H}^{n}\left(X, \nabla_{\omega}\right), \quad\left|\varphi^{(\mathbf{n}) \vee}\right\rangle \in \mathrm{H}^{n}\left(X, \nabla_{-\omega}\right), \quad \omega=d \log u, \tag{6.47}
\end{equation*}
$$

and chosen

$$
\begin{align*}
& \left(\left\langle e_{1}^{(\mathbf{n}-\mathbf{1})}\right| \ldots,\left\langle e_{\left.\nu_{(\mathbf{n}-1}\right)}^{(\mathbf{n}-\mathbf{1})}\right|\right) \rightsquigarrow \text { basis for } \mathrm{H}^{n-1}\left(X_{n-1}, \nabla_{\left.\omega\right|_{d z_{n}=0}}\right) \\
& \left(\left|h_{1}^{(\mathbf{n}-\mathbf{1})}\right\rangle \ldots,\left|h_{\nu_{(\mathbf{n}-1)}}^{(\mathbf{n}-\mathbf{1})}\right\rangle\right) \rightsquigarrow \text { basis for } \mathrm{H}^{n-1}\left(X_{n-1}, \nabla_{-\left.\omega\right|_{d_{n}=0}}\right) \tag{6.48}
\end{align*}
$$

the multivariate intersection number is given by

$$
\begin{equation*}
\left\langle\varphi^{(\mathbf{n})} \mid \varphi^{(\mathbf{n}) \vee}\right\rangle=\sum_{x_{i} \in \mathcal{P}_{\Omega^{(n)}}} \operatorname{Res}_{z_{n}=x_{i}}\left(\psi_{x_{i}, i} \cdot \mathbf{C}_{i j}^{(\mathbf{n}-\mathbf{1})} \cdot \varphi_{j}^{(n) \vee}\right), \tag{6.49}
\end{equation*}
$$

where the following are assumed to be known

- $\mathbf{C}_{i j}^{(\mathbf{n}-\mathbf{1})}=\mathbf{C}_{(\mathbf{n}-\mathbf{1}), i j}=\left\langle e_{i}^{(\mathbf{n}-\mathbf{1})} \mid h_{j}^{(\mathbf{n}-\mathbf{1})}\right\rangle ;$
- $\left\langle\varphi^{(\mathbf{n})}\right|=\sum_{i=1}^{\nu_{(\mathbf{n}-1)}}\left\langle e_{i}^{(\mathbf{n}-\mathbf{1})}\right| \wedge\left\langle\varphi_{i}^{(n)}\right|$ with

$$
\begin{equation*}
\left\langle\varphi_{i}^{(n)}\right|=\sum_{j=1}^{\nu_{(\mathbf{n}-1)}}\left\langle\varphi^{(\mathbf{n})} \mid h_{j}^{(\mathbf{n}-\mathbf{1})}\right\rangle\left(\mathbf{C}_{(\mathbf{n}-\mathbf{1})}^{-1}\right)_{j i} ; \tag{6.50}
\end{equation*}
$$

- $\left|\varphi^{(\mathbf{n}) \vee}\right\rangle=\sum_{i=1}^{\nu_{(\mathbf{n}-1)}}\left|h_{i}^{(\mathbf{n}-\mathbf{1})}\right\rangle \wedge\left|\varphi_{i}^{(n) \vee}\right\rangle$ with

$$
\begin{equation*}
\left|\varphi_{i}^{(n) \vee}\right\rangle=\sum_{j=1}^{\nu_{\mathbf{n}-1}}\left(\mathbf{C}_{(\mathbf{n}-\mathbf{1})}^{-1}\right)_{i j}\left\langle e_{j}^{(\mathbf{n}-\mathbf{1})} \mid \varphi^{(\mathbf{n}) \vee}\right\rangle ; \tag{6.51}
\end{equation*}
$$

- $\psi_{x_{i}}$ local solution of (see footnote 5)

$$
\begin{equation*}
\nabla_{\Omega^{(n)}}\left(\psi_{x_{i}}\right)=\varphi^{(n)}, \quad \hat{\Omega}_{i j}^{(n)}=\sum_{k=1}^{\nu_{(\mathbf{n}-\mathbf{1})}}\left\langle\nabla_{\omega_{n-1}} e_{i}^{(\mathbf{n}-\mathbf{1})} \mid h_{k}^{(\mathbf{n}-\mathbf{1})}\right\rangle\left(\mathbf{C}_{(\mathbf{n}-\mathbf{1})}^{-1}\right)_{k j} ; \tag{6.52}
\end{equation*}
$$

- $\mathcal{P}_{\Omega^{(n)}}$ the set of poles of $\hat{\Omega}^{(n)}$ (including $\infty$ ). In order to improve the readability, from now on will adopt the notation

$$
\begin{equation*}
\mathcal{P}_{n}=\mathcal{P}_{\Omega^{(n)}} . \tag{6.53}
\end{equation*}
$$

From the recursive nature of the algorithm, it is clear that intersection numbers among ( $n-1$ )-forms can be computed building upon intersection numbers among ( $n-2$ )-forms and so on, till we land on intersection numbers among 1-forms which can be computed as described in subsection 4.2.4. Therefore, the dimension $\nu_{(\mathbf{m})}$ of $\mathrm{H}^{m}$, as well as (dual) bases $\left(\left\langle e_{1}^{(\mathbf{m})}\right|, \ldots,\left\langle e_{\nu_{(\mathbf{m})}}^{(\mathbf{m})}\right|\right)$ and $\left(\left|h_{1}^{(\mathbf{m})}\right\rangle, \ldots,\left|h_{\nu_{(\mathbf{m})}}^{(\mathbf{m})}\right\rangle\right)$, for $\mathbf{m}=\mathbf{1}, \ldots, \mathbf{n}-\mathbf{1}$ has to be provided as input.

We give here an elementary example of pseudo-code which illustrates the algorithm ${ }^{6}$

[^41]```
InterX[phi,phiV,omegas_List,e_List,h_List,zvars_List]=
    (* varin is the set of inner variables; varout is the outer variable *)
varin=zvars[[2;;]];
varout=zvars[[1]];
If[Length[varin]>0,
    (* omegain is the set of dlog forms associate to the (n-1) inner variables; omegaout is
related to outer variable *)
    omegain=omega[[2;;]];
    omegaout=omega[[1]];
    (* eInner (hInner) are the set of internal (dual) bases w.r.t. varout *)
    eInner=If [Length[varin]>=2,e[[2;;]],e[[2]]];
    hInner=If[Length[varin]>=2,h[[2; ;]],h[[2]]];
    (* eCurrent (hCurrent) are the current (dual) basis *)
    eCurrent=If [Length[varin]==1,eInner,eInner[[1]]];
    hCurrent=If [Length[varin]==1, eInner,hInner[[1]]];
    (* CMatrix is the matrix of intersection numbers among current (dual) basis *)
    CMatrix=InterX[eCurrent,hCurrent,omegain, eInner,hInner,varin];
    (* phiN is the decomposition of phi onto eCurrent *)
    phiN=InterX[phi,hCurrent,omegain, eInner,hInner,varin];
    phiN=phiN.Inverse[C_matrix];
    (* phiVN is the decomposition of phiV onto hCurrent *)
    phiVN=InterX[eCurrent,phiV,omegain,eInner,hInner,varin];
    phiVN=Inverse[CMatrix].phiVN;
        (* Omega is the matrix defining the new connection *)
    Omega=InterX[D[eCurrent, varout]+omegaout*eCurrent,omegain, eInner,hInner, varin].Inverse [
CMatrix];
    ,
        (* inizialization the univariate case *)
    CMatrix={{1}};
    phiN={phi};
    phiVN={phiV};
    Omega={omegas};
    ];
    (* DeqRes solve the differential equation, and compute the resiude around each pole of
Omega (summing the results) *)
    out=DeqRes[phiN,phiVN,CMatrix,Omega,varout]
    ];
    (*****************************************************)
    (***************** Example of usage ****************)
```

```
4 8
4 9
50
5 1
52
```

(****************************************************)

```
(****************************************************)
(* We consider the example in eq (6.46) *)
(* We consider the example in eq (6.46) *)
(* Inizializations *)
(* Inizializations *)
phi=1/z1/z2/(1-z1-z2);
phi=1/z1/z2/(1-z1-z2);
phiV=1/z1^2/z2/(1-z1-z2);
phiV=1/z1^2/z2/(1-z1-z2);
omegas={q/z2-r/(1-z1-z2),p/z1-r/(1-z1-z2)};
omegas={q/z2-r/(1-z1-z2),p/z1-r/(1-z1-z2)};
e={{},{1/z1/(1-z1-z2)}};
e={{},{1/z1/(1-z1-z2)}};
h={{},{1/z1/(1-z1-z2)}};
h={{},{1/z1/(1-z1-z2)}};
zvars={z2,z1};
zvars={z2,z1};
(* Call the function *)
(* Call the function *)
InterX[phi,phiV,omegas,e,h,zvars]
InterX[phi,phiV,omegas,e,h,zvars]
(* output *)
(* output *)
(p+q+r)*(p+q+r+1)/p/(p+1)/q/r.
```

(p+q+r)*(p+q+r+1)/p/(p+1)/q/r.

```

Code 6.1: Example of pseudo-code for the evaluation of multivariate intersection numbers. InterX is the functions which computes (multivariate) intersection number. phi (resp. phiV) corresponds to the (dual) form \(\varphi^{(\mathbf{n})}\) (resp. \(\left.\varphi^{(\mathbf{n}) \vee}\right)\). omegas_List is the list of dlogs forms, with \(\omega_{1}\) as rightmost and \(\omega_{n}\) as leftmost. e_List (resp. h_List) corresponds to the list of inner (dual) bases, with \(e^{(\mathbf{1})}\left(\right.\) resp. \(\left.h^{(\mathbf{1})}\right)\), as rightmost, \(e^{(\mathbf{n}-1)}\) (resp. \(h^{(\mathbf{n}-1)}\) ) as next-to-leftmost and an empty list-which replaces \(e^{(\mathbf{n})}\) (resp. \(h^{(\mathbf{n})}\) )-as leftmost element. zvars_List is the set of integration variables, with \(z_{1}\) as rightmost and \(z_{n}\) as leftmost.

Let us add a brief comment on eq. (6.49). We notice that the residue contains \(\mathbf{C}_{(\mathbf{n}-\mathbf{1})}\), which is compensated by \(\mathbf{C}_{(\mathbf{n}-\mathbf{1})}^{-1}\) contained in \(\left|\varphi^{(n) \vee}\right\rangle\) (see eq. (6.51)). In practical calculations it is therefore useful to keep this in mind, avoiding spurious objects and minimizing the amount of algebraic manipulations preformed.
Concretely, we can thus consider
\[
\begin{equation*}
\left|\varphi_{\mathbf{C}, i}^{(n) \vee}\right\rangle=\left\langle e_{i}^{(\mathbf{n}-\mathbf{1})} \mid \varphi^{(\mathbf{n}) \vee}\right\rangle, \tag{6.54}
\end{equation*}
\]
and
\[
\begin{equation*}
\left\langle\varphi^{(\mathbf{n})} \mid \varphi^{(\mathbf{n}) \vee}\right\rangle=\sum_{x_{i} \in \mathcal{P}_{n}} \operatorname{Res}_{z_{n}=x_{i}}\left(\psi_{x_{i}} \cdot \varphi_{\mathbf{C}}^{(n) \vee}\right) . \tag{6.55}
\end{equation*}
\]

Nevertheless, we stress that this does not mean that we can avoid the computation of \(\mathbf{C}^{(\mathbf{n}-\mathbf{1})}\), since it enters indirectly in the definitions of other quantities, e.g. \(\Omega^{(n)}\).

Equivalently, as noticed in [30], eq. (6.54) can be thought of as a decomposition obtained employing a rescaled dual basis, say \(\left(\left|h_{\mathbf{C}, 1}^{(\mathbf{n}-\mathbf{1})}\right\rangle, \ldots,\left|h_{\mathbf{C}, \nu_{(\mathbf{n}-1)}}^{(\mathbf{n}-\mathbf{1})}\right\rangle\right)\) related to the old one via
\[
\begin{equation*}
\left|h_{\mathbf{C}, i}^{(\mathbf{n}-\mathbf{1})}\right\rangle=\sum_{j=1}^{\nu_{(\mathbf{n}-\mathbf{1})}}\left|h_{j}^{(\mathbf{n}-\mathbf{1})}\right\rangle\left(\mathbf{C}_{(\mathbf{n}-\mathbf{1})}^{-1}\right)_{j i}, \tag{6.56}
\end{equation*}
\]
such that
\[
\begin{equation*}
\mathbf{C}_{i j}^{(\mathbf{n}-\mathbf{1})} \equiv \delta_{i j}=\left\langle e_{i}^{(\mathbf{n}-\mathbf{1})} \mid h_{\mathbf{C}, j}^{(\mathbf{n}-\mathbf{1})}\right\rangle . \tag{6.57}
\end{equation*}
\]

Once again this is, to the best of our knowledge, an a-posteriori choice, and general criteria in order to obtain such a basis are missing.

\section*{6.3}

\section*{Co-Homology Intersection Number: Proposal for Optimization}

In the derivation of the multivariate intersection number we consider the decomposition (cf. eqs. \((6.50,6.51))\)
\[
\begin{gather*}
\left\langle\varphi^{(\mathbf{n})}\right|=\sum_{i=1}^{\nu_{(\mathbf{n}-1)}}\left\langle e_{i}^{(\mathbf{n}-\mathbf{1})}\right| \wedge\left\langle\varphi_{i}^{(n)}\right|,  \tag{6.58a}\\
\left|\varphi^{(\mathbf{n}) \vee}\right\rangle=\sum_{i=1}^{\nu_{(\mathbf{n}-1)}}\left|h_{\mathbf{C}, i}^{(\mathbf{n}-\mathbf{1})}\right\rangle \wedge\left|\varphi_{\mathbf{C}, i}^{(n) \vee}\right\rangle ; \tag{6.58b}
\end{gather*}
\]
where \(\left(\left\langle e_{1}^{(\mathbf{n}-\mathbf{1})}\right| \ldots,\left\langle e_{\nu_{(\mathbf{n}-1)}}^{(\mathbf{n}-1)}\right|\right)\) is a basis for \(\mathrm{H}^{n-1}\left(X_{n-1}, \nabla_{\left.\omega\right|_{d z_{n}=0}}\right)\), and \(\left(\left|h_{\mathbf{C}, 1}^{(\mathbf{n}-\mathbf{1})}\right\rangle, \ldots,\left|h_{\mathbf{C}, \nu_{(\mathbf{n}-1)}}^{(\mathbf{n} \mathbf{1})}\right\rangle\right)\) is a basis for \(\mathrm{H}^{n-1}\left(X_{n-1}, \nabla_{-\left.\omega\right|_{d z_{n}=0}}\right)\) such that eq. (6.57) holds. The notation \(\left\langle\varphi_{i}^{(n)}\right|\) and \(\left|\varphi_{\mathbf{C}, i}^{(n) \vee}\right\rangle\), for \(1 \leq i \leq \nu_{(\mathbf{n}-\mathbf{1})}\) is not accidental; in fact the coefficients of these decompositions can be thought of as equivalence classes themselves [30] \({ }^{7}\)
\[
\begin{align*}
\left\langle\varphi^{(n)}\right| & : \varphi^{(n)} \sim \varphi^{(n)}+\nabla_{\Omega^{(n)}} \xi  \tag{6.59a}\\
\left|\varphi_{\mathbf{C}}^{(n) \vee}\right\rangle & : \varphi_{\mathbf{C}}^{(n) \vee} \sim \varphi_{\mathbf{C}}^{(n) \vee}+\nabla_{-\Omega^{(n)}} \xi^{\vee} . \tag{6.59b}
\end{align*}
\]

This means that we can use the freedom allowed by eqs. ( \(6.59 \mathrm{a}, 6.59 \mathrm{~b}\) ) in order to simply the subsequent steps in the calculation; we will discuss hereafter a possible strategy, proposed in [30], in order to do this.

We assume in the following that \(\Omega^{(n)}\) is fuchsian, i.e. all the poles are simple poles \({ }^{8}\). Then we aim to find a different representative of \(\varphi^{(n)}\), laying in the same equivalence class but having only simple poles; we will denote this representative as \(\varphi_{\mathrm{sp}}^{(n)}\left(\operatorname{similarly} \varphi_{\mathbf{C}, \mathrm{sp}}^{(n) \vee}\right.\) is the representative with simple poles within the same equivalence class of \(\left.\varphi_{\mathrm{C}}^{(n) \vee}\right)\).
One of the advantages of working with \(\varphi_{\mathrm{sp}}^{(n)}\) and \(\varphi_{\mathrm{sp}}^{(n) \vee}\) is that the pole-by-pole solution of
\[
\begin{equation*}
\nabla_{\Omega^{(n)}}\left(\psi_{x_{i}}\right)=\varphi_{\mathrm{sp}}^{(n)}, \quad \text { around } x_{i} \in \mathcal{P}_{n} \tag{6.60}
\end{equation*}
\]

\footnotetext{
\({ }^{7}\) On the one hand the action of \(\left(\nabla_{\Omega^{(n)}}\right)_{i j}(\bullet)_{j}\) is as in eq. (6.26). On the other hand \(\left(\nabla_{-\Omega^{(n)}}\right)_{i j}(\bullet)_{j}=\delta_{i j} d(\bullet)_{j}-\) \(\Omega_{i j}^{(n)} \wedge(\bullet)_{j}\). See \([28,30]\) for a derivation.
\({ }^{8}\) If this is not the case, we can try to employ some gauge-like transformation as done in eq. (2.116) or a different choice for the internal basis.
}
is bypassed-even the explicit locations of the poles is not needed.
In fact, since \(\varphi_{\mathrm{sp}}^{(n)}\) and \(\varphi_{\mathbf{C}, \mathrm{sp}}^{(n) \vee}\) have just simple poles, the required solution of eq. (6.60) around each pole consists just in the constant term in the expansion of \(\psi_{x_{i}}\). Nevertheless, we can write a single unique expression which, once expanded around each pole, reproduces the solution of eq. (6.60) at the desired order. Explicitly, we have that
\[
\begin{equation*}
\psi=\left(\hat{\Omega}^{(n)}\right)^{-\top} \cdot \hat{\varphi}_{\mathrm{sp}}^{(n)} \tag{6.61}
\end{equation*}
\]
once expanded around each \(x_{i}\), reproduces \(\psi_{x_{i}}\) at the desired order.
Once eq. (6.61) is known, the expression for the multivariate intersection number eq. (6.55) becomes
\[
\begin{equation*}
\left\langle\varphi^{(\mathbf{n})} \mid \varphi^{(\mathbf{n}) \vee)}\right\rangle=\sum_{x_{i} \in \mathcal{P}_{n}} \operatorname{Res}_{z_{n}=x_{i}}\left(\hat{\varphi}_{\mathrm{sp}}^{(n)} \cdot\left(\hat{\Omega}^{(n)}\right)^{-1} \cdot \varphi_{\mathbf{C}, \mathrm{sp}}^{(n) \vee}\right) . \tag{6.62}
\end{equation*}
\]

Eq. (6.62) can massaged further.
Let us introduce the adjugate matrix of \(\hat{\Omega}^{(n)}\), dubbed as adj \(\left(\hat{\Omega}^{(n)}\right)\), which satisfies
\[
\begin{equation*}
\hat{\Omega}^{(n)} \cdot \operatorname{adj}\left(\hat{\Omega}^{(n)}\right)=\operatorname{det} \hat{\Omega}^{(n)} \cdot \mathbb{1} \tag{6.63}
\end{equation*}
\]

Furthermore, we consider the following
\[
\begin{equation*}
\operatorname{det} \hat{\Omega}^{(n)}=\frac{\mathrm{P}}{\mathrm{Q}} \tag{6.64}
\end{equation*}
\]

Then the set of poles of \(\hat{\Omega}^{(n)}\)-dubbed as \(\mathcal{P}_{n}\)-coincides with the zeros of Q (plus the point at infinity), while the set of critical points of \(\hat{\Omega}^{(n)}\)-dubbed as \(\mathcal{S}_{n}\)-is given by the zeros of P . We assume that those two sets are distinct (i.e. they do not have any common element).
With this in mind, we can rewrite eq. (6.62) as
\[
\begin{equation*}
\left\langle\varphi^{(\mathbf{n})} \mid \varphi^{(\mathbf{n}) \vee}\right\rangle=\sum_{x_{i} \in \mathcal{P}_{n}} \operatorname{Res}\left(\frac{\mathrm{Q}}{\mathrm{P}} \hat{\varphi}_{\mathrm{sp}}^{(n)} \cdot \operatorname{adj} \hat{\Omega}^{(n)} \cdot \varphi_{\mathrm{C}, \mathrm{sp}}^{(n) \vee}\right) \tag{6.65}
\end{equation*}
\]

We notice that in eq. (6.65) the residue is computed just for the subset \(\mathcal{P}_{n}\) of the full set of poles of the integrand, which is given by \(\mathcal{S}_{n} \cup \mathcal{P}_{n}\). Since the sum of all the residue as to be identically vanishing, we conclude that
\[
\begin{equation*}
\left\langle\varphi^{(\mathbf{n})} \mid \varphi^{(\mathbf{n}) \vee}\right\rangle=-\sum_{z_{\mathrm{crt}} \in \mathcal{S}_{n}} \operatorname{Res}\left(\frac{\mathrm{Q}}{\mathrm{P}} \hat{\varphi}_{\mathrm{sp}}^{(n)} \cdot \operatorname{adj} \hat{\Omega}^{(n)} \cdot \varphi_{\mathbf{C}, \mathrm{sp}}^{(n) \vee}\right) \tag{6.66}
\end{equation*}
\]

So eq. (6.66) is completely localized on the set of critical points of \(\hat{\Omega}^{(n)}\), rather than on its poles. We find that eq. (6.66) is an interesting result on its own; nevertheless in Ref. [30] it was noticed that it corresponds to a global residue, and can be computed efficiently, see e.g. [204, 30]-once again without knowing the explicit locations of the critical points \(\mathcal{S}_{n}\). So, under our assumptions, we can evaluate the multivariate intersection number via eq. (6.66), without knowing the
explicit locations of poles nor the critical points. Since, usually, determining the locations of the poles (or critical points) introduces algebraic extensions-e.g. square roots-this variant of the algorithm allows to avoid these extensions.

\section*{- The reduction to simple poles.}

We postponed the detailed description on how to find the representative \(\varphi_{\mathrm{sp}}^{(n)}\) with simple poles laying equivalence class \(\left\langle\varphi^{(n)}\right|\) (as well as \(\varphi_{\mathbf{C}, \text { sp }}^{(n) \vee}\) belonging to \(\left|\varphi_{\mathbf{C}, \text { sp }}^{(n) \vee}\right\rangle\) ). We address here such a problem.

We will heavily rely on the partial fraction decomposition of \(\hat{\varphi}^{(n)}\) w.r.t. \(z_{n}\). The partial fraction can be performed even without introducing algebraic extensions; so we do not spoil this feature of the algorithm.
Let us first assume that \(\varphi^{(n)}\) has a pole of order \(\operatorname{ord}_{\infty}\) at infinity. This means that the partial fraction decomposition of \(\varphi^{(n)}\) contains the monomial \(z_{n}^{\text {ord } \infty_{\infty}-2}\). We can then consider the following vector-valued function
\[
\begin{equation*}
\xi^{\infty}=\mathbf{c} z_{n}^{\operatorname{ord}_{\infty}-1} \tag{6.67}
\end{equation*}
\]
where \(\mathbf{c}=\left(c_{1}, \ldots, c_{\nu_{(\mathbf{n}-\mathbf{1})}}\right)\) is a vector of \(\nu_{(\mathbf{n}-\mathbf{1})}\) unknown coefficients.
Requiring that in the partial fraction decomposition of
\[
\begin{equation*}
\widetilde{\varphi}^{(n)}=\varphi^{(n)}+\nabla_{\Omega^{(n)}}\left(\xi^{\infty}\right) \tag{6.68}
\end{equation*}
\]
the monomial \(z_{n}^{\text {ord } \infty-2}\) is absent, we obtain a linear system for the \(\left(c_{1}, \ldots, c_{\nu_{(\mathbf{n}-\mathbf{1})}}\right)\). Provided the fact that this system admits a solution, then the corresponding \(\widetilde{\varphi}^{(n)}\) will have a pole of order \(\operatorname{ord}_{\infty}-1\) at infinity. We can iterate the procedure until we land on a simple pole at infinity.

Let us consider now the case of poles at finite positions. Let us assume that an irreducible polynomial \(q\left(z_{n}\right)\) of degree \(\operatorname{deg}(q)\) appears raised to power \(\operatorname{ord}_{q}\) in the partial fraction decomposition of \(\varphi^{(n)}\).
It is sufficient to consider the following vector-valued function
\[
\begin{equation*}
\xi^{q}=\frac{1}{q\left(z_{n}\right)^{\operatorname{ord}_{q}-1}} \sum_{j=0}^{\operatorname{deg}(q)-1} \mathbf{c}_{j} z_{n}^{j} \tag{6.69}
\end{equation*}
\]
where each \(\mathbf{c}_{j}=\left(c_{j, 1}, \ldots, c_{j, \nu_{(\mathbf{n}-\mathbf{1})}}\right)\) is a vector of \(\nu_{(\mathbf{n}-\mathbf{1})}\) unknown coefficients.
Requiring that in the partial fraction decomposition of
\[
\begin{equation*}
\widetilde{\varphi}^{(n)}=\varphi^{(n)}+\nabla_{\Omega^{(n)}}\left(\xi^{q}\right) \tag{6.70}
\end{equation*}
\]
the term proportional to \(q\left(z_{n}\right)^{-\operatorname{ord}_{q}}\) is absent, we obtain \(\nu_{(n-1)} \cdot \operatorname{deg}_{q}\) constraints for the unknown \(\nu_{(n-1)} \cdot \operatorname{deg}_{q}\) coefficients. Provided the fact that the resulting linear system admits a solution, the partial fraction decomposition of \(\widetilde{\varphi}^{(n)}\) will contain at most \(q\left(z_{n}\right)^{-\operatorname{ord}_{q}+1}\). We can iterate the
procedure until we arrive at \(\operatorname{ord}_{q}=1\).

The same discussion holds for \(\varphi^{(n) \vee}\), replacing \(\nabla_{\Omega^{(n)}}(\bullet)\) with \(\nabla_{-\Omega^{(n)}}(\bullet)\). Notice that, since we assumed that \(\Omega^{(n)}\) has just simple pole, this procedure never introduce any new higher order pole.

Example. Let us reconsider eq. (6.11)
\[
\begin{equation*}
u\left(z_{1}, z_{2}\right)=z_{1}^{p} z_{2}^{q}\left(1-z_{1}-z_{2}\right)^{r} \tag{6.71}
\end{equation*}
\]

A critical point analysis gives
\[
\begin{equation*}
\nu_{(\mathbf{2})}=1, \quad \nu_{(\mathbf{1})}=1 ; \tag{6.72}
\end{equation*}
\]
we choose again the internal basis as
\[
\begin{equation*}
\left\langle e^{(\mathbf{1})}\right|=\left\langle\frac{d z_{1}}{z_{1}\left(1-z_{1}-z_{2}\right)}\right|, \quad\left|h^{(\mathbf{1})}\right\rangle=\left|\frac{d z_{1}}{z_{1}\left(1-z_{1}-z_{2}\right)}\right\rangle \tag{6.73}
\end{equation*}
\]
- Let us consider the evaluation of
\[
\begin{equation*}
\left\langle\varphi^{(\mathbf{2})} \mid \varphi^{(\mathbf{2}) \vee}\right\rangle=\left\langle\left.\frac{d \mathbf{z}}{z_{1} z_{2}^{2}\left(1-z_{1}-z_{2}\right)} \right\rvert\, \frac{d \mathbf{z}}{z_{1} z_{2}\left(1-z_{1}-z_{2}\right)}\right\rangle \tag{6.74}
\end{equation*}
\]

With the above-mentioned choice of internal basis we obtain (as reported in eqs. \((6.39,6.40)\) )
\[
\begin{equation*}
\mathbf{C}^{(1)}=\frac{p+r}{p r\left(z_{2}-1\right)^{2}} \tag{6.75}
\end{equation*}
\]
and
\[
\begin{equation*}
\hat{\Omega}^{(2)}=\frac{1-p-r}{1-z_{2}}+\frac{q}{z_{2}} . \tag{6.76}
\end{equation*}
\]

Eq. (6.76) has just simple poles.
The decomposition \(\left\langle\varphi^{(\mathbf{2})}\right|=\left\langle e^{(\mathbf{1})}\right| \wedge\left\langle\varphi^{(2)}\right|\) and \(\left|\varphi^{(\mathbf{2}) \vee}\right\rangle=\left|h^{(\mathbf{1})}\right\rangle \wedge\left|\varphi^{(2) \vee}\right\rangle\) yields
\[
\begin{align*}
\left\langle\varphi^{(2)}\right| & =\left\langle\frac{d z_{2}}{z_{2}^{2}}\right|  \tag{6.77a}\\
\left|\varphi^{(2)}\right\rangle & =\left|\frac{d z_{2}}{z_{2}}\right\rangle \tag{6.77b}
\end{align*}
\]
and so
\[
\begin{equation*}
\left|\varphi_{\mathbf{C}}^{(2) \vee}\right\rangle=\left|\frac{(p+r) d z_{2}}{p r\left(z_{2}-1\right)^{2} z_{2}}\right\rangle \tag{6.78}
\end{equation*}
\]

Eqs. \((6.77 a, 6.78)\) have a double pole at a finite position.
We will work first on \(\varphi^{(2)}\). Following the description in the main text, we have
\[
\begin{equation*}
q\left(z_{2}\right)=z_{2}, \quad \operatorname{ord}_{z_{2}}=2 \tag{6.79}
\end{equation*}
\]

\subsection*{6.3. CO-HOMOLOGY INTERSECTION NUMBER: PROPOSAL FOR OPTIMIZATION}

Thus, we consider the following ansatz
\[
\begin{equation*}
\xi^{z_{2}}=\frac{1}{z_{2}} c \tag{6.80}
\end{equation*}
\]
where \(c\) is an unknown constant.
Let us consider
\[
\begin{equation*}
\widetilde{\varphi}^{(2)}=\varphi^{(2)}+\nabla_{\Omega^{(2)}} \xi^{z_{2}} \tag{6.81}
\end{equation*}
\]
and its partial fraction decomposition
\[
\begin{equation*}
\frac{c(p+r-1)}{z_{2}-1}-\frac{c(p+r-1)}{z_{2}}+\frac{c(q-1)+1}{z_{2}^{2}} ; \tag{6.82}
\end{equation*}
\]
requiring that the blue term is vanishing, we find
\[
\begin{equation*}
c=\frac{1}{1-q} \tag{6.83}
\end{equation*}
\]
so
\[
\begin{equation*}
\varphi_{\mathrm{sp}}^{(2)}=\left.\widetilde{\varphi}^{(2)}\right|_{c \rightarrow(1-q)^{-1}}=\left(\frac{-p-r+1}{(q-1)\left(z_{2}-1\right)}+\frac{p+r-1}{(q-1) z_{2}}\right) d z_{2} \tag{6.84}
\end{equation*}
\]
is free from higher order poles.
We move now to \(\varphi_{\mathrm{C}}^{(2) \vee}\); in its partial fraction decomposition we find
\[
\begin{equation*}
q\left(z_{2}\right)=1-z_{2}, \quad \operatorname{ord}_{1-z_{2}}=2 \tag{6.85}
\end{equation*}
\]

So, we consider
\[
\begin{equation*}
\xi^{1-z_{2}}=\frac{1}{1-z_{2}} c . \tag{6.86}
\end{equation*}
\]

Next, we consider
\[
\begin{equation*}
\widetilde{\varphi}_{\mathbf{C}}^{(2) \vee}=\varphi_{\mathbf{C}}^{(2) \vee}+\nabla_{-\Omega^{(2)}} \xi^{1-z_{2}}, \tag{6.87}
\end{equation*}
\]
and its partial fraction decomposition which reads
\[
\begin{equation*}
\frac{(p+r)(c p r+1)}{p r\left(z_{2}-1\right)^{2}}+\frac{c p q r-p-r}{p r\left(z_{2}-1\right)}-\frac{c p q r-p-r}{p r z_{2}} ; \tag{6.88}
\end{equation*}
\]
requiring that the blue term is vanishing, we find
\[
\begin{equation*}
c=-\frac{1}{p r} \tag{6.89}
\end{equation*}
\]

So
\[
\begin{equation*}
\varphi_{\mathbf{C}, \mathrm{sp}}^{(2) \vee}=\left.\widetilde{\varphi}_{\mathbf{C}}^{(2) \vee}\right|_{c \rightarrow-(p r)^{-1}}=\left(\frac{p+q+r}{p r\left(1-z_{2}\right)}+\frac{p+q+r}{p r z_{2}}\right) d z_{2}, \tag{6.90}
\end{equation*}
\]
has just simple poles.

Finally we just need
\[
\begin{equation*}
\operatorname{det} \hat{\Omega}^{(2)}=\hat{\Omega}^{(2)}=\frac{\mathrm{P}}{\mathrm{Q}}=\frac{q-(p+q+r-1) z_{2}}{\left(1-z_{2}\right) z_{2}} \tag{6.91}
\end{equation*}
\]
with \(\mathcal{P}_{2}=\{0,1, \infty\}\) and \(\mathcal{S}_{2}=\left\{\frac{q}{p+q+r-1}\right\}\). Therefore eq. (6.66) gives
\[
\begin{equation*}
\left\langle\varphi^{(\mathbf{2})} \mid \varphi^{(\mathbf{2}) \vee}\right\rangle=-\sum_{z_{\mathrm{crt}} \in \mathcal{S}_{2}} \operatorname{Res}_{z_{2}=z_{\mathrm{crt}}}\left(\frac{\mathrm{Q}}{\mathrm{P}} \hat{\varphi}_{\mathrm{sp}}^{(2)} \varphi_{\mathrm{C}, \mathrm{sp}}^{(2) \vee}\right)=\frac{(p+q+r-1)(p+q+r)}{p(q-1) q r} \tag{6.92}
\end{equation*}
\]

Let us also briefly mention that eq. (6.92) can be massaged even further-see once again [30]. In fact eq. (6.92) is of the following form:
\[
\begin{equation*}
\left\langle\varphi^{(\mathbf{2})} \mid \varphi^{(\mathbf{2}) \vee}\right\rangle=-\sum_{z_{\mathrm{crt}} \in \mathcal{S}_{2}} \operatorname{Res}_{z_{2}=z_{\mathrm{crt}}}\left(\frac{h}{\mathrm{P}}\right), \quad \mathcal{S}_{2} \rightsquigarrow \text { zeros of } \mathrm{P} \tag{6.93}
\end{equation*}
\]
and h can be thought as a ratio of two polynomials in \(z_{2}\), say
\[
\begin{equation*}
h=\frac{\mathrm{P}_{h}}{\mathrm{Q}_{h}} \tag{6.94}
\end{equation*}
\]

Assuming that P and \(\mathrm{Q}_{h}\) does not have any common zero, then Hilbert's Nullstellensatz guarantees that there exists two polynomials, say R and S such that \({ }^{9}\)
\[
\begin{equation*}
1=\mathrm{RP}+\mathrm{Q}_{h} \mathrm{~S} \tag{6.95}
\end{equation*}
\]
. Thanks to this step we have:
\[
\begin{equation*}
(6.93)=-\sum_{z_{\mathrm{crt}} \in \mathcal{S}_{2}} \operatorname{Res}_{z_{2}=z_{\mathrm{crt}}}\left(\frac{h}{\mathrm{P}} \cdot 1\right)=-\sum_{z_{\mathrm{crt}} \in \mathcal{S}_{2}} \operatorname{Res}_{z_{2}=z_{\mathrm{crt}}}\left(\frac{\mathrm{P}_{h} \mathrm{~S}}{\mathrm{P}}\right) \tag{6.96}
\end{equation*}
\]

Eq. (6.96) is the basis of further manipulations in [30]; we avoid here such a discussion referring the reader to the original work. Let us just mention that \(\mathrm{P}_{h}, \mathrm{~S}\) and P are polynomials, and so e.g. eq. (6.96) correspond to the residue of the same function, computed at \(z_{2}=\infty^{10}\).
- Let us also briefly discuss the calculation of
\[
\begin{equation*}
\left\langle\varphi^{(\mathbf{2})} \mid \varphi^{(\mathbf{2}) \vee}\right\rangle=\left\langle 1 \cdot \frac{d \mathbf{z}}{z_{1}\left(1-z_{1}-z_{2}\right)} \left\lvert\, \frac{d \mathbf{z}}{z_{1} z_{2}\left(1-z_{1}-z_{2}\right)}\right.\right\rangle \tag{6.97}
\end{equation*}
\]
since it exhibits a new feature.

We find that
\[
\begin{equation*}
\left\langle\varphi^{(2)}\right|=\left\langle 1 \cdot d z_{2}\right| \tag{6.98}
\end{equation*}
\]

\footnotetext{
\({ }^{9}\) We accomplished this step via the Mathematica command PolynomialExtendedGCD.
\({ }^{10}\) In our basic Mathematica implementation we find this step satisfactory enough in practical examples; nevertheless we expect more refined implementations of [30] to be more efficient.
}

\subsection*{6.4. CO-HOMOLOGY INTERSECTION NUMBER: SECONDARY EQUATION APPROACH}
which has a pole at infinity with
\[
\begin{equation*}
\operatorname{ord}_{\infty}=2 . \tag{6.99}
\end{equation*}
\]

There for we consider the following ansatz
\[
\begin{equation*}
\xi^{\infty}=c z_{2} . \tag{6.100}
\end{equation*}
\]

Next we consider
\[
\begin{equation*}
\widetilde{\varphi}^{(2)}=\varphi^{(2)}+\nabla_{\Omega^{(2)}} \xi^{\infty} \text {. } \tag{6.101}
\end{equation*}
\]
and its partial fraction decomposition
\[
\begin{equation*}
1+(p+q+r) c+\frac{c(p+r-1)}{z_{2}-1} ; \tag{6.102}
\end{equation*}
\]
requiring that the blue term is vanishing, we find
\[
\begin{equation*}
c=-\frac{1}{(p+q+r)} . \tag{6.103}
\end{equation*}
\]

So, finally
\[
\begin{equation*}
\varphi_{\mathrm{sp}}^{(2)}=\left.\widetilde{\varphi}^{(2)}\right|_{c \rightarrow-(p+q+r)^{-1}}=\left(-\frac{p+r-1}{\left(z_{2}-1\right)(p+q+r)}\right) d z_{2} . \tag{6.104}
\end{equation*}
\]

Eqs. (6.104,6.90), can be used in eq. (6.66) yielding
\[
\begin{equation*}
\left\langle\varphi^{(\mathbf{2})} \mid \varphi^{(\mathbf{2}) \vee}\right\rangle=\frac{1}{p r} . \tag{6.105}
\end{equation*}
\]

\section*{6.4}

\section*{Co-Homology Intersection Number: Secondary Equation Approach}

We discuss here briefly an alternative approach for the computation of (multivariate) intersection numbers. This approach was proposed in [29], and aim to obtain intersection numbers as solutions of suitable system(s) of (partial) differential equations: the so-called Secondary Equation; this method can be applied irrespectively to compute univariate and multivariate intersection numbers, even though it relies on essential external inputs. We review the methods hereafter.

Let us consider once again eq. (4.112), and rearrange it as
\[
\begin{equation*}
\mathbf{H}^{\top}=\mathbf{P}^{\vee \top} \cdot \mathbf{C}^{-1} \cdot \mathbf{P} . \tag{6.106}
\end{equation*}
\]

Eq. (6.106) offers another possibility of computing co-homology intersection numbers, and, more precisely, the full matrix \(\mathbf{C}\). Clearly pretending to have access to \(\mathbf{H}\), and-even worse \(-\mathbf{P}\) and \(\mathbf{P}^{\vee}\) is too demanding. Nevertheless we recall that the \(u(\mathbf{z})\) does, in general, depend on other
external parameters which are not integration variables, say \(\mathbf{x}\)-to fix the ideas we can think at the case of FIs where \(x\) represents (ratio of) kinematic invariants. On the one hand we expect that \(\mathbf{C}\) and \(\mathbf{P}^{(\vee)}\) do depend on \(\mathbf{x}\), on the other hand we assume that \(\mathbf{H}\) is independent from it-c.f. e.g. the explicit computations in section 4.1.3. In other words we just have
\[
\begin{equation*}
d_{\mathbf{x}} \mathbf{H}^{\top}=0 \tag{6.107}
\end{equation*}
\]

Moreover \(\mathbf{P}\) and \(\mathbf{P}^{\vee}\) obey the following
\[
\begin{equation*}
d_{\mathbf{x}} \mathbf{P}=\boldsymbol{\Omega} \cdot \mathbf{P}, \quad d_{\mathbf{x}} \mathbf{P}^{\vee}=\mathbf{\Omega}^{\vee} \cdot \mathbf{P}^{\vee} \tag{6.108}
\end{equation*}
\]

The matrices \(\boldsymbol{\Omega}^{(\vee)}\) are known as Pfaffians matrices-once again, in order to fix the ideas, we can think at the differential equations fulfilled by FIs. These matrices represent the external input for this algorithm \({ }^{11}\) Therefore, applying \(d_{\mathbf{x}}(\bullet)\) to eq. \((6.107)\), eqs. \((6.107,6.108)\) imply
\[
\begin{equation*}
\mathbf{P}^{\vee \top} \cdot\left(\boldsymbol{\Omega}^{\vee \top} \cdot \mathbf{C}^{-1}+d_{\mathbf{x}} \mathbf{C}^{-1}+\mathbf{C}^{-1} \cdot \boldsymbol{\Omega}\right) \cdot \mathbf{P}=\mathbb{0} \tag{6.109}
\end{equation*}
\]

Then, requiring that \(\mathbf{P}\) and \(\mathbf{P}^{\vee}\) have full rank, we infer that
\[
\begin{equation*}
\boldsymbol{\Omega}^{\vee \top} \cdot \mathbf{C}^{-1}+d_{\mathbf{x}} \mathbf{C}^{-1}+\mathbf{C}^{-1} \cdot \boldsymbol{\Omega}=\mathbb{0} \tag{6.110}
\end{equation*}
\]
or, equivalently \({ }^{12}\)
\[
\begin{equation*}
d_{\mathbf{x}} \mathbf{C}=\boldsymbol{\Omega} \cdot \mathbf{C}+\mathbf{C} \cdot \boldsymbol{\Omega}^{\vee \top} \tag{6.111}
\end{equation*}
\]

Eq. (6.111) is known as Secondary Equation, and will plays a key role: solving the latter we can determine \(\mathbf{C}\).

Eq. (6.111) represents a system of partial differential equations. Solving such a system is, in general, a formidable task. Fortunately enough it is known that co-homology intersection numbers, and so the full matrix \(\mathbf{C}\), are known to be rational function in \(\mathbf{x}[29]^{13}\). Therefore we just look for a rational solution, say \(\mathbf{C}_{\text {Rat }}\) of eq. (6.111). This is a less complicated task and it is implemented in the program IntegrableConnection [217].
Finally, even if we determine a rational solution \(\mathbf{C}_{\text {Rat }}\) of eq. (6.111), there is still an ambiguity due to an over-all multiplicative constant \({ }^{14} \kappa\) in order to determine the correct matrix \(\mathbf{C}\); so we

\footnotetext{
\({ }^{11}\) It is important to stress that the cases of our interest, namely hypergeometric functions and FIs-once expressed in the Lee-Pomeransky representation (cf. section 2.3), fall into the category of Gelfand-Kapranov-Zelevinsky (GKZ) systems [205]. Within this framework Pfaffian matrices can be obtained e.g. my means of the Maculay matrix method [36]. For the interplay among GKZ systems and FIs see also [206, 209, 210, 211, 212, 213, 214, 215, 216, 207, 208].
\({ }^{12}\) Using \(\mathbb{0}=\mathbf{C}^{-1} \cdot d_{\mathbf{x}} \mathbf{C} \cdot \mathbf{C}^{-1}+d_{\mathbf{x}} \mathbf{C}^{-1}\).
\({ }^{13} \mathrm{We}\) are going to use intersection numbers in order to achieve reduction onto MIs; it is clear that the coefficients of the decomposition obtained through the standard Laporta algorithm are rational functions (cf. section 2.4). So-unless mysterious cancellations occur- we can expect the intersection numbers themselves to be rational functions.
\({ }^{14}\) In other words, we have to input some boundary values in eq. (6.111), in order to fully determine \(\mathbf{C}\).
}
have
\[
\begin{equation*}
\mathbf{C}=\kappa \mathbf{C}_{\mathrm{Rat}}, \tag{6.112}
\end{equation*}
\]
where \(\kappa\) is, in general, unknown.
Even if the actual value of \(\kappa\) can be, in principle computed-see [218]-we can avoid this final step if we are just interested obtaining linear relations among integrals. The reason for this will become clear in chapter 7 .

\title{
Integral Relations via Intersection Theory: multivariate case
}

In this chapter we will address the study of linear relations among integrals admitting a multivariate representation. At a first sight there is no conceptual difference w.r.t. the univariate case, see the discussion in section 5.2-clearly we have to replace the univariate intersection number employed in section 5.2 with the multivariate intersection number discussed in section 6.2. First we will apply our machinery to the case of hypergeometric integrals, and then we will move to the case of FIs, highlighting some of their peculiarities, particular features as well as possible strategies to overcome them.

\section*{7.1}

\section*{Contiguity Relations via Intersection Numbers}

We show here how the master decomposition formula and the multivariate intersection numbers can be employed in order to obtain contiguity relations among certain hypergeometric integrals. Such type of relations are often of interest in the mathematical literature, and they constitute the prototype of relations we aim to derive working with FIs.

Example. The hypergeometric \({ }_{3} F_{2}\). Let us consider the following
\[
\begin{equation*}
u(\mathbf{z})=z_{1}^{a_{3}}\left(1-z_{1}\right)^{b_{2}-a_{3}} z_{2}^{a_{2}}\left(1-z_{2}\right)^{b_{1}-a_{2}}\left(1-x z_{1} z_{2}\right)^{-a_{1}} ; \tag{7.1}
\end{equation*}
\]

\subsection*{7.1. CONTIGUITY RELATIONS VIA INTERSECTION NUMBERS}
eq. (7.1) is associated to the hypergeometric function \({ }_{3} F_{2}\) (see also appendix B). We hvae
\[
\begin{equation*}
\omega=\hat{\omega}_{1} d z_{1}+\hat{\omega}_{2} d z_{2}=\left(\frac{a_{3}}{z_{1}}+\frac{a_{3}-b_{2}}{1-z_{1}}+\frac{a_{1} x z_{2}}{1-x z_{1} z_{2}}\right) d z_{1}+\left(\frac{a_{2}}{z_{2}}+\frac{a_{2}-b_{1}}{1-z_{2}}+\frac{a_{1} x z_{1}}{1-x z_{1} z_{2}}\right) d z_{2} \tag{7.2}
\end{equation*}
\]

A critical point analysis reveals that
\[
\begin{equation*}
\nu_{(\mathbf{2})}=3 \tag{7.3}
\end{equation*}
\]
while, for the inner variable \(z_{1}\), we find
\[
\begin{equation*}
\nu_{(\mathbf{1})}=2 \tag{7.4}
\end{equation*}
\]

We choose the inner bases as
\[
\begin{align*}
\left(\left\langle e_{1}^{(\mathbf{1})}\right|,\left\langle e_{2}^{(\mathbf{1})}\right|\right) & =\left(\left\langle d \log z_{1}\right|,\left\langle d \log \left(1-z_{2}\right)\right|\right)  \tag{7.5a}\\
\left(\left|h_{1}^{(\mathbf{1})}\right\rangle,\left|h_{2}^{(\mathbf{1})}\right\rangle\right) & =\left(\left|d \log z_{1}\right\rangle,\left|d \log \left(1-z_{2}\right)\right\rangle\right) \tag{7.5b}
\end{align*}
\]

We aim to achieve the decomposition
\[
\begin{align*}
{ }_{3} F_{2}\left(a_{1}, a_{2}, a_{3}-1 ; b_{1}+1, b_{2} ; x\right) & =c_{13} F_{2}\left(a_{1}, a_{2}, a_{3} ; b_{1}+1, b_{2}+1 ; x\right) \\
& +c_{2}{ }_{3} F_{2}\left(a_{1}, a_{2}, a_{3}+1 ; b_{1}+1, b_{2}+1 ; x\right)  \tag{7.6}\\
& +c_{3}{ }_{3} F_{2}\left(a_{1}, a_{2}, a_{3} ; b_{1}, b_{2} ; x\right)
\end{align*}
\]
with the corresponding twisted co-cycles being
\[
\begin{equation*}
{ }_{3} F_{2}\left(a_{1}, a_{2}, a_{3}-1 ; b_{1}+1, b_{2} ; x\right) \rightsquigarrow \frac{1}{B\left(a_{2}, 1+b_{1}-a_{2}\right) B\left(a_{3}-1,1+b_{2}-a_{3}\right)}\left\langle\frac{d \mathbf{z}}{z_{1}^{2} z_{2}}\right|=\left\langle\varphi^{(\mathbf{2})}\right| \tag{7.7}
\end{equation*}
\]
and
\[
\begin{align*}
& { }_{3} F_{2}\left(a_{1}, a_{2}, a_{3} ; b_{1}+1, b_{2}+1 ; x\right) \rightsquigarrow \frac{1}{B\left(a_{2}, 1+b_{1}-a_{2}\right) B\left(a_{3}, 1+b_{2}-a_{3}\right)}\left\langle\frac{d \mathbf{z}}{z_{1} z_{2}}\right|=\left\langle e_{1}^{(\mathbf{2})}\right|, \\
& { }_{3} F_{2}\left(a_{1}, a_{2}, a_{3}+1 ; b_{1}+1, b_{2}+1 ; x\right) \rightsquigarrow \frac{1}{B\left(a_{2}, 1+b_{1}-a_{2}\right) B\left(a_{3}+1, b_{2}-a_{3}\right)}\left\langle\frac{d \mathbf{z}}{\left(1-z_{1}\right) z_{2}}\right|=\left\langle e_{2}^{(\mathbf{2})}\right|, \\
& { }_{3} F_{2}\left(a_{1}, a_{2}, a_{3} ; b_{1}, b_{2} ; x\right) \rightsquigarrow \frac{1}{B\left(a_{2}, b_{1}-a_{2}\right) B\left(a_{3}, b_{2}-a_{3}\right)}\left\langle\frac{d \mathbf{z}}{z_{1} z_{2}\left(1-z_{1}\right)\left(1-z_{2}\right)}\right|=\left\langle e_{3}^{(\mathbf{2})}\right| . \tag{7.8}
\end{align*}
\]

Our choice for the dual basis is
\[
\begin{align*}
& B\left(a_{2}, 1+b_{1}-a_{2}\right) B\left(a_{3}, 1+b_{2}-a_{3}\right)\left|\frac{d \mathbf{z}}{z_{1} z_{2}}\right\rangle=\left|h_{1}^{(\mathbf{2})}\right\rangle \\
& B\left(a_{2}, 1+b_{1}-a_{2}\right) B\left(a_{3}+1, b_{2}-a_{3}\right)\left|\frac{d \mathbf{z}}{\left(1-z_{1}\right) z_{2}}\right\rangle=\left|h_{2}^{(\mathbf{2})}\right\rangle  \tag{7.9}\\
& B\left(a_{2}, b_{1}-a_{2}\right) B\left(a_{3}, b_{2}-a_{3}\right)\left|\frac{d \mathbf{z}}{z_{1} z_{2}\left(1-z_{1}\right)\left(1-z_{2}\right)}\right\rangle=\left|h_{3}^{(\mathbf{2})}\right\rangle
\end{align*}
\]

The required intersection numbers are
\[
\begin{equation*}
\mathbf{C}_{i j}^{(\mathbf{2})}=\left\langle e_{i}^{(\mathbf{2})} \mid h_{j}^{(\mathbf{2})}\right\rangle \quad 1 \leq i, j \leq 3 ; \quad \text { and } \quad\left\langle\varphi^{(\mathbf{2})} \mid h_{j}^{(\mathbf{2})}\right\rangle \quad 1 \leq j \leq 3 . \tag{7.10}
\end{equation*}
\]

We find
\[
\begin{align*}
& \mathbf{C}_{11}^{(\mathbf{2})}=\frac{a_{1}}{a_{2}}\left(\frac{a_{2}+a_{3}-b_{1}}{a_{3}\left(a_{1}-b_{1}\right)\left(a_{3}-b_{1}\right)}+\frac{1}{\left(a_{1}-a_{2}\right)\left(a_{2}-b_{2}\right)}\right)+\frac{\left(a_{2}-b_{1}\right)}{\left(a_{1}-b_{1}\right)}\left(\frac{1}{\left(a_{1}-a_{2}\right)\left(b_{2}-a_{1}\right)}+\frac{1}{a_{2} a_{3}}\right), \\
& \mathbf{C}_{12}^{(\mathbf{2})}=\frac{\left(a_{1}+a_{2}\right) a_{3} b_{1}+a_{3} b_{2}\left(a_{1}+a_{2}-b_{1}\right)-\left(a_{1}^{2}+a_{2} a_{1}+a_{2}^{2}\right) a_{3}}{a_{2}\left(a_{1}-b_{1}\right)\left(a_{1}-b_{2}\right)\left(a_{2}-b_{2}\right)\left(b_{2}-a_{3}\right)}, \\
& \mathbf{C}_{13}^{(\mathbf{2})}=\frac{b_{1} b_{2}}{a_{2} a_{3}\left(a_{2}-b_{1}\right)\left(a_{3}-b_{2}\right)}, \\
& \mathbf{C}_{21}^{(\mathbf{2})}=\frac{\left(a_{1}\left(a_{2}-b_{1}-b_{2}\right)+\left(a_{2}-b_{1}\right)\left(a_{2}-b_{2}\right)+a_{1}^{2}\right)\left(a_{3}-b_{2}\right)}{a_{2} a_{3}\left(a_{1}-b_{1}\right)\left(a_{1}-b_{2}\right)\left(a_{2}-b_{2}\right)}, \\
& \mathbf{C}_{22}^{(\mathbf{2})}=\frac{\left(a_{2}-a_{3}\right) a_{1}\left(a_{2}-b_{1}-b_{2}\right)-a_{3}\left(a_{2}-b_{1}\right)\left(a_{2}-b_{2}\right)+\left(a_{2}-a_{3}\right) a_{1}^{2}}{a_{2}\left(a_{1}-b_{1}\right)\left(a_{1}-b_{2}\right)\left(a_{2}-b_{2}\right)\left(b_{2}-a_{3}\right)}, \\
& \mathbf{C}_{23}^{(\mathbf{2})}=\frac{b_{1} b_{2}}{a_{2} a_{3}\left(a_{2}-b_{1}\right)\left(a_{3}-b_{2}\right)}, \\
& \mathbf{C}_{31}^{(\mathbf{2})}=\frac{\left(a_{2}-b_{1}\right)\left(a_{3}-b_{2}\right)}{a_{2} a_{3} b_{1} b_{2}}, \\
& \mathbf{C}_{32}^{(\mathbf{2})}=\frac{a_{3}\left(a_{2}-b_{1}\right)}{a_{2} b_{1} b_{2}\left(a_{3}-b_{2}\right)}, \\
& \mathbf{C}_{33}^{(\mathbf{2})}=\frac{b_{1} b_{2}}{a_{2} a_{3}\left(a_{2}-b_{1}\right)\left(a_{3}-b_{2}\right)} . \tag{7.11}
\end{align*}
\]
and
\[
\begin{align*}
\left\langle\varphi^{(\mathbf{2})} \mid h_{1}^{(\mathbf{2})}\right\rangle & =\frac{a_{2} a_{1}^{2} x\left(b_{1}-a_{2}\right)+a_{2} a_{1} b_{1} x\left(a_{2}-b_{1}\right)+a_{1}\left(\left(a_{3}-b_{1}\right)^{2}+a_{2}\left(2 a_{3}-b_{1}-1\right)-a_{3}+b_{1}\right)\left(a_{3}-b_{2}\right)+\left(a_{2}-b_{1}\right)\left(b_{1}-a_{3}\right)\left(-a_{3}+b_{1}+1\right)\left(a_{3}-b_{2}\right)}{a_{2} a_{2} b_{2}\left(2 a_{2}-b_{1}-1\right)\left(a_{3}-b_{1}\right)\left(b_{1}-a_{1}\right)}, \\
\left\langle\varphi^{(\mathbf{2})} \mid h_{2}^{\mathbf{2})}\right\rangle & =\frac{a_{3}\left(\left(a_{2}-b_{1}\right)\left(a_{3}-b_{1}-1\right)+a_{1}\left(a_{2}+a_{3}-b_{1}-1\right)\right)}{a_{2} b_{2}\left(a_{1}-b_{1}\right)\left(-a_{3}+b_{1}+1\right)\left(a_{3}-b_{2}\right)}, \\
\left\langle\varphi^{(\mathbf{2})} \mid h_{3}^{(\mathbf{2})}\right\rangle & =\frac{b_{1}\left(b_{2}\left(a_{3}-b_{1}-1\right)+a_{1} a_{2} x\right)}{a_{2} a_{3}\left(a_{2}-b_{1}\right)\left(a_{3}-b_{1}-1\right)\left(a_{3}-b_{2}\right)} . \tag{7.12}
\end{align*}
\]

Combing everything within the master decomposition formula
\[
\begin{align*}
\left\langle\varphi^{(\mathbf{2})}\right| & =\sum_{i, j=1}^{3}\left\langle\varphi^{(\mathbf{2})} \mid h_{j}^{(\mathbf{2})}\right\rangle\left(\mathbf{C}_{(\mathbf{2})}^{-1}\right)_{j i}\left\langle e_{i}^{(\mathbf{2})}\right|  \tag{7.13}\\
& =\sum_{i=1}^{3} c_{i}\left\langle e_{i}^{(\mathbf{2})}\right|
\end{align*}
\]
we obtain
\[
\begin{align*}
& c_{1}=\frac{a_{3}\left(x\left(-a_{1}-a_{2}+b_{1}+b_{2}\right)+b_{2}+1\right)+a_{1} a_{2} x-a_{3}^{2}-b_{2}\left(b_{1} x+1\right)}{b_{2}\left(a_{3}-b_{1}-1\right)}, \\
& c_{2}=\frac{a_{3}\left(x\left(a_{1}+a_{2}-b_{1}-b_{2}\right)+a_{3}-1\right)}{b_{2}\left(a_{3}-b_{1}-1\right)},  \tag{7.14}\\
& c_{3}=\frac{b_{1}(x-1)}{a_{3}-b_{1}-1} .
\end{align*}
\]

The coefficients appearing in eq. (7.14) are (numerically) verified with Mathematica.

\section*{7.2}

\section*{Feynman Integrals Reduction via Intersection Numbers}

We are finally at the point of discussing full reduction (i.e. including subtopologies) of FIs. In view of our subsequent discussion, it is beneficial to recall briefly our starting point-cf. also section 5.4 -namely FIs in Baikov representation
\[
\begin{equation*}
I_{a_{1}, \ldots, a_{n}}=\int_{\gamma} u(\mathbf{z}) \varphi(\mathbf{z}), \tag{7.15}
\end{equation*}
\]
with-in general \({ }^{1}\)
\[
\begin{equation*}
u(\mathbf{z})=(\mathcal{B}(\mathbf{z}))^{\frac{d-\ell-E-1}{2}}, \quad \varphi(\mathbf{z})=\frac{\mathrm{N}(\mathbf{z})}{z_{1}^{a_{1}} \ldots z_{n}^{a_{n}}} d \mathbf{z}, \quad\left(a_{1}, \ldots, a_{n}\right) \in \mathbb{Z}^{n} \tag{7.16}
\end{equation*}
\]
and
\[
\begin{equation*}
\gamma \in X=\mathbb{C}^{n} \backslash(\mathcal{B}=0), \quad \text { s.t. } \quad \mathcal{B}(\partial \gamma)=0 . \tag{7.17}
\end{equation*}
\]

Some of the \(a_{i}\) can be (strictly) positive-in particular the exponents of the actual denominators \(\left(a_{1}, \ldots, a_{n_{\text {den }}}\right)\)-and this poses a problem, since \(\varphi\) is not defined on \(X\)-colloquially, with an abuse of terminology, we will say that the "poles" of \(\varphi(\mathbf{z})\) are not regulated by \(u(\mathbf{z})\). Thus the full machinery of chapter 6 cannot be directly applied.
One possible solution consists in consider a slightly modified version of the original \(u(\mathbf{z})\), namely
\[
\begin{equation*}
u(\mathbf{z}) \rightsquigarrow u_{\mathrm{reg}}(\mathbf{z})=\prod_{i=1}^{n_{\mathrm{den}}} z_{i}^{\rho_{i}} u(\mathbf{z}), \tag{7.18}
\end{equation*}
\]
where \(\rho_{i} \notin \mathbb{Z}\), for \(1 \leq i \leq n_{\text {den }}\), are referred to as regulators. In this case \(X=\mathbb{C}^{n} \backslash(\mathcal{B}=\) \(0 \bigcup_{i=1}^{n_{\text {den }}} z_{i}=0\) ), and now \(\varphi\) is defined on \(X\). This regularization can be consider an analogue of the one of [219].
The reduction onto MIs is then performed working with eq. (7.18); the regulators \(\rho_{i}\) are set to 0 once the coefficients of the reduction are obtained.

\footnotetext{
\({ }^{1}\) In order to fix, we can consider \(N(\mathbf{z})\) as a polynomial in \(\mathbf{z}\). Nevertheless we can lift this assumption, and consider the case in which \(\mathrm{N}(\mathbf{z})\) has singularities, provided that they are "regulated" by \(u(\mathbf{z})\).
}

Eq. (7.18) has an obvious disadvantage, namely the fact that there are more unphysical parameters involved in the reduction; in order to minimize the amount of algebraic manipulations involved, we often find convenient-and effective in practice-to set all the regulators equal, \(\rho_{i}=\rho\) for \(1 \leq i \leq n_{\text {den }}\). As anticipated, an alternative to this regularization procedure is discussed in the refined-and, probably, more appropriate-treatment of \([40,39]\), where the framework of relative twisted Co-Homology [220] is adopted.

We make here a small remark; we could consider a slightly modified version of eq. (7.18), where we regulate just a subset \(\Sigma\), with \(\Sigma \subset\left\{1,2, \ldots, n_{\text {den }}\right\}\) of the full set of possible poles; \(\Sigma\) will be, in practice, associated to a given sector (cf. section 2.1 ). We will denoted the replacement \(u(\mathbf{z}) \rightsquigarrow u_{\Sigma}(\mathbf{z})\) according to eq. (7.18)). If this is the case, we could not consider-i.e. we would not sensitive-to differential forms with poles at \(z_{i}\) with \(i \notin \Sigma\). The auxiliary object \(u_{\Sigma}(\mathbf{z})\) is useful, in practice, since the corresponding \(\omega_{\Sigma}=d \log u_{\Sigma}(\mathbf{z})\) dictates the number of MIs in the sector \(\Sigma\) (including all its possible subsectors) through a critical point analysis.
Therefore a possible strategy to identify a putative set of MIs consists in-starting from the smallest possible sector \((\mathbf{s})-i\) ) consider the corresponding \(\left.\log u_{\Sigma}(\mathbf{z}), i i\right)\) count the number of critical points \(\nu_{\Sigma}\), iii) update the list of MIs accordingly, without over-counting the MIs common to subsectors.
Some comments are in order. First of all, we are completely blind to any sort of symmetry relation, as the ones usually implemented in public codes, therefore the number of independent Mis can be-in principle-reduced further. Second, the same strategy can be adopted in order to determine basis elements for the internal layers, required by the algorithm for the multivariate intersection number described in sec (6.2). Third, and more important, the determination of the number of MIs via (co)homological methods is a topic still under development, and the strategy above has to be considered more a guiding principle. We refer the reader to e.g. the discussion of [54] for the case of non isolated critical points, [221] for subtleties concerning the (loop-by-loop) Baikov representation, \([39,40]\) for a treatment of FIs directly in momentum space, where the dimension of Co-Homology groups are determined without relying on the critical point analysis and the case of degenerate kinematics is discussed. See also [180, 36, 203] for related, more mathematical, discussions.

Example. One loop QED triangle. Let us consider the integral family associated to the following graph


\subsection*{7.2. FEYNMAN INTEGRALS REDUCTION VIA INTERSECTION NUMBERS}

The denominators are
\[
\begin{equation*}
z_{1}=D_{1}=\left(k_{1}+p_{1}+p_{2}\right)^{2}-m^{2}, \quad z_{2}=D_{2}=k_{1}^{2}-m^{2}, \quad z_{3}=D_{3}=\left(k_{1}+p_{1}\right)^{2} \tag{7.20}
\end{equation*}
\]
and the kinematics is \(p_{1}^{2}=p_{2}^{2}=m^{2}\) and \(p_{3}^{2}=s\).

There are in total 8 possible sectors, labelled by
\[
\begin{equation*}
\{\boldsymbol{\Sigma}\}=\{\{ \},\{1\},\{2\},\{3\},\{1,2\},\{1,3\},\{2,3\},\{1,2,3\}\} \tag{7.21}
\end{equation*}
\]

Then we consider
\[
\begin{equation*}
u_{\Sigma}(\mathbf{z})=\prod_{i \in \Sigma} z_{i}^{\rho_{i}} u(\mathbf{z}), \quad \omega_{\Sigma}=d \log u_{\Sigma}(\mathbf{z}) \tag{7.22}
\end{equation*}
\]
associated to each sector.
The counting of critical points associated to each regularized twist is
\[
\begin{equation*}
\left\{\nu_{\Sigma}\right\}=\{0,1,1,0,3,1,1,3\} \tag{7.23}
\end{equation*}
\]

Eq. (7.23) implies that there is no MIs without any pole, one MIs with pole in \(z_{1}\) only, one MIs with pole in \(z_{2}\) only, no MIs with pole in \(z_{3}\) only, three MIs with poles in either \(z_{1}\) or \(z_{2}\) or both (notice that two of them were already counted), one MIs with poles in either \(z_{1}\) or \(z_{3}\) or both (notice that one was already counted, so no new MIs appears), one MIs with poles in either \(z_{2}\) or \(z_{3}\) or both (notice that one was already counted, so no new MIs appears), three MIs with poles in either \(z_{1}\) or \(z_{2}\) or \(z_{3}\) or in each possible couple or in the full triplet (notice that three were already counted, so no new MIs appears).

So we are left with the following basis
\[
\begin{equation*}
\left\langle e_{1}^{(\mathbf{3})}\right|=\left\langle\frac{d \mathbf{z}}{z_{1}}\right|, \quad\left\langle e_{2}^{(\mathbf{3})}\right|=\left\langle\frac{d \mathbf{z}}{z_{2}}\right|, \quad\left\langle e_{3}^{(\mathbf{3})}\right|=\left\langle\frac{d \mathbf{z}}{z_{1} z_{2}}\right|, \tag{7.24}
\end{equation*}
\]
which are nothing but the familiar



We will focus on the decomposition of
\[
\begin{equation*}
I_{1,1,1}=c_{1} \mathcal{J}_{1}+c_{2} \mathcal{J}_{2}+c_{3} \mathcal{J}_{3} \tag{7.26}
\end{equation*}
\]
where the twisted co-cycle associated to \(I_{1,1,1}\) is
\[
\begin{equation*}
\left\langle\varphi^{(\mathbf{3})}\right|=\left\langle\frac{d \mathbf{z}}{z_{1} z_{2} z_{3}}\right| . \tag{7.27}
\end{equation*}
\]

The diagrammatic representation of eq. (7.26) is


In order to compute multivariate intersection numbers we have to provide explicit choices of bases for one forms w.r.t. \(z_{1}\), and of bases of two forms-w.r.r. \(\left(z_{1}, z_{2}\right)\). Once again a critical point analysis on the regularized twist performed considering \(\left(z_{2}, z_{3}\right)\) and \(z_{3}\) constant respectively, gives
\[
\begin{equation*}
\nu_{(\mathbf{1})}=2, \quad \nu_{(\mathbf{2})}=4 ; \tag{7.29}
\end{equation*}
\]
the corresponding bases are
\[
\begin{equation*}
\left(\left\langle e_{1}^{(\mathbf{1})}\right|,\left\langle e_{2}^{(\mathbf{1})}\right|\right)=\left(\left\langle 1 \cdot d z_{1}\right|,\left\langle\frac{d z_{1}}{z_{1}}\right|\right), \tag{7.30}
\end{equation*}
\]
and
\[
\begin{equation*}
\left(\left\langle e_{1}^{(\mathbf{2})}\right|,\left\langle e_{2}^{(\mathbf{2})}\right|,\left\langle e_{3}^{(\mathbf{2})}\right|,\left\langle e_{4}^{(\mathbf{2})}\right|\right)=\left(\left\langle 1 \cdot d z_{1} \wedge d z_{2}\right|,\left\langle\frac{d z_{1} \wedge d z_{2}}{z_{1}}\right|,\left\langle\frac{d z_{1} \wedge d z_{2}}{z_{2}}\right|,\left\langle\frac{d z_{1} \wedge d z_{2}}{z_{1} z_{2}}\right|\right) \tag{7.31}
\end{equation*}
\]

We consider dual forms identical to forms, namely \(h_{i}^{(\bullet)}=e_{i}^{(\bullet)}\) for all i, and \(\bullet=\mathbf{1}, \mathbf{2}, \mathbf{3}\).
Computing all the required intersection numbers according to eq. (5.32), we obtain the following \(\rho\) dependent coefficients:
\[
\begin{align*}
& c_{1}(\rho)=\frac{(d+3 \rho-3)(d+3 \rho-2)(d+6 \rho-2)}{2 m^{2}(d+4 \rho-4)(d+4 \rho-3)(d+4 \rho-2)\left(s-4 m^{2}\right)}, \\
& c_{2}(\rho)=\frac{(d+3 \rho-3)(d+3 \rho-2)(d+6 \rho-2)}{2 m^{2}(d+4 \rho-4)(d+4 \rho-3)(d+4 \rho-2)\left(s-4 m^{2}\right)},  \tag{7.32}\\
& c_{3}(\rho)=-\frac{(d+3 \rho-3)\left(2 d m^{2}+8 m^{2} \rho-6 m^{2}+\rho s\right)}{m^{2}(d+4 \rho-4)(d+4 \rho-3)\left(s-4 m^{2}\right)}
\end{align*}
\]

\subsection*{7.2. FEYNMAN INTEGRALS REDUCTION VIA INTERSECTION NUMBERS}
in the \(\rho \rightarrow 0\) limit the decomposition boils down to:


Eq. (7.33) is in agreement with FiniteFlow \(\mathcal{E}\) LiteRed \(^{2}\).
Before moving on, we pause for a small comment; despite the fact that the result of the intersection number \(\left\langle\varphi^{(\mathbf{n})} \mid \varphi^{(\mathbf{n}) \vee}\right\rangle\) is independent from the choices of (dual) internal bases (as well as on the ordering of the variables), intermediate expression can severely depend on their choices. At the time being there is no clear criterion which could leads to simple intermediate expressions. We give an explicit example on the impact of different choices of internal bases hereafter (see also the discussion in appendix A).

Example. One loop massless triangle. We consider here the following graph


The denominators are chosen as
\[
\begin{equation*}
z_{1}=D_{1}=\left(k_{1}+p_{1}+p_{2}\right)^{2}, \quad z_{2}=D_{2}=k_{1}^{2}, \quad z_{3}=D_{3}=\left(k_{1}+p_{1}\right)^{2} . \tag{7.35}
\end{equation*}
\]

The kinematics is given by \(p_{1}^{2}=p_{2}^{2}=m^{2}=1\) and \(p_{3}^{2}=s\).

Once again there are 8 possible sectors, labelled by
\[
\begin{equation*}
\{\boldsymbol{\Sigma}\}=\{\{ \},\{1\},\{2\},\{3\},\{1,2\},\{1,3\},\{2,3\},\{1,2,3\}\} . \tag{7.36}
\end{equation*}
\]

\footnotetext{
\({ }^{2}\) We thank G. Fontana and T. Peraro for correspondence on the use of FiniteFlow.
}

The counting of critical points is
\[
\begin{equation*}
\left\{\nu_{\Sigma}\right\}=\{0,0,0,0,1,1,1,4\} \tag{7.37}
\end{equation*}
\]
and the forms are chosen as
\[
\begin{equation*}
\left\langle e_{1}^{(\mathbf{3})}\right|=\left\langle\frac{d \mathbf{z}}{z_{1} z_{2}}\right|, \quad\left\langle e_{2}^{(\mathbf{3})}\right|=\left\langle\frac{d \mathbf{z}}{z_{1} z_{3}}\right|, \quad\left\langle e_{3}^{(\mathbf{3})}\right|=\left\langle\frac{d \mathbf{z}}{z_{2} z_{3}}\right|, \quad\left\langle e_{4}^{(\mathbf{3})}\right|=\left\langle\frac{d \mathbf{z}}{z_{1} z_{2} z_{3}}\right| . \tag{7.38}
\end{equation*}
\]

Diagrammaticaly they correspond to


We focus for concreteness on the decomposition
\[
\begin{equation*}
I_{2,1,1}=c_{1} \mathcal{J}_{1}+c_{2} \mathcal{J}_{2}+c_{3} \mathcal{J}_{3}+c_{4} \mathcal{J}_{4} \tag{7.40}
\end{equation*}
\]
where the co-cycle associate to \(I_{2,1,1}\) is
\[
\begin{equation*}
\left\langle\varphi^{(\mathbf{3})}\right|=\left\langle\frac{d \mathbf{z}}{z_{1}^{2} z_{2} z_{3}}\right| . \tag{7.41}
\end{equation*}
\]

Eq. (7.40) graphically is nothing but


We have to assign specific internal bases w.r.t. \(z_{1}\) and w.r.t. \(\left(z_{1}, z_{2}\right)\); a critical point analysis gives
\[
\begin{equation*}
\nu_{(\mathbf{1})}=2, \quad \nu_{(\mathbf{2})}=4 ; \tag{7.43}
\end{equation*}
\]

\subsection*{7.2. FEYNMAN INTEGRALS REDUCTION VIA INTERSECTION NUMBERS}
let us consider the same choice employed in eqs. \((7.30,7.31)\), i.e.:
\[
\begin{equation*}
\left(\left\langle e_{1}^{(\mathbf{1})}\right|,\left\langle e_{2}^{(\mathbf{1})}\right)=\left(\left\langle 1 \cdot d z_{1}\right|,\left\langle\frac{d z_{1}}{z_{1}}\right|\right),\right. \tag{7.44}
\end{equation*}
\]
and
\[
\begin{equation*}
\left(\left\langle e_{1}^{(\mathbf{2})}\right|,\left\langle e_{2}^{(\mathbf{2})}\right|,\left\langle e_{3}^{(\mathbf{2})}\right|,\left\langle e_{4}^{(\mathbf{2})}\right|\right)=\left(\left\langle 1 \cdot d z_{1} \wedge d z_{2}\right|,\left\langle\frac{d z_{1} \wedge d z_{2}}{z_{1}}\right|,\left\langle\frac{d z_{1} \wedge d z_{2}}{z_{2}}\right|,\left\langle\frac{d z_{1} \wedge d z_{2}}{z_{1} z_{2}}\right|\right) \tag{7.45}
\end{equation*}
\]

Once again we assume \(h_{i}^{(\bullet)}=e_{i}^{(\bullet)}\) for all \(i\), and \(\bullet=\mathbf{1}, \mathbf{2}, \mathbf{3}\).
According to the iterative multivariate algorithm, we have to compute
\[
\begin{equation*}
\hat{\Omega}_{i j}^{(3)}=\sum_{k=1}^{\nu_{(\mathbf{2})}}\left\langle\nabla_{\omega_{3}} e_{i}^{(\mathbf{2})} \mid h_{k}^{(\mathbf{2})}\right\rangle\left(\mathbf{C}_{(n-1)}^{-1}\right)_{k j}, \tag{7.46}
\end{equation*}
\]
and then solve
\[
\begin{equation*}
\nabla_{\Omega^{(3)}}\left(\psi_{x_{i}}\right)=\varphi^{(3)} \tag{7.47}
\end{equation*}
\]

Different choices of \(\left(\left\langle e_{1}^{(\mathbf{2})}\right|,\left\langle e_{2}^{(\mathbf{2})}\right|,\left\langle e_{3}^{(\mathbf{2})}\right|,\left\langle e_{4}^{(\mathbf{2})}\right|\right)\) result in different expressions for \(\Omega^{(3)}\); suitable choices can simplify the task of solving eq (7.47).

For example eq. (7.45) gives \(^{3}\) :
\[
\hat{\Omega}^{(3)}=\left(\begin{array}{cccc}
\frac{11}{2 z_{3}} & \frac{3\left(z_{3}-1\right)}{2 z_{3}} & \frac{3\left(z_{3}-1\right)}{2 z_{3}} & 0  \tag{7.48}\\
-\frac{5}{2\left(z_{3}-1\right) z_{3}} & \frac{17 z_{3}-3}{2\left(z_{3}-1\right) z_{3}} & \frac{3\left(z_{3}+1\right)}{2\left(z_{3}-1\right) z_{3}} & -\frac{15}{z_{3}-1} \\
-\frac{5}{2\left(z_{3}-1\right) z_{3}} & \frac{3\left(z_{3}+1\right)}{2\left(z_{3}-1\right) z_{3}} & \frac{17 z_{3}-3}{2\left(z_{3}-1\right) z_{3}} & -\frac{15}{z_{3}-1} \\
-\frac{5\left(z_{3}+1\right)}{2\left(z_{3}-1\right) z_{3}\left(z_{3}^{2}+3 z_{3}+1\right)} & \frac{3 z_{3}^{2}+14 z_{3}+3}{2\left(z_{3}-1\right) z_{3}\left(z_{3}^{2}+3 z_{3}+1\right)} & \frac{3 z_{3}^{2}+14 z_{3}+3}{2\left(z_{3}-1\right) z_{3}\left(z_{3}^{2}+3 z_{3}+1\right)} & \frac{3\left(4 z_{3}^{3}-5 z_{3}^{2}-17 z_{3}-2\right)}{2\left(z_{3}-1\right) z_{3}\left(z_{3}^{2}+3 z_{3}+1\right)}
\end{array}\right),
\]
and so \(\Omega^{(3)}=\hat{\Omega}^{(3)} d z_{3}\) has a double pole at infinity.
We could consider a rotated basis, say \({ }^{4}\)
\[
\left(\begin{array}{c}
\left\langle e_{1}^{(\mathbf{2})}\right|  \tag{7.49}\\
\left\langle e_{2}^{(\mathbf{2})}\right| \\
\left\langle e_{3}^{(\mathbf{2})}\right| \\
\left\langle e_{4}^{(\mathbf{2})}\right|
\end{array}\right)_{\mathbf{T}}=\mathbf{T}\left(\begin{array}{c}
\left\langle e_{1}^{(\mathbf{2})}\right| \\
\left\langle e_{2}^{(\mathbf{2})}\right| \\
\left\langle e_{3}^{(\mathbf{2})}\right| \\
\left\langle e_{4}^{(\mathbf{2})}\right|
\end{array}\right), \quad \mathbf{T}=\left(\begin{array}{cccc}
-\frac{1}{z_{3}} & \frac{\rho\left(z_{3}+1\right)}{z_{3}(d+2(\rho-1))} & \frac{\rho\left(z_{3}+1\right)}{z_{3}(d+2(\rho-1))} & 0 \\
0 & 1 & 0 & 0 \\
0 & 0 & 1 & 0 \\
0 & 0 & 0 & 1
\end{array}\right)
\]

\footnotetext{
\({ }^{3}\) The matrix is reported for the specific value \(d=1, \rho=3\) and \(s=5\).
\({ }^{4}\) The matrix \(\mathbf{T}\) is obtained with Fuchsia.
}
which leads to
\(\hat{\Omega}_{\mathbf{T}}^{(3)}=\left(\begin{array}{cccc}\frac{3}{2 z_{3}}+\frac{6}{z_{3}-1} & \frac{24}{5\left(z_{3}-1\right)}-\frac{24}{5 z_{3}} & \frac{24}{5\left(z_{3}-1\right)}-\frac{24}{5 z_{3}} & \frac{18}{z_{3}}-\frac{36}{z_{3}-1} \\ \frac{5}{2\left(z_{3}-1\right)} & \frac{3}{z_{3}}+\frac{4}{z_{3}-1} & 0 & -\frac{15}{z_{3}-1} \\ \frac{5}{2\left(z_{3}-1\right)} & 0 & \frac{3}{z_{3}}+\frac{4}{z_{3}-1} & -\frac{15}{z_{3}-1} \\ \frac{-2 z_{3}}{2\left(z_{3}^{2}+3 z_{3}+1\right)}+\frac{1}{z_{3}-1} & \frac{4}{5\left(z_{3}-1\right)}-\frac{4\left(z_{3}+4\right)}{5\left(z_{3}^{2}+3 z_{3}+1\right)} & \frac{4}{5\left(z_{3}-1\right)}-\frac{4\left(z_{3}+4\right)}{5\left(z_{3}^{2}+3 z_{3}+1\right)} & \frac{9\left(2 z_{3}+3\right)}{2\left(z_{3}^{2}+3 z_{3}+1\right)}-\frac{6}{z_{3}-1}+\frac{3}{z_{3}}\end{array}\right) ;\)
in this way \(\Omega^{(3)}=\hat{\Omega}^{(3)} d z_{3}\) as at most simple poles (including at infinity).
Completing the calculation with the rotated basis, eq. (5.32) gives
\[
\begin{align*}
& c_{1}(\rho)=\frac{(d+3(\rho-1))(d+4(\rho-1))}{(\rho-1) s(d+2(\rho-2))}, \\
& c_{2}(\rho)=\frac{(d+3(\rho-1))(d+4(\rho-1))}{(\rho-1) s(d+2(\rho-2))}, \\
& c_{3}(\rho)=-\frac{d+3(\rho-1)}{(\rho-1) s},  \tag{7.51}\\
& c_{4}(\rho)=\frac{(d+4(\rho-1))(s(d+2(\rho-2))-2 \rho)}{2(\rho-1) s(d+2(\rho-2))} ;
\end{align*}
\]
in the limit \(\rho \rightarrow 0\) the decomposition boils down to


Eq. (7.52) is in agreement with FiniteFlow \(\mathcal{E}\) LiteRed.

\section*{7.3}

\section*{Feynman Integrals Reduction via Intersection Numbers and Unitaritycuts}

The decomposition via intersection numbers can be also combined with unitarity-based method. After having identified all the sectors which contain at least one MIs, we can engineer a spanning set of cuts defined as the minimal set of cuts such that each MIs appears at least once [59] (MIs which do not contain all the cut-denominators will not contribute to the decomposition on that cut).
The advantages of this combined strategy are clear. Unitarity-cuts are easy to perform working

\subsection*{7.3. FEYNMAN INTEGRALS REDUCTION VIA INTERSECTION NUMBERS AND UNITARITY-CUTS}
with the Baikov representation and the required intersection number are computationally less expensive since they involved fewer integration variables w.r.t. the original problem. Let us also mention that the same MI can appear on different spanning cuts, and so the corresponding coefficient is computed in different ways-i.e. building upon different sets of intersection numbers. This offers a consistency check on our procedure.

Example. One loop massless box via unitarity cuts. Let us consider the integral family associated with the following graph


The kinematics is chosen as \(p_{1}^{2}=p_{2}^{2}=p_{3}^{2}=p_{4}^{2}=0, s=\left(p_{1}+p_{2}\right)^{2}\) and \(t=\left(p_{2}+p_{3}\right)^{2}\).

There are 16 possible sectors, labelled by
\[
\begin{align*}
\{\boldsymbol{\Sigma}\}= & \{\},\{1\},\{2\},\{3\},\{4\},\{1,2\},\{1,3\},\{1,4\},\{2,3\},\{2,4\},\{3,4\},\{1,2,3\},  \tag{7.54}\\
& \{1,2,4\},\{1,3,4\},\{2,3,4\},\{1,2,3,4\}\} .
\end{align*}
\]

The counting of critical points associated to each regularized twist is
\[
\begin{equation*}
\left\{\nu_{\Sigma}\right\}=\{0,0,0,0,0,0,1,0,0,1,0,1,1,1,1,3\}, \tag{7.55}
\end{equation*}
\]
and so the basis elements can be chose as
\[
\begin{equation*}
\left\langle e_{1}^{(4)}\right|=\left\langle\frac{d \mathbf{z}}{z_{1} z_{3}}\right|, \quad\left\langle e_{2}^{(4)}\right|=\left\langle\frac{d \mathbf{z}}{z_{2} z_{4}}\right|, \quad\left\langle e_{3}^{(4)}\right|=\left\langle\frac{d \mathbf{z}}{z_{1} z_{2} z_{3} z_{4}}\right|, \tag{7.56}
\end{equation*}
\]
diagrammaticaly they correspond to


We focus on the decomposition
\[
\begin{equation*}
I_{2,2,1,1}=c_{1} \mathcal{J}_{1}+c_{2} \mathcal{J}_{2}+c_{3} \mathcal{J}_{3}, \tag{7.58}
\end{equation*}
\]
where the co-cycle associated to \(I_{2,2,1,1}\) is \({ }^{5}\)
\[
\begin{equation*}
\left\langle\varphi^{(4)}\right|=\left\langle\frac{d \mathbf{z}}{z_{1}^{2} z_{2}^{2} z_{3} z_{4}}\right|=\left\langle\partial_{1} \log u(\mathbf{z}) \frac{d \mathbf{z}}{z_{1} z_{2}^{2} z_{3} z_{4}}\right|=\left\langle\partial_{2} \log u(\mathbf{z}) \frac{d \mathbf{z}}{z_{1}^{2} z_{2} z_{3} z_{4}}\right| . \tag{7.59}
\end{equation*}
\]

Eq. (7.58) is nothing but


Eqs. \((7.57,7.58)\) imply that the full decomposition can be reconstructed from the following spanning set of cuts
\[
\begin{equation*}
\{\mathcal{S}\}=\left\{\operatorname{Cut}_{1,3}, \operatorname{Cut}_{2,4}\right\} . \tag{7.61}
\end{equation*}
\]

Diagrammaticaly this means that on \(\mathrm{Cut}_{1,3}\) we have

while on \(\mathrm{Cut}_{2,4}\)

- Cut \(_{1,3}\).

On this cut we have the following
\[
\begin{equation*}
u(\mathbf{z}) \rightsquigarrow u_{\circlearrowleft}\left(z_{2}, z_{4}\right)=\left.u(\mathbf{z})\right|_{z_{1}=z_{3}=0}, \tag{7.64}
\end{equation*}
\]
and its regularized version \({ }^{6}\)
\[
\begin{equation*}
u_{\mathrm{reg}, \circlearrowleft}\left(z_{2}, z_{4}\right)=z_{2}^{\rho_{2}} z_{4}^{\rho_{4}} u_{\circlearrowleft}\left(z_{2}, z_{4}\right) . \tag{7.65}
\end{equation*}
\]

\footnotetext{
\({ }^{5}\) The chain of equalities follows from trivial IBPs in Baikov representation, before applying any sort of regularization.
\({ }^{6}\) Notice that the counting of critical points associated to the twist \(d \log u_{\mathrm{reg}, \circlearrowleft}\left(z_{2}, z_{4}\right)\) is consistence with the diagrammatic decomposition in eq. (7.62).
}

Then the following identifications hold
\[
\begin{equation*}
\left\langle e_{1}^{(4)}\right| \rightsquigarrow\left\langle e_{1, 仓}^{(24)}\right|=\left\langle 1 \cdot d z_{2} \wedge d z_{4}\right|, \quad\left\langle e_{3}^{(4)}\right| \rightsquigarrow\left\langle e_{3, \circlearrowleft}^{(24)}\right|=\left\langle\frac{d z_{2} \wedge d z_{4}}{z_{2} z_{4}}\right| . \tag{7.66}
\end{equation*}
\]
and
\[
\begin{equation*}
\left\langle\varphi^{(4)}\right| \rightsquigarrow\left\langle\varphi_{\circlearrowleft}^{(24)}\right|=\left\langle\left.\left(\partial_{1} \log u(\mathbf{z})\right)\right|_{z_{1}=z_{3}=0} \cdot \frac{d z_{2} \wedge d z_{4}}{z_{2}^{2} z_{4}}\right| . \tag{7.67}
\end{equation*}
\]

Choosing \(z_{2}\) as the inner variable, a critical points analysis reveals
\[
\begin{equation*}
\nu_{(2)}=2, \tag{7.68}
\end{equation*}
\]
and the inner basis elements are chose as
\[
\begin{equation*}
\left(\left\langle e_{1}^{(2)}\right|,\left\langle e_{2}^{(2)}\right)=\left(\left\langle 1 \cdot d z_{2}\right|,\left\langle d \log z_{2}\right|\right)\right. \tag{7.69}
\end{equation*}
\]

We choose the dual bases elements as \(h_{i}^{(\bullet)}=e_{i}^{(\bullet)}\) for all \(i, \bullet=(2),(24)\).
We can then perform the decomposition according to eq. (5.32), with our new setting described by eqs. (7.65-7.67). We obtain
\[
\begin{align*}
& c_{1}(\rho)=\frac{4(d+2 \rho-5)(d+2(\rho-2))(d+2 \rho-3)}{(\rho-1) s^{3} t(d+4(\rho-1))}  \tag{7.70a}\\
& c_{3}(\rho)=-\frac{(d+2 \rho-5)(s(d+4 \rho-6)(d+4(\rho-1))+2 \rho t(d+2(\rho-2)))}{(\rho-1) s^{2} t(d+4(\rho-1))} \tag{7.70b}
\end{align*}
\]

Therefore, in the \(\rho \rightarrow 0\) we obtain

- Cut \(_{2,4}\).

On this cut we have the following
\[
\begin{equation*}
u(\mathbf{z}) \rightsquigarrow u_{\circlearrowleft}\left(z_{1}, z_{3}\right)=\left.u(\mathbf{z})\right|_{z_{2}=z_{4}=0}, \tag{7.72}
\end{equation*}
\]
and its regularized version \({ }^{7}\)
\[
\begin{equation*}
u_{\mathrm{reg}, \circlearrowleft}\left(z_{1}, z_{3}\right)=z_{1}^{\rho_{1}} z_{3}^{\rho_{3}} u_{\circlearrowleft}\left(z_{1}, z_{3}\right) . \tag{7.73}
\end{equation*}
\]

Then we have the identifications
\[
\begin{equation*}
\left\langle e_{2}^{(4)}\right| \rightsquigarrow\left\langle e_{2, \bigcirc}^{(13)}\right|=\left\langle 1 \cdot d z_{1} \wedge d z_{3}\right|, \quad\left\langle e_{3}^{(4)}\right| \rightsquigarrow\left\langle e_{3, \bigcirc}^{(13)}\right|=\left\langle\frac{d z_{1} \wedge d z_{3}}{z_{1} z_{3}}\right|, \tag{7.74}
\end{equation*}
\]

\footnotetext{
\({ }^{7}\) Notice that the counting of critical points associated to the twist \(d \log u_{\text {reg, } \circlearrowleft\left(z_{1}, z_{3}\right) \text { is consistence with the dia- }}\) grammatic decomposition in eq. (7.63).
}
and
\[
\begin{equation*}
\left\langle\varphi^{(4)}\right| \rightsquigarrow\left\langle\varphi_{\bigcirc}^{(13)}\right|=\left\langle\left.\left(\partial_{2} \log u(\mathbf{z})\right)\right|_{z_{2}=z_{4}=0} \cdot \frac{d z_{1} \wedge d z_{3}}{z_{1}^{2} z_{3}}\right| . \tag{7.75}
\end{equation*}
\]

Choosing \(z_{1}\) as the inner variable, a critical point analysis reveals
\[
\begin{equation*}
\nu_{(1)}=2, \tag{7.76}
\end{equation*}
\]
and the inner basis elements are chosen as
\[
\begin{equation*}
\left(\left\langle e_{1}^{(1)}\right|,\left\langle e_{2}^{(1)}\right|\right)=\left(\left\langle d z_{1}\right|,\left\langle d \log z_{1}\right|\right) . \tag{7.77}
\end{equation*}
\]

We employ \(h_{i}^{(\bullet)}=e_{i}^{(\bullet)}\) for all \(i \bullet \bullet(1),(13)\). Then we can apply eq. (5.32) obtaining
\[
\begin{align*}
& c_{2}(\rho)=\frac{4(d+2 \rho-5)(d+2(\rho-2))(d+2 \rho-3)}{(\rho-1) s t^{3}(d+4(\rho-1))}  \tag{7.78a}\\
& c_{3}(\rho)=-\frac{(d+2 \rho-5)(2 \rho s(d+2(\rho-2))+t(d+2(2 \rho-3))(d+4(\rho-1)))}{(\rho-1) s t^{2}(d+4(\rho-1))} \tag{7.78b}
\end{align*}
\]
in the \(\rho \rightarrow 0\) we obtain


We observe that the coefficients of \(\mathcal{J}_{3}\) in eqs. \((7.71,7.79)\) agree, and this serves as a consistency check.

Combining eqs. \((7.71,7.79)\) we obtain the full decomposition


Eq. (7.80) is in agreement with FiniteFlow \(\mathcal{E}\) LiteRed.

\subsection*{7.3. FEYNMAN INTEGRALS REDUCTION VIA INTERSECTION NUMBERS AND UNITARITY-CUTS}

Example. One loop Bhabha box. We consider the following graph


The denominators are chosen as
\[
\begin{align*}
& z_{1}=D_{1}=k_{1}^{2}-1, \quad z_{2}=D_{2}=\left(k_{1}-p_{1}\right)^{2}  \tag{7.82}\\
& z_{3}=D_{3}=\left(k_{1}-p_{1}-p_{2}\right)^{2}=1, \quad z_{4}=D_{4}=\left(k_{1}-p_{1}-p_{2}-p_{3}\right)^{2}, \tag{7.83}
\end{align*}
\]
while the kinematics is given by \(p_{1}^{2}=p_{2}^{2}=p_{3}^{2}=p_{4}^{2}=1,\left(p_{1}+p_{2}\right)^{2}=s\) and \(\left(p_{2}+p_{3}\right)^{2}=t\).

There are 16 possible sectors, labelled by
\[
\begin{align*}
\{\boldsymbol{\Sigma}\}= & \{\},\{1\},\{2\},\{3\},\{4\},\{1,2\},\{1,3\},\{1,4\},\{2,3\},\{2,4\},\{3,4\},\{1,2,3\},  \tag{7.84}\\
& \{1,2,4\},\{1,3,4\},\{2,3,4\},\{1,2,3,4\}\} .
\end{align*}
\]

The counting of critical points associated to each regularized twist, is given by
\[
\begin{equation*}
\left\{\nu_{\Sigma}\right\}=\{0,1,0,1,0,1,3,1,1,1,1,3,3,3,3,7\} \tag{7.85}
\end{equation*}
\]

The basis elements are then
\[
\begin{array}{r}
\left\langle e_{1}^{(\mathbf{4})}\right|=\left\langle\frac{d \mathbf{z}}{z_{1}}\right|, \quad\left\langle e_{2}^{(\mathbf{4})}\right|=\left\langle\frac{d \mathbf{z}}{z_{3}}\right|, \quad\left\langle e_{3}^{(\mathbf{4})}\right|=\left\langle\frac{d \mathbf{z}}{z_{1} z_{3}}\right|, \quad\left\langle e_{4}^{(\mathbf{4})}\right|=\left\langle\frac{d \mathbf{z}}{z_{2} z_{4}}\right|,  \tag{7.86}\\
\left\langle e_{5}^{(\mathbf{4})}\right|=\left\langle\frac{d \mathbf{z}}{z_{1} z_{2} z_{4}}\right|, \quad\left\langle e_{6}^{(\mathbf{4})}\right|=\left\langle\frac{d \mathbf{z}}{z_{2} z_{3} z_{4}}\right|, \quad\left\langle e_{7}^{(\mathbf{4})}\right|=\left\langle\frac{d \mathbf{z}}{z_{1} z_{2} z_{3} z_{4}}\right|,
\end{array}
\]
associated with




Let us consider the following decomposition
\[
\begin{equation*}
I_{1,2,1,1}=\sum_{i=1}^{7} c_{i} \mathcal{J}_{i} \tag{7.88}
\end{equation*}
\]
where the twisted co-cycle associated to \(I_{1,2,1,1}\) is \({ }^{8}\)
\[
\begin{equation*}
\left\langle\varphi^{(\mathbf{4})}\right|=\left\langle\frac{d \mathbf{z}}{z_{1} z_{2}^{2} z_{3} z_{4}}\right|=\left\langle\partial_{2} \log u(\mathbf{z}) \cdot \frac{d \mathbf{z}}{z_{1} z_{2} z_{3} z_{4}}\right| \tag{7.89}
\end{equation*}
\]

Eq. (7.88) can be reconstructed from the following spanning set of cuts
\[
\begin{equation*}
\{\mathcal{S}\}=\left\{\mathrm{Cut}_{1}, \mathrm{Cut}_{3}, \mathrm{Cut}_{2,4}\right\} . \tag{7.90}
\end{equation*}
\]

Diagrammaticaly on \(\mathrm{Cut}_{1}\) we have


\footnotetext{
\({ }^{8}\) See footnote (5).
}

\subsection*{7.3. FEYNMAN INTEGRALS REDUCTION VIA INTERSECTION NUMBERS AND UNITARITY-CUTS}
while on \(\mathrm{Cut}_{3}\)

finally \(\mathrm{Cut}_{2,4}\)

- We consider first Cut \(_{1}\).

On this cut we have the following twist
\[
\begin{equation*}
u(\mathbf{z}) \rightsquigarrow u_{\circlearrowleft}\left(z_{2}, z_{3}, z_{4}\right)=\left.u(\mathbf{z})\right|_{z_{1}=0} \tag{7.94}
\end{equation*}
\]
with its regularized version
\[
\begin{equation*}
u_{\mathrm{reg}, \circlearrowleft}\left(z_{2}, z_{3}, z_{4}\right)=z_{2}^{\rho_{2}} z_{3}^{\rho_{3}} z_{4}^{\rho_{4}} u_{\circlearrowleft}\left(z_{2}, z_{3}, z_{4}\right) \tag{7.95}
\end{equation*}
\]

Furthermore we have the following identifications
\[
\begin{array}{ll}
\left\langle e_{1}^{(\mathbf{4})}\right| \rightsquigarrow\left\langle e_{1, \circlearrowleft}^{(234)}\right|=\left\langle 1 \cdot d z_{2} \wedge d z_{3} \wedge d z_{4}\right|, & \left\langle e_{3}^{(\mathbf{4})}\right| \rightsquigarrow\left\langle e_{3, \circlearrowleft}^{(234)}\right|=\left\langle\frac{d z_{2} \wedge d z_{3} \wedge d z_{4}}{z_{3}}\right|, \\
\left\langle e_{5}^{(\mathbf{4})}\right| \rightsquigarrow\left\langle e_{5, \circlearrowleft}^{(234)}\right|=\left\langle\frac{d z_{2} \wedge d z_{3} \wedge d z_{4}}{z_{2} z_{3}}\right|, & \left\langle e_{7}^{(\mathbf{4})}\right| \rightsquigarrow\left\langle e_{7, \circlearrowleft}^{(234)}\right|=\left\langle\frac{d z_{2} \wedge d z_{3} \wedge d z_{4}}{z_{2} z_{3} z_{4}}\right|, \tag{7.96}
\end{array}
\]
and
\[
\begin{equation*}
\left\langle\varphi^{(4)}\right| \rightsquigarrow\left\langle\varphi_{\bigcirc}^{(234)}\right|=\left\langle\frac{d z_{2} \wedge d z_{3} \wedge d z_{4}}{z_{2}^{2} z_{3} z_{4}}\right| . \tag{7.97}
\end{equation*}
\]

We have to assign the internal basis w.r.t. \(z_{2}\) and w.r.t. \(\left(z_{2}, z_{3}\right)\); the counting of critical points is
\[
\begin{equation*}
\nu_{(2)}=2, \quad \nu_{(23)}=4 . \tag{7.98}
\end{equation*}
\]

We employ
\[
\begin{equation*}
\left(\left\langle e_{1}^{(2)}\right|,\left\langle e_{2}^{(2)}\right|\right)=\left(\left\langle 1 \cdot d z_{2}\right|,\left\langle d \log z_{2}\right|\right), \tag{7.99}
\end{equation*}
\]
and
\(\left(\left\langle e_{1}^{(23)}\right|,\left\langle e_{2}^{(23)}\right|,\left\langle e_{3}^{(23)}\right|,\left\langle e_{4}^{(23)}\right|\right)=\left(\left\langle 1 \cdot d z_{2} \wedge d z_{3}\right|,\left\langle d \log z_{2} \wedge d z_{3}\right|,\left\langle d z_{2} \wedge d \log z_{3}\right|,\left\langle d \log z_{2} \wedge d \log z_{3}\right|\right) ;\)
we will consider \(h_{i}^{(\bullet)}=e_{i}^{(\bullet)}\) for all \(i\), and \(\bullet=2,23\).
It turns out that with the above-mentioned choices of internal bases \(\hat{\Omega}^{(4)}\) has just simple poles, and so we can apply at this stage the machinery introduced in section 6.3.

In the \(\rho \rightarrow 0\) limit the coefficients read

- We move now to \(\mathrm{Cut}_{3}\).

We have
\[
\begin{equation*}
u(\mathbf{z}) \rightsquigarrow u_{\circlearrowleft}\left(z_{1}, z_{2}, z_{4}\right)=\left.u(\mathbf{z})\right|_{z_{3}=0}, \tag{7.102}
\end{equation*}
\]
and its regularized version
\[
\begin{equation*}
u_{\mathrm{reg}, \circlearrowleft}\left(z_{1}, z_{2}, z_{4}\right)=z_{1}^{\rho_{1}} z_{2}^{\rho_{2}} z_{4}^{\rho_{4}} u_{\circlearrowleft}\left(z_{1}, z_{2}, z_{4}\right) . \tag{7.103}
\end{equation*}
\]

\subsection*{7.3. FEYNMAN INTEGRALS REDUCTION VIA INTERSECTION NUMBERS AND UNITARITY-CUTS}

Furthermore we have the following identifications
\[
\begin{align*}
& \left\langle e_{2}^{(\mathbf{4})}\right| \rightsquigarrow\left\langle e_{1, \circlearrowleft}^{(124)}\right|=\left\langle 1 \cdot d z_{1} \wedge d z_{2} \wedge d z_{4}\right|, \quad\left\langle e_{3}^{(\mathbf{4})}\right| \rightsquigarrow\left\langle e_{3, \circlearrowleft}^{(124)}\right|=\left\langle\frac{d z_{1} \wedge d z_{2} \wedge d z_{4}}{z_{1}}\right|, \\
& \left\langle e_{6}^{(\mathbf{4})}\right| \rightsquigarrow\left\langle e_{6, \circlearrowleft}^{(124)}\right|=\left\langle\frac{d z_{1} \wedge d z_{2} \wedge d z_{4}}{z_{2} z_{4}}\right|, \quad\left\langle e_{7}^{(\mathbf{4})}\right| \rightsquigarrow\left\langle e_{7, \circlearrowleft}^{(124)}\right|=\left\langle\frac{d z_{1} \wedge d z_{2} \wedge d z_{4}}{z_{1} z_{2} z_{4}}\right|, \tag{7.104}
\end{align*}
\]
and
\[
\begin{equation*}
\left\langle\varphi^{(4)}\right| \rightsquigarrow\left\langle\varphi^{(124)}\right|=\left\langle\frac{d z_{1} \wedge d z_{2} \wedge z_{4}}{z_{1} z_{2}^{2} z_{4}}\right| . \tag{7.105}
\end{equation*}
\]

For what concerns the internal basis elements, we have
\[
\begin{equation*}
\nu_{(1)}=2, \quad \nu_{(12)}=4 \tag{7.106}
\end{equation*}
\]
and the basis elements read
\[
\begin{equation*}
\left(\left\langle e_{1}^{(1)}\right|,\left\langle e_{2}^{(1)}\right|\right)=\left(\left\langle 1 \cdot d z_{1}\right|,\left\langle d \log z_{1}\right|\right) \tag{7.107}
\end{equation*}
\]
and
\(\left(\left\langle e_{1}^{(12)}\right|,\left\langle e_{2}^{(12)}\right|,\left\langle e_{3}^{(12)}\right|,\left\langle e_{4}^{(12)}\right|\right)=\left(\left\langle 1 \cdot d z_{1} \wedge d z_{2}\right|,\left\langle d \log z_{1} \wedge d z_{2}\right|,\left\langle d z_{1} \wedge d \log z_{2}\right|,\left\langle d \log z_{1} \wedge d \log z_{2}\right|\right)\).

We will consider \(h_{i}^{(\bullet)}=e_{i}^{(\bullet)}\), for all \(i\) and \(\bullet=1,12\).

The coefficients in the \(\rho \rightarrow 0\) limit read

- Finally we consider \(\mathrm{Cut}_{2,4}\).

We have
\[
\begin{equation*}
u(\mathbf{z}) \rightsquigarrow u_{\circlearrowleft}\left(z_{1}, z_{3}\right)=\left.u(\mathbf{z})\right|_{z_{1}=z_{3}=0}, \tag{7.110}
\end{equation*}
\]
and its regularized version
\[
\begin{equation*}
u_{\text {reg, } \circlearrowleft}\left(z_{1}, z_{3}\right)=z_{1}^{\rho_{1}} z_{3}^{\rho_{3}} u_{\circlearrowleft}\left(z_{1}, z_{3}\right) \tag{7.111}
\end{equation*}
\]

The following identifications hold
\[
\begin{align*}
\left\langle e_{4}^{(\mathbf{4})}\right| \rightsquigarrow\left\langle e_{4, \circlearrowleft}^{(13)}\right|=\left\langle 1 \cdot d z_{1} \wedge d z_{3}\right|, & \left\langle e_{5}^{(\mathbf{4})}\right| \rightsquigarrow\left\langle e_{5, \circlearrowleft}^{(13)}\right|=\left\langle\frac{d z_{1} \wedge d z_{3}}{z_{1}}\right| \\
\left\langle e_{6}^{(\mathbf{4})}\right| \rightsquigarrow\left\langle e_{6, \circlearrowleft}^{(13)}\right|=\left\langle\frac{d z_{1} \wedge d z_{3}}{z_{3}}\right|, & e_{7}^{(\mathbf{4})} \left\lvert\, \rightsquigarrow\left\langle e_{7, \circlearrowleft}^{(13)}\right|=\left\langle\frac{d z_{1} \wedge d z_{3}}{z_{1} z_{3}}\right|\right., \tag{7.112}
\end{align*}
\]
and
\[
\begin{equation*}
\left\langle\varphi^{(\mathbf{4})}\right| \rightsquigarrow\left\langle\varphi_{\circlearrowleft}^{(13)}\right|=\left\langle\left.\left(\partial_{2} \log u(\mathbf{z})\right)\right|_{z_{2}=z_{4}=0} \cdot \frac{d z_{1} \wedge d z_{3}}{z_{1} z_{3}}\right| \tag{7.113}
\end{equation*}
\]

Choosing \(z_{1}\) as inner variable, we have
\[
\begin{equation*}
\nu_{(1)}=2 \tag{7.114}
\end{equation*}
\]
and
\[
\begin{equation*}
\left(\left\langle e_{1}^{(\mathbf{1})}\right|,\left\langle e_{2}^{(\mathbf{1})}\right|\right)=\left(\left\langle 1 \cdot d z_{1}\right|,\left\langle d \log z_{1}\right|\right) \tag{7.115}
\end{equation*}
\]

We will consider \(h_{i}^{(\mathbf{1})}=e_{i}^{(1)}\), for \(i=1,2\).

The coefficients in the \(\rho \rightarrow 0\) limit read


Combining eqs. (7.101,7.109,7.116) we obtain the full decomposition eq. (7.88), which is in agreement with FiniteFlow \(\mathcal{E}\) LiteRed.

\section*{7.4}

\section*{Feynman Integrals Reduction via Intersection Numbers and Secondary Equation Approach}

In section 6.4 we introduced another method for the evaluation of intersection numbers. We discuss here how it can be combined with the master decomposition formula eq. (5.32), in order to obtain reduction onto MIs.
Let us assume we want to decompose \(\left\langle\varphi^{(\mathbf{n})}\right|\) in terms of \(\left(\left\langle e_{1}^{(\mathbf{n})}\right|, \ldots,\left\langle e_{\nu}^{(\mathbf{n})}\right|\right)\). Having introduced the dual basis \(\left(\left|h_{1}^{(\mathbf{n})}\right\rangle, \ldots,\left|h_{\nu}^{(\mathbf{n})}\right\rangle\right)\), then eq. (5.32) tells us that two different sets of intersection
numbers are required
- \(\operatorname{set}_{1} \rightsquigarrow\left\langle e_{i}^{(\mathbf{n})} \mid h_{j}^{(\mathbf{n})}\right\rangle=\mathbf{C}_{i j}\) for \(1 \leq i, j \leq \nu\);
- \(\operatorname{set}_{2} \rightsquigarrow\left\langle\varphi^{(\mathbf{n})} \mid h_{j}^{(\mathbf{n})}\right\rangle\) for \(1 \leq j \leq \nu\).

On the one hand, set \(_{1}\) can be determined-up to the ovar-all constant \(\kappa\)-via the procedure outlined above in section 6.4. So, we assume:
\[
\begin{equation*}
\mathbf{C}=\kappa \mathbf{C}_{\mathrm{rat}}, \tag{7.117}
\end{equation*}
\]
where \(\mathbf{C}_{\text {rat }}\) is known at this stage.
On the other hand set \({ }_{2}\) can be determined thanks to the same procedure, considering auxiliary bases \(\left(\left\langle e_{1}^{(\mathbf{n}) \text { aux }}\right|, \ldots, e_{\nu}^{(\mathbf{n}) \text { aux }} \mid\right)=\left(\left\langle e_{1}^{(\mathbf{n})}\right|, \ldots,\left\langle e_{\nu-1}^{(\mathbf{n})}\right|,\left\langle\varphi^{(\mathbf{n})}\right|\right)\) and \(\left(\left|h_{1}^{(\mathbf{n}) \text { aux }}\right\rangle, \ldots,\left|h_{\nu}^{(\mathbf{n}) \text { aux }}\right\rangle\right)=\left(\left|h_{1}^{(\mathbf{n})}\right\rangle, \ldots,\left|h_{\nu}^{(\mathbf{n})}\right\rangle\right)\). So we have
\[
\begin{equation*}
\mathbf{C}^{\text {aux }}=\kappa^{\text {aux }} \mathbf{C}_{\text {Rat }}^{\text {aux }} \tag{7.118}
\end{equation*}
\]
where \(\mathbf{C}_{\text {Rat }}^{\text {aux }}\) is, at this stage, known. It is clear that set \({ }_{2}\) corresponds to the last of row \(\mathbf{C}^{\text {aux }}\).
The \((\nu-1) \times(\nu-1)\) left sub-blocks of \(\mathbf{C}\) and \(\mathbf{C}^{\text {aux }}\) must coincide; given this fact eq. (5.32) implies
\[
\mathbf{C}^{\text {aux }} \cdot \mathbf{C}^{-1}=\left(\begin{array}{ccc|c} 
& & & 0  \tag{7.119}\\
& \mathbb{1}_{\nu-1} & & \vdots \\
& & & 0 \\
\hline c_{1} & c_{2} & \ldots & c_{\nu}
\end{array}\right)=\frac{\kappa^{\text {aux }}}{\kappa} \mathbf{C}_{\text {Rat }}^{\text {aux }} \cdot \mathbf{C}_{\text {Rat }} .
\]

Therefore the unknowns \(\kappa\) and \(\kappa^{\text {aux }}\) enter in the coefficients of the decomposition just through the ratio \(\kappa^{\text {aux }} / \kappa\). This ratio can be fixed from the \((\nu-1) \times(\nu-1)\) left sub-blocks of eq. (7.119). Explicitly the, say, \((1,1)\) entry of \(\mathbf{C}_{\text {Rat }}^{\text {aux }}\). \(\mathbf{C}_{\text {Rat }}\) fixes its inverse \(\kappa / \kappa^{\text {aux }}\).

Example. One loop massless box in the Lee-Pomeransky representation via the Secondary Equation. Let us consider once again the integral family associated to the following graph


The denominator are chosen as
\[
\begin{array}{ll}
z_{1}=D_{1}=-k_{1}^{2}, & z_{2}=D_{2}=-\left(k_{1}-p_{1}\right)^{2}, \\
z_{3}=D_{3}=-\left(k_{1}-p_{1}-p_{2}\right)^{2}, & z_{4}=D_{4}=-\left(k_{1}-p_{1}-p_{2}-p_{3}\right)^{2} ; \tag{7.121}
\end{array}
\]
the kinematics is \(p_{1}^{2}=p_{2}^{2}=p_{3}^{2}=p_{4}^{2}=0, s=\left(p_{1}+p_{2}\right)^{2}\) and \(t=\left(p_{2}+p_{3}\right)^{2}\).

In this case we rely on a regularization of Lee-Pomeransky representation. In fact, before applying the machinery introduced in section 6.4, we have to consider some preliminary consideration in order to cast the integrals in a suitable form \({ }^{9}\). Let us consider the the integrand associated to \(I_{a_{1}, a_{2}, a_{3}, a_{4}}\), namely
\[
\begin{equation*}
I_{a_{1}, a_{2}, a_{3}, a_{4}} \rightsquigarrow\left(\prod_{i=1}^{4} z_{i}^{\rho+a_{i}}\right)\left(z_{1}+z_{2}+z_{3}+z_{4}-s z_{1} z_{3}-t z_{2} z_{4}\right)^{-d / 2} \frac{d \mathbf{z}}{z_{1} z_{2} z_{3} z_{4}} . \tag{7.122}
\end{equation*}
\]

Within this context, we find convenient to consider the rescaling
\[
\begin{equation*}
z_{i} \rightarrow \frac{z_{i}}{(-s)}, \quad 1 \leq i \leq 4, \quad d=4-2 \epsilon \tag{7.123}
\end{equation*}
\]

Under eq. (7.123), eq. (7.122) becomes
\[
\begin{equation*}
\left(\prod_{i=1}^{4} z_{i}^{\rho}\right)\left(z_{1}+z_{2}+z_{3}+z_{4}+z_{1} z_{3}+x z_{2} z_{4}\right)^{\epsilon}(-s)^{2-4 \rho-|a|} z_{1}^{a_{1}} z_{2}^{a_{2}} z_{3}^{a_{3}} z_{4}^{a_{4}} \frac{d \mathbf{z}}{G^{2} z_{1} z_{2} z_{3} z_{4}}, \tag{7.124}
\end{equation*}
\]
with \(x=(-t) /(-s)\).

In this case we have
\[
\begin{equation*}
u(\mathbf{z})=\left(\prod_{i=1}^{4} z_{i}^{\rho}\right)\left(z_{1}+z_{2}+z_{3}+z_{4}+z_{1} z_{3}+x z_{2} z_{4} .\right)^{\epsilon} \tag{7.125}
\end{equation*}
\]

Let us consider the the decomposition of

in the following basis of MIs


\footnotetext{
\({ }^{9}\) This regularization is often referred to as "generalized Feynman integrlas", see e.g. section 5 of [36] for a detailed discussion.
}

\subsection*{7.4. FEYNMAN INTEGRALS REDUCTION VIA INTERSECTION NUMBERS AND SECONDARY EQUATION APPROACH}

The corresponding twisted co-cycles reads
\[
\begin{equation*}
\left\langle\varphi^{(\mathbf{4})}\right|=\frac{\epsilon(-s)^{-4 \rho} z \Gamma(2-\epsilon)}{\Gamma(1-2 \epsilon-4 \rho) \Gamma(1+\rho)^{3} \Gamma(2+\rho)}\left\langle\frac{z_{1} d \mathbf{z}}{G^{2}}\right| \tag{7.128}
\end{equation*}
\]
and
\[
\begin{align*}
\left\langle e_{1}^{(4)}\right| & =\frac{(-s)^{-4 \rho} z \Gamma(2-\epsilon)}{\Gamma(1-2 \epsilon-4 \rho) \Gamma(\rho)^{2} \Gamma(1+\rho) \Gamma(2+\rho)}\left\langle\frac{z_{4}}{z_{1} z_{3}} \frac{d \mathbf{z}}{G^{2}}\right|, \\
\left\langle e_{2}^{(\mathbf{4})}\right| & =\frac{(-s)^{-4 \rho} 1 \Gamma(2-\epsilon)}{\Gamma(1-2 \epsilon-4 \rho) \Gamma(\rho)^{2} \Gamma(1+\rho) \Gamma(2+\rho)}\left\langle\frac{z_{3}}{z_{2} z_{4}} \frac{d \mathbf{z}}{G^{2}}\right|,  \tag{7.129}\\
\left\langle e_{3}^{(4)}\right| & =\frac{\epsilon(-s)^{-4 \rho} z \Gamma(2-\epsilon)}{\Gamma(-2 \epsilon-4 \rho) \Gamma(1+\rho)^{2}}\left\langle\frac{d \mathbf{z}}{G^{2}}\right| .
\end{align*}
\]

We will consider \(h_{i}^{(\mathbf{4})}=\left.e_{i}^{(\mathbf{4})}\right|_{(\epsilon, \rho) \rightarrow-(\epsilon, \rho)}\) for \(i=1,2,3\).
By means of the algorithm presented in [36], we obtain
\[
\boldsymbol{\Omega}=\left(\begin{array}{ccc}
-\frac{\rho^{2}(12 x+11)+(x+1) \epsilon^{2}+7 \rho(x+1) \epsilon}{x(x+1)(3 \rho+\epsilon)} & -\frac{\rho^{2}}{(x+1)(3 \rho+\epsilon)} & \frac{\rho^{2}(\rho(x+2)+\epsilon)}{2(\rho+1) x+1) \epsilon(3 \rho+\epsilon)}  \tag{7.130}\\
\frac{\rho^{2}}{x(x+1)(3 \rho+\epsilon)} & -\frac{\rho^{2}}{(x+1)(3 \rho+\epsilon)} & -\frac{\rho^{2}(\rho+x(2 \rho+\epsilon))}{2(\rho+1) x(x+1) \epsilon(3 \rho+\epsilon)} \\
-\frac{2(\rho+1) \epsilon(2 \rho+\epsilon)}{x(x+1)(3 \rho+\epsilon)} & \frac{2(\rho+1) \epsilon(2 \rho+\epsilon)}{(x+1)(3 \rho+\epsilon)} & -\frac{\rho^{2}(5 x+7)+\rho(2 x+5) \epsilon+\epsilon^{2}}{x(x+1)(3 \rho+\epsilon)}
\end{array}\right),
\]
and
\[
\begin{equation*}
\boldsymbol{\Omega}^{\vee}=\left.\boldsymbol{\Omega}\right|_{(\epsilon, \rho) \rightarrow-(\epsilon, \rho)} \tag{7.131}
\end{equation*}
\]

The rational solution to the Secondary Equation (6.111) is \(\mathbf{C}=\kappa \mathbf{C}_{\text {Rat }}\), where \(\mathbf{C}_{\text {Rat }}\), obtained via [217], is
\[
\mathbf{C}_{\text {Rat }}=\left(\begin{array}{ccc}
-\frac{(2 \rho+\epsilon)(4 \rho+\epsilon)}{\rho \epsilon} & \frac{\rho}{\epsilon} & -2(\rho-1)  \tag{7.132}\\
\frac{\rho}{\epsilon} & -\frac{(2 \rho \epsilon(4 \rho+\epsilon)}{\rho \epsilon} & -2(\rho-1) \\
2(\rho+1) & 2(\rho+1) & -\frac{4(\rho-1)(\rho+1) \epsilon\left(10 \rho^{2}+\epsilon^{2}+6 \rho \epsilon\right)}{\rho^{3}}
\end{array}\right) .
\]

Moving then to the auxiliary basis, we input
\[
\boldsymbol{\Omega}_{\mathrm{aux}}=\left(\begin{array}{ccc}
- & \boldsymbol{\Omega}_{1, \mathrm{aux}}^{\top} & -  \tag{7.133}\\
- & \boldsymbol{\Omega}_{2, \mathrm{aux}}^{\top} & - \\
- & \boldsymbol{\Omega}_{3, \mathrm{aux}}^{\top} & -
\end{array}\right)
\]
where the explicit expressions for \(\boldsymbol{\Omega}_{1,2,3, \text { aux }}^{\top}\) once again obtained through [36], are too lengthy to be reported here.
A rational solution to the (auxiliary) secondary equation is \(\mathbf{C}^{\text {aux }}=\kappa^{\text {aux }} \mathbf{C}_{\text {Rat }}^{\text {aux }}\) with
\[
\mathbf{C}_{\text {Rat }}=\left(\begin{array}{cc}
-\frac{(2 \rho+\epsilon)(4 \rho+\epsilon)}{\rho \epsilon} & \frac{\rho}{\epsilon}  \tag{7.134}\\
\frac{\rho}{\epsilon} & -\frac{(2 \rho+\epsilon)(4 \rho+\epsilon)}{\rho \epsilon} \\
\frac{2(3 \rho+\epsilon+1)(4 \rho+2 \epsilon+1)\left(6 \rho^{2}+2 \rho^{2} x+\rho x+\rho x \epsilon+\epsilon^{2}+5 \rho \epsilon\right)}{\rho x(2 \rho+\epsilon+1)^{2}} & \frac{2(4 \rho+2 \epsilon+1)\left(12 \rho^{2}+5 \rho+2 \epsilon^{2}+10 \rho \epsilon+2 \epsilon+1\right)}{(2 \rho+\epsilon+1)^{2}} \\
\frac{-2(\rho-1)}{\mathbf{C}_{\operatorname{Rat}, 33}^{2}}
\end{array}\right),
\]
and
\[
\begin{align*}
\mathbf{C}_{\text {Rat }, 33}^{\text {aux }}= & -\frac{4(\rho-1) \epsilon(4 \rho+2 \epsilon+1)}{\rho^{3} x(2 \rho+\epsilon+1)^{2}}\left(18 \rho^{4}+6 \rho^{3}+66 \rho^{4} x+50 \rho^{3} x+10 \rho^{2} x\right. \\
& +x \epsilon^{4}+11 \rho x \epsilon^{3}+2 x \epsilon^{3}+47 \rho^{2} x \epsilon^{2}+17 \rho x \epsilon^{2}+x \epsilon^{2}+91 \rho^{3} x \epsilon+50 \rho^{2} x \epsilon  \tag{7.135}\\
& \left.+6 \rho x \epsilon+\rho \epsilon^{3}+8 \rho^{2} \epsilon^{2}+\rho \epsilon^{2}+21 \rho^{3} \epsilon+5 \rho^{2} \epsilon\right) .
\end{align*}
\]

Finally, we evaluate the product \(\mathbf{C a u x}^{\text {an }} \cdot \mathbf{C}^{-1}\), which reads:
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Matching eq (7.136) onto eq. (7.119) we infer \(\kappa / \kappa^{\text {aux }}=1\). Finally, considering the last row of eq. (7.136)
in the \(\rho \rightarrow 0\) limit, yields the following
\[
\begin{equation*}
\mathcal{I}=-\frac{2 \epsilon(1+2 \epsilon)}{x(1+\epsilon)} \mathcal{J}_{1}+0 \cdot \mathcal{J}_{2}+(1+2 \epsilon) \mathcal{J}_{3} . \tag{7.137}
\end{equation*}
\]

Eq. (7.4) cam be verified to be consistent with the reduction provided by LiteRed.

\section*{Conclusions and Outlook}

Feynman Integrals are pervasive objects in (Quantum) Field Theory; taming their complexity is of primary importance in order to meet the increasing precision required by particle physics experiments and, as it emerged more recently, by the program dedicated to gravitational wave detection.

In order to tackle multi-loop Feynman Integrals, a very convenient-if not mandatory-road map consists in identifying a minimal set of independent building blocks, known as Master Integrals; this task is traditionally accomplished via the solution of a large and computationally challenging linear system of Integration by Parts identities. Once Master Integrals have been identified, we are left with the problem of their evaluation. In this respect, a very powerful approach is the method of canonical differential equations.

In this work we have shown how these techniques can be applied to some (perhaps less conventional to collider physicists) models relevant for detection of Dark Matter particles, involving 2 loop Feynman Integrals and different massive particles both in internal and external states. In particular, the system of differential equations was cast in canonical form thanks to the Dyson/Magnus exponential. We also computed the Master Integrals ab-initio in several kinematic limits; this was important both for phenomenological aspects, and for comparing our results with the literature. This study confirms once more the flexibility and the wide range of applicability of "Feynman Calculus".

Despite the success over the past years, it is fair to say that the deep mathematical structures controlling multi-loop scattering processes are still being uncovered. Recently, it emerged that the framework of twisted (Co)Homology-originally developed in the mathematical literature in the study of hypergeometric-like integrals-is able to capture several important aspects of Feynman Integrals in Dimensional Regularization.
In this work we have reviewed the basic aspects of this theory. Starting from the univariate case, we introduced the notion of the twisted homology group and the twisted co-homology
group, as well as the corresponding elements, namely twisted cycles and twisted co-cycles. We have discussed how the dimension of the above-mentioned groups can be interpreted in an elegant way in terms of the Euler characteristic. We have discussed how it is possible to build the homology intersection number, i.e. a pairing among elements of the twisted homology group and its dual, as well as co-homology intersection number, i.e. a pairing among elements of the twisted co-homology group and its dual. Finally, we have seen how an integral is interpreted in a natural way as a pairing among a twisted co-cycle and a twisted cycle (and, in the same spirit, a dual integral is a pairing among a dual twisted cycle and a dual twisted co-cycle).
We have studied how linear relations among integrals (admitting an univariate representation) -in particular the reduction of Feynman Integrals in Baikov representation on the Maximal Cut-can be obtained via co-homology intersection numbers and the master decomposition formula. Co-homology intersection numbers act as a "scalar product" in the space of Feynman Integrals. We have briefly touched upon quadratic relations for hypergeometric functions, and in particular how they arise from Twisted Riemann's Period Relations.

We have discussed the twisted co-homology group and the intersection number for twisted co-cycles in the multivariate case. We have considered in detail a recursive algorithm for the evaluation of multivariate co-homology intersection numbers, as well as a proposal for its optimization. Furthermore, we have also seen how co-homology intersection numbers arise as solutions of a suitable system of differential equations: the so-called Secondary Equation.
We have applied these tools in order to derive contiguity relations for hypergeometric integrals; we have also derived full reductions for simple Feynman integrals, highlighting their peculiarities and difficulties compared to the hypoergeometric case.

We hope that our work could help in charting the road towards more refined analysis and more elaborated applications, but we believe that our studies constitute an important starting point in this direction. We are confident that this line of research is of interest for both physicists and mathematicians, and could represent a fruitful and stimulating meeting point for the two communities.
Being far from the last word on the topic, we list here some possible items which are left for future investigations.

The Role of the representation of Feynman Integrals. In this work we employed mostly the Baikov representation since the link with the world of twisted (Co)Homology is more transparent. Nevertheless this choice is by no means mandatory. It is known that this representation is not always "faithful"-see e.g. the analysis of [30] section 11.3, where some coalescence among critical points and singular points of the (internal) twist is described. The study can be performed in different representations, e.g. Lee-Pomeransky representation or even in the momentum space representation; it would be interesting to analyze the same physical example, working with different representations and consider the various peculiarities of each of those. It should also be noticed that the twist associated to Feynman Integrals is not "arbitrary" nor
"completely general", but they have a certain structure which is-so far-ignored. For example, the twist associated to Baikov representation emerges from a Gram determinant; since this fact played an important role in the generation of syzygy equations in the context of Integration by Parts (see section 2.5), it is not hopeless to expect that this simple consideration could offer some insights also on the (Co)Homology side.

The Counting of Master Integrals via (Co)Homological methods. There are cases in which e.g. the counting of critical points described in section 6.2 does not match the expectation and the result found by standard Integration by Parts identities and public implementations of the Laporta Algorithm. In this regard, some mathematically solid analysis is needed. The work of [203] represents an encouraging starting point. Generally speaking, experience shows that issues emerge while considering "non-generic" kinematics (by non-generic we mean e.g. equal internal masses; this is in contrast to generic, i.e. different internal masses). It would be interesting to understand why and how subtleties emerge when some generic kinematics reduces to a non-generic one. In this respect, the theory of restriction [222] seems to be an appropriate framework to tackle this kind of considerations.

The Role of Relative Twisted (Co)Homology. In this work, in order to apply the framework of Twisted (Co)Homology to Feynman Integrals, we employed a suitable regularization. This technical aspect was important in order to perform explicit calculations beyond the maximal cut and obtain successful concrete examples. Nevertheless, as we stressed in the main text, this has obvious computational disadvantages. The freshly proposed framework of relative twisted (Co)Homology [220] seems to be tailored to Feynman Integrals [39, 40]. Loosely speaking, this variant of the theory allows us to avoid the above-mentioned regularization when treating Feynman Integrals (while Dimensional Regularization is still employed). Some concrete calculations within this framework are underway, giving encouraging results.

The Role of Bases and the Evaluation of Intersection Numbers. The role of dual bases is so far-to a certain extent-obscure. It would be for sure desirable to identify suitable choice(s) of dual bases "orthogonal" to the ones associated to Master Integrals (i.e. in such a way that \(\mathbf{C}=\mathbb{1}\) ). Such an a priori knowledge would drastically reduce the amount of computations needed to achieve a reduction. Once again, in this respect, relative twisted Co-Homology seems elucidating.
Moreover, considering for concreteness the recursive algorithm of section 6, it would be important to identify a criterion which leads to internal twists which has "good properties" - (cf. also appendix A). More generally, even if intersection numbers themselves are independent of the choice of (dual) internal bases, intermediate results are not and may become even more involved than the final one. Beside this it would be interesting and beneficial to tandem the algorithms of sections \(6.3,6.4\) with Functional Reconstruction techniques over Finite Fields. Finally, other strategies - not presented here-for the evaluation of intersection numbers are still under development [31] and so we are not at the final point of the search even in this respect.

Broadly speaking Feynman Integrals represent a topic on which several branches of Mathematics converge; it would not be a surprise if some other techniques e.g. the one reviewed in section 2.5 , turn out to be beneficial even in the evaluation of intersection numbers. This would represent an opportunity to build bridges among different sub-field of Mathematics which are not explored yet.

New Insights on Feynman Integrals. As we have stressed several times, twisted (Co)Homology offers a comprehensive framework for the study of Feynman Integrals in Dimensional Regularization. It would be interesting to explore quadratic relations among (maximally cut) Feynman Integrals, mimicking the ones emerging for hypergeometric functions via Twisted Riemann's Period Relations. More generally, it seems plausible that twisted (Co)Homology could offer new understanding on the relations fulfilled by the type of functions Feynman Integrals evaluate to.

Even if we did not discuss it here explicitly, it should be clear that intersection numbers control also differential equations fulfilled by MIs, which can be obtained by simple projection as well. Therefore, on a more speculative note, it would be interesting to explore whether twisted CoHomology could offer some insights, or some a-priori knowledge, on the structure-i.e. some particular \(\epsilon\) or kinematic dependence-of the coefficients appearing in the differential equation itself. This knowledge could be useful in order to e.g. predict the alphabet of the differential equation or to help function reconstruction techniques, narrowing down the function form of the objects these methods aim to reconstruct.

Further Details on Multivariate Intersection Number

We give here some details about the algorithm for the multivariate intersection number (cf. section 6.2), and in particular on the solution of the system of differential equations. For ease of notation, comparing to the main text, we will consider the following replacements
\[
\begin{equation*}
\hat{\varphi}^{(n)} \rightarrow \hat{\varphi}, \quad \hat{\varphi}_{\mathbf{C}}^{(n) \vee} \rightarrow \hat{\varphi}^{\vee}, \quad \psi_{x_{i}} \rightarrow \psi, \quad \hat{\Omega}^{(n) \top} \rightarrow \hat{\Omega}^{\top}, \quad \nu_{(\mathbf{n}-\mathbf{1})} \rightarrow \nu . \tag{A.1}
\end{equation*}
\]

Assuming local coordinates, say \(y\), around any given pole \(x_{i}\), the algorithm includes the following steps: \(i\) ) finding the series solution of
\[
\begin{equation*}
\partial_{y} \psi+\hat{\Omega}^{\top} \cdot \psi=\hat{\varphi} ; \tag{A.2}
\end{equation*}
\]
and \(i i\) ) computing the residue
\[
\begin{equation*}
\operatorname{Res}_{y=0}\left(\psi \cdot \varphi^{\vee}\right) . \tag{A.3}
\end{equation*}
\]

We assume the following expansion:
\[
\begin{equation*}
\hat{\Omega}=\sum_{i=-1}^{\infty} \hat{\Omega}_{i} y^{i} \tag{A.4}
\end{equation*}
\]
and
\[
\begin{equation*}
\hat{\varphi}=\sum_{i=\min _{\varphi}}^{\infty} \hat{\varphi}_{i} y^{i}, \quad \quad \hat{\varphi}^{\vee}=\sum_{i=\min _{\varphi} \vee}^{\infty} \hat{\varphi}_{i}^{\vee} y^{i} . \tag{A.5}
\end{equation*}
\]

We look for a solution of eq. (A.2) of the following form
\[
\begin{equation*}
\psi=\sum_{j=\mathrm{Min}}^{\mathrm{Max}} \psi_{i} y^{i} \tag{A.6}
\end{equation*}
\]
where each \(\psi_{i}\) is a vector of \(\nu\) unknowns
\[
\begin{equation*}
\psi_{i}=\left(\alpha_{i, 1}, \ldots, \alpha_{i, \nu}\right)^{\top} . \tag{A.7}
\end{equation*}
\]

We will \(\operatorname{set}^{1} \operatorname{Min}=\operatorname{Min}\left(\min _{\varphi},-1\right)+1 ; \operatorname{Max}\) is determined requiring that we have to fix all the coefficients that could give a non vanishing contribution to the residue (see eq. (A.3); therefore we employ \(\operatorname{Max}=\max _{\psi}=-\min _{\varphi^{\vee}}-1\). Plugging eq. (A.6) into eq. (A.2) and collecting the terms order by order in \(y\) we are lead to the following
\[
\left(\begin{array}{cccc}
\Omega_{-1}^{\top}+\operatorname{Min} \cdot \mathbb{1} & 0 & \cdots & 0  \tag{A.8}\\
\Omega_{0}^{\top} & \Omega_{-1}^{\top}+(\operatorname{Min}+1) \mathbb{1} & \cdots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
\Omega_{\operatorname{Max}-\operatorname{Min}-1}^{\top} & \Omega_{\operatorname{Max}-\operatorname{Min}-2}^{\top} & \cdots & \Omega_{-1}^{\top}+\operatorname{Max} \cdot \mathbb{1}
\end{array}\right)\left(\begin{array}{c}
\psi_{\operatorname{Min}} \\
\psi_{\operatorname{Min}+1} \\
\vdots \\
\psi_{\operatorname{Max}}
\end{array}\right)=\left(\begin{array}{c}
\varphi_{\operatorname{Min}-1} \\
\varphi_{\operatorname{Min}} \\
\vdots \\
\varphi_{\operatorname{Max}-1}
\end{array}\right) .
\]

So, an inspection of eq. (A.8) tells us that if the eigenvalues of \(\Omega_{-1}\) are not integer, the solution of eq. (A.2) is guaranteed to exist to all orders in \(y\), and the unknowns can be uniquely determined in cascade since the system is block triangular. Nevertheless, we find this condition often to restrictive in practice, i.e. this condition is not always fulfilled by FIs; nevertheless eq. (A.8) indicates precisely that not all the orders contributes.

So, we follow a more pragmatic approach \({ }^{2}\). Without any consideration on the spectrum of \(\Omega_{-1}\), we consider a slight modification of eq. (A.8). In fact, rather than considering the two steps i.) and \(i i\). .) separately, we consider the solution of an augmented linear system which combines i.) \(\oplus i\) i.) at once. This means that we introduce a new scalar unknown quantity-say \(\alpha_{\text {res }}\)-and a new single equation
\[
\begin{align*}
0 & =\alpha_{\mathrm{res}}-\operatorname{Res}_{y=0}\left(\psi \cdot \varphi^{\vee}\right) \\
& =\alpha_{\mathrm{res}}-\sum_{j=\operatorname{Min}}^{\operatorname{Max}} \psi_{j} \cdot \varphi_{-j-1}^{\vee} . \tag{A.9}
\end{align*}
\]

Next eq. (A.8) becomes
\[
\left(\begin{array}{cccc|c}
\Omega_{-1}^{\top}+\operatorname{Min} \cdot \mathbb{1} & 0 & \cdots & 0 & 0  \tag{A.10}\\
\Omega_{0}^{\top} & \Omega_{-1}^{\top}+(\operatorname{Min}+1) \cdot \mathbb{1} & \cdots & 0 & 0 \\
\vdots & \vdots & \ddots & \vdots & \vdots \\
\Omega_{\operatorname{Max}-\operatorname{Min}-1}^{\top} & \Omega_{\operatorname{Max}-\operatorname{Min}-2}^{\top} & \cdots & \Omega_{-1}^{\top}+\operatorname{Max} \cdot \mathbb{1} & 0 \\
\hline-\varphi_{-\operatorname{Min}-1}^{\mathrm{VT}} & -\varphi_{-\operatorname{Min}-2}^{\mathrm{VT}} & \cdots & -\varphi_{-\operatorname{Max}-1}^{\mathrm{VT}} & 1
\end{array}\right)\left(\begin{array}{c}
\psi_{\operatorname{Min}} \\
\psi_{\operatorname{Min}+1} \\
\vdots \\
\psi_{\operatorname{Max}} \\
\alpha_{\mathrm{res}}
\end{array}\right)=\left(\begin{array}{c}
\varphi_{\operatorname{Min}-1} \\
\varphi_{\operatorname{Min}} \\
\vdots \\
\varphi_{\operatorname{Max}-1} \\
0
\end{array}\right)
\]

\footnotetext{
\({ }^{1}\) If \(\Omega_{-1}\) has no integer eigenvalue, and so- a fortiori-if 0 is not an eigenvalue, then \(\Omega_{-1}\) has a trivial kernel and \(\operatorname{Min}=\min _{\varphi}+1\) would be enough. Since we want to consider also the case in which 0 is eigenvalue, we employ the choice reported in the main text; nevertheless it is a just a prescription which works in practice.
\({ }^{2}\) We thank Seva Chestnov for pointing this to us, and for several discussions on this topic-see [223].
}

Finally, we just solve eq. (A.10) w.r.t. \(\alpha_{\text {res }}\), eliminating all (and only) the \(\alpha_{i, j} \mathrm{~s}\) appearing in it. Comparing eq. (A.8) and eq. (A.10), our approach implies that, even if some the unknowns cannot be uniquely determined (working up to a given order in \(y\) ), the residue-and so the intersection number-is unambiguously determined.

Let us also notice that eq. (A.4) is, per se, a restrictive condition; it should be replaced with the more general
\[
\begin{equation*}
\hat{\Omega}=\sum_{i=\min _{\Omega}}^{\infty} \hat{\Omega}_{i} y^{i} \tag{A.11}
\end{equation*}
\]
with, in principle, \(\min _{\Omega}<-1\).

The properties of \(\hat{\Omega}\), such as the order of the deepest pole in its expansion, its eigenvalues, etc. are tightly related to the choice of internal basis elements-colloquially \(\hat{\Omega}\) controls the (system of) differential equation(s) fulfilled by internal basis elements. Unfortunately conditions on the basis elements such that e.g. eq. (A.4) holds are not known yet. Nevertheless given \(\hat{\Omega}\) as in eq. (A.11), we can still apply the method described in eqs. (A.9,A.10), with trivial modifications, i.e. modifying the ansatz with \(\operatorname{Min}=\min _{\psi}=\operatorname{Min}\left(\min _{\varphi}, \min _{\Omega}\right)+1\), and solving the augmented linear system \({ }^{3}\) w.r.t. \(\alpha_{\text {res }}\). Alternatively, we can adopt the Moser reduction [224], such as the one implemented in the program Fuchsia [150] in order to map \(\hat{\Omega}\) via a gauge-like transformation \(\mathbf{T}\), to a new matrix \(\hat{\Omega}_{\mathbf{T}}\) such that eq. (A.4) holds around each pole. We are dealing with series expansions, which could be delicate; our basic implementation relies on the Mathematica command SeriesData. In particular SeriesData \([y, 0,\{ \}, \operatorname{Max}+1, \operatorname{Max}+1,1]\left(=\mathcal{O}\left(y^{\mathrm{Max}+1}\right)\right.\), is added to the ansatz \(\psi\). In this way the expansion are automatically taken care at least consistently.

We give a simple example of FIs which illustrates some of the features described above.
Example. The one loop half massive bubble. Let us consider the integral family associated to following graph


The denominators are
\[
\begin{equation*}
z_{1}=D_{1}=\left(k_{1}+p\right)^{2}, \quad z_{2}=D_{2}=k_{1}^{2}-m^{2} \tag{A.13}
\end{equation*}
\]
and the kinematics is \(p^{2}=s\).

\footnotetext{
\({ }^{3}\) In this case the structure of the system will not be the one in eq. (A.10), but there is no conceptual difference in the procedure.
}

We have the following regularized
\[
\begin{equation*}
u_{\mathrm{reg}}(\mathbf{z})=z_{1}^{\rho} z_{2}^{\rho}\left(-\frac{m^{4}}{4}-\frac{s^{2}}{4}+\frac{m^{2} s}{2}+\frac{m^{2}}{2}\left(z_{1}-z_{2}\right)+\frac{s}{2}\left(z_{1}+z_{2}\right)-\frac{1}{4}\left(z_{1}^{2}+z_{2}^{2}\right)+\frac{z_{1} z_{2}}{2}\right)^{\frac{d-3}{2}} \tag{A.14}
\end{equation*}
\]

Counting of critical points gives
\[
\begin{equation*}
\nu_{(\mathbf{1})}=2, \quad \nu_{(\mathbf{2})}=2 . \tag{A.15}
\end{equation*}
\]

We assume the following inner basis
\[
\begin{equation*}
\left(\left\langle e_{1}^{(\mathbf{1})}\right|,\left\langle e_{1}^{\mathbf{1})}\right|\right)=\left(\left\langle 1 \cdot d z_{1}\right|,\left\langle d \log z_{1}\right|\right) . \tag{A.16}
\end{equation*}
\]

Let us focus first on
\[
\begin{equation*}
\left\langle\varphi^{(\mathbf{2})} \mid \varphi^{(\mathbf{2}) \vee}\right\rangle=\left\langle\left.\frac{d \mathbf{z}}{z_{1} z_{2}} \right\rvert\, \frac{d \mathbf{z}}{z_{1} z_{2}}\right\rangle \tag{A.17}
\end{equation*}
\]

With the above-mentioned choice of internal basis we obtain
\[
\hat{\Omega}^{(2)}=\left(\begin{array}{cc}
\frac{d+\rho-2}{2\left(m^{2}+z_{2}\right)}+\frac{\rho}{z_{2}} & \frac{\rho}{2}-\frac{\rho s}{2\left(m^{2}+z_{2}\right)}  \tag{A.18}\\
\frac{-d-\rho+2}{2 s\left(m^{2}-s+z_{2}\right)}+\frac{d+-2}{2 s\left(m^{2}+z_{2}\right)} & \frac{d+2 \rho-3}{m^{2}-s+z_{2}}-\frac{\rho}{2\left(m^{2}+z_{2}\right)}+\frac{\rho}{z_{2}}
\end{array}\right) .
\]

Looking at the \((1,2)\) entry of eq. (A.18) that \(\Omega^{(2)}=\hat{\Omega}^{(2)} d z_{2}\) has a double pole at: \(\infty\left(\min _{\Omega}=-2\right)\); in the following we will focus on the contribution from this pole.

Decomposing the two two-forms in terms of internal one-forms we find
\[
\hat{\varphi}^{(2)}=\left(\begin{array}{cc}
0 & \frac{1}{z_{2}}
\end{array}\right), \quad \hat{\varphi}^{(2) \vee}=\left(\begin{array}{cc}
\frac{(d-3)\left(m^{2}+s+z_{2}\right)}{z_{2}(d+\rho-3)(d+\rho-2)} & \frac{(d-3)}{\rho z_{2}(d+\rho-3)} \tag{A.19}
\end{array}\right) .
\]

We infer that \(\min _{\varphi}=-1\), while \(\min _{\varphi} \vee=-2\). Therefore we set \(\operatorname{Min}=-1\) and \(\operatorname{Max}=+1\). The
augmented linear system is
\(\left(\begin{array}{ccccccc}\frac{1}{2}(-d-3 \rho) & 0 & 0 & 0 & 0 & 0 & 0 \\ \frac{1}{2} m^{2}(d+\rho-2) & \frac{1}{2}(d+\rho-2) & \frac{1}{2}(-d-3 \rho+2) & 0 & 0 & 0 & 0 \\ -\frac{1}{2} m^{4}(d+\rho-2) & -\frac{1}{2}(d+\rho-2)\left(2 m^{2}-s\right) & \frac{1}{2} m^{2}(d+\rho-2) & \frac{1}{2}(d+\rho-2) & \frac{1}{2}(-d-3 \rho+4) & 0 & 0 \\ -\frac{\rho}{2} & 0 & 0 & 0 & 0 & 0 & 0 \\ \frac{\rho s}{2} & -d-\frac{5 \rho}{2}+2 & -\frac{\rho}{2} & 0 & 0 & 0 & 0 \\ -\frac{1}{2} m^{2} \rho s & (d+2 \rho-3)\left(m^{2}-s\right)-\frac{m^{2} \rho}{2} & \frac{\rho s}{2} & -d-\frac{5 \rho}{2}+3 & -\frac{\rho}{2} & 0 & 0 \\ \hline 0 & 0 & \frac{\left.(d-3) m^{2}+s\right)}{(d+\rho-3)(d+\rho-2)} & \frac{d-3}{\rho(d+\rho-3)} & \frac{d-3}{(d+\rho-3)(d+\rho-2)} & 0 & 1\end{array}\right)\left(\begin{array}{c}\alpha_{-1,1} \\ \alpha_{-1,2} \\ \alpha_{0,1} \\ \alpha_{0,2} \\ \alpha_{1,1} \\ \alpha_{1,2} \\ \alpha_{\text {res }}\end{array}\right)=\left(\begin{array}{c}0 \\ 0 \\ 0 \\ 0 \\ 0 \\ 0 \\ -1 \\ 0\end{array}\right)\).

Despite the fact that \(\hat{\Omega}_{-2}^{(2)}\) has eigenvalue \(0-\) with multiplicity \(2-\) solving for \(\alpha_{\text {res }}\) eliminating all the \(\alpha_{i, j}\) appearing in it we obtain the unambiguous
\[
\begin{equation*}
\alpha_{\mathrm{res}}=-\frac{d-3}{\rho(d+\rho-3)(d+2 \rho-3)} \tag{A.21}
\end{equation*}
\]

Alternatively, we can look for a gauge transformation-or, equivalently, for a new internal basis-which maps \(\hat{\Omega}^{(2)}\) to a fuchsian form.

Fuchsia produces
\[
\mathbf{T}=\left(\begin{array}{cc}
-z_{2} & 0  \tag{A.22}\\
0 & 1
\end{array}\right)
\]

Eq. (A.22) maps the above-mentioned internal basis onto
\[
\begin{equation*}
\left(\left\langle e_{\mathbf{T}, 1}^{(\mathbf{1})}\right|,\left\langle e_{\mathbf{T}, 2}^{(\mathbf{1})}\right|\right)=\left(\left\langle-d z_{1} / z_{2}\right|,\left\langle d \log z_{1}\right|\right), \tag{A.23}
\end{equation*}
\]
which leads to
\[
\hat{\Omega}_{\mathbf{T}}^{(2)}=\left(\begin{array}{cc}
\frac{d+\rho-2}{2\left(m^{2}+z_{2}\right)}+\frac{\rho-1}{z_{2}} & -\frac{\rho\left(m^{2}-s\right)}{2 m^{2} z_{2}}-\frac{\rho s}{2 m^{2}\left(m^{2}+z_{2}\right)}  \tag{A.24}\\
\frac{m^{2}(d+\rho-2)}{2 s\left(m^{2}+z_{2}\right)}+\frac{(d+\rho-2)\left(s-m^{2}\right)}{2 s\left(m^{2}-s+z_{2}\right)} & \frac{d+2 \rho-3}{m^{2}-s+z_{2}}-\frac{\rho}{2\left(m^{2}+z_{2}\right)}+\frac{\rho}{z_{2}}
\end{array}\right)
\]

Focusing again around the pole \(\infty\), then \(\hat{\Omega}_{-1}^{(2)}\) has non-integer eigenvalues there, and the analysis can be carried on straightforwardly.

Both the procedures (i.e. the choice in eq. (A.16) and the one in eq. (A.23)) yield the same final result
\[
\begin{equation*}
\left\langle\left.\frac{d \mathbf{z}}{z_{1} z_{2}} \right\rvert\, \frac{d \mathbf{z}}{z_{1} z_{2}}\right\rangle=\frac{d-3}{\rho^{2}(d+2 \rho-3)} \tag{A.25}
\end{equation*}
\]

It is also instructive to consider
\[
\begin{equation*}
\left\langle\varphi^{(\mathbf{2})} \mid \varphi^{(\mathbf{2}) \vee}\right\rangle=\left\langle\left.\frac{d \mathbf{z}}{z_{1}^{2} z_{2}} \right\rvert\, \frac{d \mathbf{z}}{z_{1} z_{2}}\right\rangle \tag{A.26}
\end{equation*}
\]
with the internal basis given by eq. (A.23) which leads to eq. (A.24). We will focus now on the pole: \(s-m^{2}\), where \(\hat{\Omega}_{-1}^{(2)}\) has an eigenvalue 0 -with multiplicity 1.

The coefficients of the two two-forms decomposed in terms of inner one-forms read
\[
\begin{align*}
\hat{\varphi}^{(2)} & =\left(\begin{array}{ll}
\frac{d+\rho-2}{(\rho-1)\left(m^{2}-s+z_{2}\right)^{2}} & \frac{(d+2 \rho-3)\left(m^{2}+s+z_{2}\right)}{(\rho-1) z_{2}\left(m^{2}-s+z_{2}\right)^{2}}
\end{array}\right)^{\top}  \tag{A.27a}\\
\hat{\varphi}^{(2) \vee} & =\left(\begin{array}{ll}
-\frac{(d-3)\left(m^{2}+s+z_{2}\right)}{z_{2}^{2}(d+\rho-3)(d+\rho-2)} & \frac{d-3}{\rho z_{2}(d+\rho-3)}
\end{array}\right)^{\top} \tag{A.27b}
\end{align*}
\]
we have \(\min _{\varphi}=-2\) and \(\min _{\varphi} \vee=0\), and so we set \(\operatorname{Min}=\operatorname{Max}=-1\). The augmented system reads
\[
\left(\begin{array}{c|c}
\Omega_{-1}^{(2) \top}-1 \cdot \mathbb{1} & 0  \tag{A.28}\\
\hline-\varphi_{0}^{(2) \mathrm{VT}} & 1
\end{array}\right)\binom{\psi_{-1}}{\alpha_{\mathrm{res}}}=\binom{\varphi_{-2}^{(2)}}{0},
\]
with explicit expressions
\[
\left(\begin{array}{cc|c}
-1 & \frac{(d+\rho-2)\left(s-m^{2}\right)}{2 s} & 0  \tag{A.29}\\
0 & d+2 \rho-4 & 0 \\
\hline \frac{d-3}{(d+\rho-3)(d+\rho-2)\left(m^{2}-s\right)^{2}} & \frac{d(d+\rho-3)\left(m^{2}-s\right)}{} & 1
\end{array}\right)\left(\begin{array}{c}
\alpha_{-1,1} \\
\alpha_{-1,2} \\
\alpha_{\mathrm{res}}
\end{array}\right)=\left(\begin{array}{c}
\frac{d+\rho-2}{\rho-1} \\
\frac{2 s(d+2 \rho-3)}{(\rho-1)\left(s-m^{2}\right)} \\
0
\end{array}\right) .
\]

In this case all the unknown coefficients appearing in eq. (A.29) can be determined, since \(\Omega_{-1}^{(2) \top}-1 \cdot \mathbb{1}\) is invertible (while \(\Omega_{-1}^{(2) \top}-0 \cdot \mathbb{1}\) is not, but it does not appear in eq. (A.29)); our procedure gives
\[
\begin{equation*}
\alpha_{\mathrm{res}}=\frac{2(d-3) s}{(\rho-1) \rho(d+2 \rho-4)\left(m^{2}-s\right)^{2}} . \tag{A.30}
\end{equation*}
\]

Finally, it is interesting to study a case in which \(\Omega_{-1}^{(2) \top}-0 \mathbb{1}\) (which is not invertible) appears in the augmented linear system.

Let us consider
\[
\begin{equation*}
\left\langle\varphi^{(\mathbf{2})} \mid \varphi^{(\mathbf{2}) \vee}\right\rangle=\left\langle\left.\frac{d \mathbf{z}}{z_{1}^{2} z_{2}} \right\rvert\, \frac{d \mathbf{z}}{z_{1}^{2} z_{2}}\right\rangle \tag{A.31}
\end{equation*}
\]
with (once again) the internal basis given by eq. (A.23) which leads to eq. (A.24). We obtain
\[
\begin{align*}
\hat{\varphi}^{(2)} & =\left(\begin{array}{ll}
\frac{d+\rho-2}{(\rho-1)\left(m^{2}-s+z_{2}\right)^{2}} & \frac{(d+2 \rho-3)\left(m^{2}+s+z_{2}\right)}{(\rho-1) z_{2}\left(m^{2}-s+z_{2}\right)^{2}}
\end{array}\right)^{\top}  \tag{A.32a}\\
\hat{\varphi}^{(2) \vee} & =\left(\begin{array}{ll}
-\frac{d-3}{(\rho+1) z_{2}^{2}(d+\rho-2)} & \frac{(d-3)\left(m^{2}+s+z_{2}\right)}{\rho(\rho+1) z_{2}\left(m^{2}-s+z_{2}\right)^{2}}
\end{array}\right)^{\top} \tag{A.32b}
\end{align*}
\]

We have \(\min _{\varphi}=-2\) and \(\min _{\varphi} \vee=-2\), and so we set \(\operatorname{Min}=-1\) and \(\operatorname{Max}=+1\); the augmented system is
\[
\left(\begin{array}{cccc}
\hat{\Omega}_{-1}^{(2) \top}-1 \mathbb{1} & 0 & \mathbb{0} & 0  \tag{A.33}\\
\hat{\Omega}_{0}^{(2) \top} & \hat{\Omega}_{-1}^{(2) \top}-0 \mathbb{1} & 0 & 0 \\
\hat{\Omega}_{1}^{(2) \top} & \hat{\Omega}_{0}^{(2) \top} & \hat{\Omega}_{-1}^{(2) \top}+1 \mathbb{1} & 0 \\
-\hat{\varphi}_{0}^{(2) \vee \top} & -\hat{\varphi}_{-1}^{(2) \vee \top} & -\hat{\varphi}_{-2}^{(2) \vee \top} & 1
\end{array}\right)\left(\begin{array}{c}
\psi_{-1} \\
\psi_{0} \\
\psi_{1} \\
\alpha_{\mathrm{res}}
\end{array}\right)=\left(\begin{array}{c}
\hat{\varphi}_{-2}^{(2)} \\
\hat{\varphi}_{-1}^{(2)} \\
\hat{\varphi}_{0}^{(2)} \\
0
\end{array}\right) .
\]

With explicit values we obtain

we uniquely determine
\[
\begin{align*}
\alpha_{\mathrm{res}}= & (d-3)\left(d^{2} m^{4}+6 d^{2} m^{2} s+5 d^{2} s^{2}+4 d m^{4} \rho-6 d m^{4}+32 d m^{2} \rho s-36 d m^{2} s+24 d \rho s^{2}\right. \\
& -30 d s^{2}+4 m^{4} \rho^{2}-12 m^{4} \rho+8 m^{4}+44 m^{2} \rho^{2} s-96 m^{2} \rho s+52 m^{2} s+28 \rho^{2} s^{2}  \tag{A.35}\\
& \left.-72 \rho s^{2}+44 s^{2}\right) /\left((\rho-1) \rho(\rho+1)(d+2 \rho-4)(d+2 \rho-2)\left(m^{2}-s\right)^{4}\right) .
\end{align*}
\]

As a consistency check we consider the decomposition
\[
\begin{equation*}
I_{2,1}=c_{1} \mathcal{J}_{1}+c_{2} \mathcal{J}_{2}, \tag{A.36}
\end{equation*}
\]
with
\[
\begin{equation*}
I_{2,1} \rightsquigarrow\left\langle\varphi^{(\mathbf{2})}\right|=\left\langle\frac{d \mathbf{z}}{z_{1}^{2} z_{2}}\right|, \tag{A.37}
\end{equation*}
\]
and
\[
\begin{equation*}
\mathcal{J}_{1} \rightsquigarrow\left\langle e_{1}^{(\mathbf{2})}\right|=\left\langle\frac{d \mathbf{z}}{z_{2}}\right|, \quad \mathcal{J}_{2} \rightsquigarrow\left\langle e_{2}^{(\mathbf{2})}\right|=\left\langle\frac{d \mathbf{z}}{z_{1} z_{2}}\right| . \tag{A.38}
\end{equation*}
\]

Eq. (A.36) can be obtained with two different choices of dual basis, namely
\[
\begin{equation*}
\left(\left|h_{\bullet, 1}^{(\mathbf{2})}\right\rangle,\left|h_{\bullet, 2}^{(\mathbf{2})}\right\rangle\right)=\left(\left|\frac{d \mathbf{z}}{z_{2}}\right\rangle,\left|\frac{d \mathbf{z}}{z_{1} z_{2}}\right\rangle\right), \tag{A.39}
\end{equation*}
\]
or
\[
\begin{equation*}
\left(\left|h_{\bullet, 1}^{(\mathbf{2})}\right\rangle,\left|h_{\bullet, 2}^{(\mathbf{2})}\right\rangle\right)=\left(\left|\frac{d \mathbf{z}}{z_{2}}\right\rangle,\left|\frac{d \mathbf{z}}{z_{1}^{2} z_{2}}\right\rangle\right) . \tag{A.40}
\end{equation*}
\]

Both eq. (A.39) (involving eq. (A.26)) and eq. (A.40) (involving eq. (A.31)) give the same decomposition. Moreover the coefficients in the \(\rho \rightarrow 0\) are in agreement with LiteRed.

\section*{Special Mathematical Functions}

We list here the special mathematical functions which appear in the main text.
- The Euler Beta Integral.
\[
\begin{align*}
B(p, q) & =\int_{0}^{1} z^{p}(1-z)^{q} \frac{d z}{z(1-z)} \quad z=\frac{1}{w}  \tag{B.1}\\
& =\int_{1}^{\infty} w^{-p-q}(w-1)^{q} \frac{d w}{w-1} .
\end{align*}
\]
- The \({ }_{2} F_{1}\) Hypergeometric Function.
\[
\begin{align*}
{ }_{2} F_{1}(a, b, c ; x) & =\frac{1}{B(a, c-a)} \int_{0}^{1} z^{a}(1-z)^{c-a}(1-x z)^{-b} \frac{d z}{z(1-z)} \quad z=\frac{1}{w}  \tag{B.2}\\
& =\frac{1}{B(a, c-a)} \int_{1}^{\infty} w^{b-c}(w-x)^{-b}(w-1)^{c-a} \frac{d w}{w-1} .
\end{align*}
\]
- The \({ }_{3} F_{2}\) Hypergeometric Function.
\[
\begin{align*}
& { }_{3} F_{2}\left(a_{1}, a_{2}, a_{3}: b_{1}, b_{2}, b_{3}: x\right)=\frac{1}{B\left(a_{2}, b_{1}-a_{2}\right) B\left(a_{3}, b_{2}-a_{3}\right.} \times \\
& \int_{(0,1)^{2}} z_{1}^{a_{3}}\left(1-z_{1}\right)^{b_{2}-a_{3}} z_{2}^{a_{2}}\left(1-z_{2}\right)^{b_{1}-a_{2}}\left(1-x z_{1} z_{2}\right)^{-a_{1}} \frac{d z_{1} \wedge d z_{2}}{z_{1}\left(1-z_{1}\right) z_{2}\left(1-z_{2}\right)} . \tag{B.3}
\end{align*}
\]

\section*{References}
[1] Riccardo Barbieri, From QED to QCD...and back to QED, Talk given at: Inspired by Precision - Symposium in honor of Professor Ettore Remiddi's 80th birthday, slide 19, 2021, URL: https://agenda.infn.it/event/28554/.
[2] Massimiliano Grazzini, The importance of the accuracy of theoretical predictions, Talk given at: Scientific Symposium to celebrate the 10th anniversary of the Higgs boson discovery, 2022, URL: https://indico. cern.ch/event/1135177/contributions/4788684/ attachments/2474237/4246146/Grazzini\%5C_Higgs10.pdf.
[3] Julian S. Schwinger, On Quantum electrodynamics and the magnetic moment of the electron, Phys. Rev. 73 (1948), pp. 416-417, Doi: 10.1103/PhysRev.73.416.
[4] Massimo Passera, Muon g-2: the showdown, Talk given in the series: GGI Tea Break, 2021, URL: https://www.ggi.infn.it/talkfiles/slides/slides5222.pdf.
[5] Alessandra Buonanno, Mohammed Khalil, Donal O'Connell, Radu Roiban, Mikhail P. Solon, and Mao Zeng, Snowmass White Paper: Gravitational Waves and Scattering Amplitudes, 2022 Snowmass Summer Study, Apr. 2022, arXiv: 2204.05194 [hep-th].
[6] Gerard 't Hooft and M. J. G. Veltman, Regularization and Renormalization of Gauge Fields, Nucl. Phys. B 44 (1972), pp. 189-213, DoI: 10.1016/0550-3213(72) 90279-9.
[7] C. G. Bollini and J. J. Giambiagi, Dimensional Renormalization: The Number of Dimensions as a Regularizing Parameter, Nuovo Cim. B 12 (1972), pp. 20-26, Doi: 10.1007/BF02895558.
[8] F. V. Tkachov, A Theorem on Analytical Calculability of Four Loop Renormalization Group Functions, Phys. Lett. B 100 (1981), pp. 65-68, doi: 10.1016/0370-2693(81) 90288-4.
[9] K. G. Chetyrkin and F. V. Tkachov, Integration by Parts: The Algorithm to Calculate beta Functions in 4 Loops, Nucl. Phys. B192 (1981), pp. 159-204, Dor: 10.1016/0550-3213(81) 90199-1.
[10] S. Laporta, High precision calculation of multiloop Feynman integrals by difference equations, Int. J. Mod. Phys. A15 (2000), pp. 5087-5159, DoI: 10 . 1016 / S0217-751X (00 ) 00215 7,10.1142/S0217751X00002157, arXiv: hep-ph/0102033 [hep-ph].
[11] A.V. Kotikov, Differential equation method. The calculation of N-point Feynman diagrams, Physics Letters B 267.1 (1991), pp. 123-127, isss: 0370-2693, doi: https : / / doi . org / 10.1016/0370-2693(91) 90536-Y, URL: http : / /www . sciencedirect . com/science / article/pii/037026939190536Y.
[12] Ettore Remiddi, Differential equations for Feynman graph amplitudes, Nuovo Cim. A110 (1997), pp. 1435-1452, arXiv: hep-th/9711188 [hep-th].
[13] T. Gehrmann and E. Remiddi, Differential equations for two loop four point functions, Nucl. Phys. B580 (2000), pp. 485-518, dor: 10.1016/S0550-3213(00)00223-6, arXiv: hepph/9912329 [hep-ph].
[14] Johannes M. Henn, Multiloop integrals in dimensional regularization made simple, Phys. Rev. Lett. 110 (2013), p. 251601, Dor: 10.1103/PhysRevLett . 110. 251601, arXiv: 1304 . 1806 [hep-th].
[15] D. Chicherin, T. Gehrmann, J. M. Henn, P. Wasser, Y. Zhang, and S. Zoia, All Master Integrals for Three-Jet Production at Next-to-Next-to-Leading Order, Phys. Rev. Lett. 123.4 (2019), p. 041603, DOI: 10.1103/PhysRevLett.123.041603, arXiv: 1812.11160 [hep-ph].
[16] Stefano Di Vita, Thomas Gehrmann, Stefano Laporta, Pierpaolo Mastrolia, Amedeo Primo, and Ulrich Schubert, Master integrals for the NNLO virtual corrections to \(q \bar{q} \rightarrow t \bar{t}\) scattering in QCD: the non-planar graphs, JHEP 06 (2019), p. 117, DOI: 10 . 1007 / JHEP06 (2019) 117, arXiv: 1904.10964 [hep-ph].
[17] Dhimiter D. Canko and Nikolaos Syrrakos, Planar three-loop master integrals for \(2 \rightarrow 2\) processes with one external massive particle, JHEP 04 (2022), p. 134, DOI: 10 . 1007/ JHEP04 (2022) 134, arXiv: 2112.14275 [hep-ph].
[18] Adam Kardos, Costas G. Papadopoulos, Alexander V. Smirnov, Nikolaos Syrrakos, and Christopher Wever, Two-loop non-planar hexa-box integrals with one massive leg, JHEP 05 (2022), p. 033, Doi: 10.1007/JHEP05 (2022) 033, arXiv: 2201.07509 [hep-ph].
[19] Ekta Chaubey, Ina Hönemann, and Stefan Weinzierl, Three-loop master integrals for the Higgs boson self-energy proportional to the top and bottom Yukawa couplings (Aug. 2022), arXiv: 2208.05837 [hep-ph].
[20] A.B. Goncharov, Multiple polylogarithms and mixed Tate motives (), arXiv: math/0103059 [math-ag].
[21] S. Laporta and E. Remiddi, Analytic treatment of the two loop equal mass sunrise graph, Nucl. Phys. B704 (2005), pp. 349-386, Dor: 10.1016/j . nuclphysb . 2004.10.044, arXiv: hepph/0406160 [hep-ph].
[22] Jacob L. Bourjaily et al., Functions Beyond Multiple Polylogarithms for Precision Collider Physics, 2022 Snowmass Summer Study, Mar. 2022, arXiv: 2203.07088 [hep-ph].
[23] K. Aomoto and M. Kita, Theory of Hypergeometric Functions, Springer Monographs in Mathematics, Springer Japan, 2011, Isbn: 9784431539384, dor: 10. 1007 / 978-4-431-53938-4.
[24] M. Yoshida, Hypergeometric Functions, My Love: Modular Interpretations of Configuration Spaces, Aspects of Mathematics, Vieweg+Teubner Verlag, 2013, isbn: 9783322901668, dor: 10.1007/978-3-322-90166-8.
[25] Keiji Matsumoto, Intersection numbers for logarithmic k-forms, Osaka J. Math. 35.4 (1998), pp. 873-893, URL: https://projecteuclid.org:443/euclid.ojm/1200788347.
[26] Katsuyoshi Ohara, Intersection numbers of twisted cohomology groups associated with Selbergtype integrals, 1998, URL: http ://www.math.kobe-u.ac.jp/HOME/ohara/Math/980523. ps.
[27] Sebastian Mizera, Scattering Amplitudes from Intersection Theory, Phys. Rev. Lett. 120.14 (2018), p. 141602, DOI: 10.1103/PhysRevLett.120.141602, arXiv: 1711.00469 [hep-th].
[28] Sebastian Mizera, Aspects of Scattering Amplitudes and Moduli Space Localization (2019), arXiv: 1906. 02099 [hep-th].
[29] Saiei-Jaeyeong Matsubara-Heo and Nobuki Takayama, An algorithm of computing cohomology intersection number of hypergeometric integrals, Nagoya Mathematical Journal (2019), pp. 1-17, Dor: \(10.1017 / \mathrm{nmj} .2021 .2\), arXiv: 1904.01253 [math. AG].
[30] Stefan Weinzierl, On the computation of intersection numbers for twisted cocycles (2020), arXiv: 2002.01930 [math-ph].
[31] Vsevolod Chestnov, Hjalte Frellesvig, Federico Gasparotto, Manoj K. Mandal, and Pierpaolo Mastrolia, Intersection Numbers from Higher-order Partial Differential Equations (Sept. 2022), arXiv: 2209.01997 [hep-th].
[32] Pierpaolo Mastrolia and Sebastian Mizera, Feynman Integrals and Intersection Theory, JHEP 02 (2019), p. 139, Doi: \(10.1007 /\) JHEPO2 (2019) 139, arXiv: 1810.03818 [hep-th].
[33] Hjalte Frellesvig, Federico Gasparotto, Stefano Laporta, Manoj K. Mandal, Pierpaolo Mastrolia, Luca Mattiazzi, and Sebastian Mizera, Decomposition of Feynman Integrals on the Maximal Cut by Intersection Numbers, JHEP 05 (2019), p. 153, Dor: 10. 1007/ JHEP05 (2019) 153, arXiv: 1901.11510 [hep-ph].
[34] Hjalte Frellesvig, Federico Gasparotto,Manoj K. Mandal, Pierpaolo Mastrolia, Luca Mattiazzi, and Sebastian Mizera, Vector Space of Feynman Integrals and Multivariate Intersection Numbers, Phys. Rev. Lett. 123.20 (2019), p. 201602, Dor: 10.1103/PhysRevLett. 123. 201602, arXiv: 1907.02000 [hep-th].
[35] Hjalte Frellesvig, Federico Gasparotto, Stefano Laporta, Manoj K. Mandal, Pierpaolo Mastrolia, Luca Mattiazzi, and Sebastian Mizera, Decomposition of Feynman Integrals by Multivariate Intersection Numbers (Aug. 2020), arXiv: 2008.04823 [hep-th].
[36] Vsevolod Chestnov, Federico Gasparotto, Manoj K. Mandal, Pierpaolo Mastrolia, Saiei J. Matsubara-Heo, Henrik J. Munch, and Nobuki Takayama, Macaulay Matrix for Feynman Integrals: Linear Relations and Intersection Numbers (Apr. 2022), arXiv: 2204. 12983 [hep-th].
[37] Sebastian Mizera and Andrzej Pokraka, From Infinity to Four Dimensions: Higher Residue Pairings and Feynman Integrals, JHEP 02 (2020), p. 159, Doi: 10 . 1007/ JHEP02 (2020) 159, arXiv: 1910.11852 [hep-th].
[38] Jiaqi Chen, Xuhang Jiang, Xiaofeng Xu, and Li Lin Yang, Constructing canonical Feynman integrals with intersection theory, Phys. Lett. B 814 (2021), p. 136085, dor: 10 . 1016 / j . physletb.2021.136085, arXiv: 2008.03045 [hep-th].
[39] Simon Caron-Huot and Andrzej Pokraka, Duals of Feynman integrals. Part I. Differential equations, JHEP 12 (2021), p. 045, Dor: 10.1007 / JHEP12 (2021) 045, arXiv: 2104.06898 [hep-th].
[40] Simon Caron-Huot and Andrzej Pokraka, Duals of Feynman Integrals. Part II. Generalized unitarity, JHEP 04 (2022), p. 078, Dor: 10 . 1007 / JHEPO4 (2022) 078, arXiv: 2112.00055 [hep-th].
[41] Samuel Abreu, Ruth Britto, Claude Duhr, Einan Gardi, and James Matthew, From positive geometries to a coaction on hypergeometric functions, JHEP 02 (2020), p. 122, DOr: 10. 1007/ JHEPO2 (2020) 122, arXiv: 1910.08358 [hep-th].
[42] Samuel Abreu, Ruth Britto, Claude Duhr, Einan Gardi, and James Matthew, Generalized hypergeometric functions and intersection theory for Feynman integrals, PoS RACOR2019 (2019), p. 067, DOI: 10.22323/1.375.0067, arXiv: 1912.03205 [hep-th].
[43] Samuel Abreu, Ruth Britto, Claude Duhr, Einan Gardi, and James Matthew, The diagrammatic coaction beyond one loop, JHEP 10 (2021), p. 131, DOI: 10 . 1007 / JHEP10 (2021) 131, arXiv: 2106.01280 [hep-th].
[44] Stefan Weinzierl, Feynman Integrals (Jan. 2022), arXiv: 2201.03593 [hep-th].
[45] Samuel Abreu, Ruth Britto, and Claude Duhr, The SAGEX Review on Scattering Amplitudes, Chapter 3: Mathematical structures in Feynman integrals (Mar. 2022), arXiv: 2203. 13014 [hep-th].
[46] Sergio Luigi Cacciatori, Maria Conti, and Simone Trevisan, Co-Homology of Differential Forms and Feynman Diagrams, Universe 7.9 (2021), p. 328, Dor: \(10.3390 /\) universe7090328, arXiv: 2107.14721 [hep-th].
[47] Sebastian Mizera, Status of Intersection Theory and Feynman Integrals, PoS MA2019 (2019), p. 016, Dor: 10.22323/1.383.0016, arXiv: 2002.10476 [hep-th].
[48] Pierpaolo Mastrolia, From Diagrammar to Diagrammalgebra, PoS MA2019 (2022), p. 015, DOI: \(10.22323 / 1.383 .0015\).
[49] Sebastian Mizera, Combinatorics and Topology of Kawai-Lewellen-Tye Relations, JHEP 08 (2017), p. 097, doi: 10.1007/JHEP08 (2017)097, arXiv: 1706.08527 [hep-th].
[50] Eduardo Casali, Sebastian Mizera, and Piotr Tourkine, Monodromy relations from twisted homology, JHEP 12 (2019), p. 087, Dor: 10.1007 / JHEP12 (2019) 087, arXiv: 1910.08514 [hep-th].
[51] P. A. Baikov, Explicit solutions of the multiloop integral recurrence relations and its application, Nucl. Instrum. Meth. A 389 (1997), ed. by M. Werlen and D. Perret-Gallix, pp. 347-349, doi: 10.1016/S0168-9002 (97) 00126-5, arXiv: hep-ph/9611449.
[52] R. N. Lee, Space-time dimensionality \(D\) as complex variable: Calculating loop integrals using dimensional recurrence relation and analytical properties with respect to D, Nucl. Phys. B830 (2010), pp. 474-492, doi: 10 . 1016 / j . nuclphysb . 2009 . 12 . 025, arXiv: 0911 . 0252 [hep-ph].
[53] R. N. Lee, Calculating multiloop integrals using dimensional recurrence relation and D-analyticity, Nucl. Phys. Proc. Suppl. 205-206 (2010), pp. 135-140, doi: \(10.1016 /\) j . nuclphysbps 2010. 08.032, arXiv: 1007.2256 [hep-ph].
[54] Roman N. Lee and Andrei A. Pomeransky, Critical points and number of master integrals, JHEP 11 (2013), p. 165, DoI: \(10.1007 /\) JHEP11 (2013) 165, arXiv: 1308.6676 [hep-ph].
[55] A. G. Grozin, Integration by parts: An Introduction, Int. J. Mod. Phys. A26 (2011), pp. 28072854, DoI: 10.1142/S0217751X11053687, arXiv: 1104.3993 [hep-ph].
[56] Mark Harley, Francesco Moriello, and Robert M. Schabinger, Baikov-Lee Representations Of Cut Feynman Integrals, JHEP 06 (2017), p. 049, Doi: 10.1007/ JHEP06 (2017) 049, arXiv: 1705.03478 [hep-ph].
[57] Thomas Bitoun, Christian Bogner, Rene Pascal Klausen, and Erik Panzer, Feynman integral relations from parametric annihilators, Lett. Math. Phys. 109.3 (2019), pp. 497-564, dor: 10.1007/s11005-018-1114-8, arXiv: 1712.09215 [hep-th].
[58] Hjalte Frellesvig and Costas G. Papadopoulos, Cuts of Feynman Integrals in Baikov representation, JHEP 04 (2017), p. 083, Doi: 10.1007 / JHEP04 (2017) 083, arXiv: 1701.07356 [hep-ph].
[59] Kasper J. Larsen and Yang Zhang, Integration-by-parts reductions from unitarity cuts and algebraic geometry, Phys. Rev. D93.4 (2016), p. 041701, Dor: 10.1103/PhysRevD.93.041701, arXiv: 1511.01071 [hep-th].
[60] Jorrit Bosma, Kasper J. Larsen, and Yang Zhang, Differential equations for loop integrals in Baikov representation (2017), arXiv: 1712.03760 [hep-th].
[61] Matthew D. Schwartz, Quantum Field Theory and the Standard Model, Cambridge University Press, Mar. 2014, Isbn: 978-1-107-03473-0, 978-1-107-03473-0.
[62] Roman Lee, Modern tchniques of multiloop calculations, Talk given at: Moriond QCD and High Energy Interactions, 2014, URL: https://moriond.in2p3.fr/QCD/2014/ThursdayMorning/ Lee.pdf.
[63] Roman N. Lee, Modern techniques of multiloop calculations, 49th Rencontres de Moriond on QCD and High Energy Interactions, 2014, pp. 297-300, arXiv: 1405.5616 [hep-ph].
[64] Mario Argeri and Pierpaolo Mastrolia, Feynman Diagrams and Differential Equations, Int. J. Mod. Phys. A 22 (2007), pp. 4375-4436, doi: 10.1142/S0217751X07037147, arXiv: 0707. 4037 [hep-ph].
[65] Lorenzo Tancredi, Properties of Feynman integrals, Lectures given at: Elliptics '21, 2021, URL: \%7Bhttps://indico.uu.se/event/907/timetable/?view=standard\%7D.
[66] Charalampos Anastasiou and Achilleas Lazopoulos, Automatic integral reduction for higher order perturbative calculations, JHEP 07 (2004), p. 046, DoI: 10. 1088/1126-6708/2004 / 07/046, arXiv: hep-ph/0404258.
[67] A. von Manteuffel and C. Studerus, Reduze 2 - Distributed Feynman Integral Reduction (2012), arXiv: 1201.4330 [hep-ph].
[68] A. V. Smirnov and F. S. Chuharev, FIRE6: Feynman Integral REduction with Modular Arithmetic (2019), arXiv: 1901.07808 [hep-ph].
[69] Roman N. Lee, LiteRed 1.4: a powerful tool for reduction of multiloop integrals, J. Phys. Conf. Ser. 523 (2014), ed. by Jianxiong Wang, p. 012059, doi: 10. 1088/1742-6596/523/1/ 012059, arXiv: 1310.1145 [hep-ph].
[70] Jonas Klappert, Fabian Lange, Philipp Maierhöfer, and Johann Usovitsch, Integral reduction with Kira 2.0 and finite field methods, Comput. Phys. Commun. 266 (2021), p. 108024, Dor: \(10.1016 / \mathrm{j} . \mathrm{cpc} .2021 .108024\), arXiv: 2008.06494 [hep-ph].
[71] Andreas von Manteuffel and Robert M. Schabinger, A novel approach to integration by parts reduction, Phys. Lett. B744 (2015), pp. 101-104, Dor: 10.1016/j.physletb.2015.03.029, arXiv: 1406.4513 [hep-ph].
[72] Tiziano Peraro, Scattering amplitudes over finite fields and multivariate functional reconstruction, JHEP 12 (2016), p. 030, Doi: \(10.1007 /\) JHEP12 (2016) 030, arXiv: 1608.01902 [hep-ph].
[73] Tiziano Peraro, FiniteFlow: multivariate functional reconstruction using finite fields and dataflow graphs (2019), arXiv: 1905.08019 [hep-ph].
[74] Jonas Klappert and Fabian Lange, Reconstructing Rational Functions with FireFly (2019), arXiv: 1904.00009 [cs.SC].
[75] Jonas Klappert, Sven Yannick Klein, and Fabian Lange, Interpolation of dense and sparse rational functions and other improvements in FireFly, Comput. Phys. Commun. 264 (2021), p. 107968, DoI: \(10.1016 /\) j.cpc.2021.107968, arXiv: 2004.01463 [cs.MS].
[76] Philipp Kant, Finding Linear Dependencies in Integration-By-Parts Equations: A Monte Carlo Approach, Comput. Phys. Commun. 185 (2014), pp. 1473-1476, doi: 10.1016/j.cpc. 2014. 01.017, arXiv: 1309.7287 [hep-ph].
[77] Alessandro Georgoudis, Kasper J. Larsen, and Yang Zhang, Azurite: An algebraic geometry based package for finding bases of loop integrals, Comput. Phys. Commun. 221 (2017), pp. 203215, DoI: 10.1016/j.cpc.2017.08.013, arXiv: 1612.04252 [hep-th].
[78] Janko Böhm, Alessandro Georgoudis, Kasper J. Larsen, Mathias Schulze, and Yang Zhang, Complete sets of logarithmic vector fields for integration-by-parts identities of Feynman integrals, Phys. Rev. D 98.2 (2018), p. 025023, doi: 10.1103/PhysRevD . 98 . 025023, arXiv: 1712. 09737 [hep-th].
[79] Janko Böhm, Alessandro Georgoudis, Kasper J. Larsen, Hans Schönemann, and Yang Zhang, Complete integration-by-parts reductions of the non-planar hexagon-box via module intersections, JHEP 09 (2018), p. 024, Doi: 10.1007/JHEP09 (2018) 024, arXiv: 1805.01873 [hep-th].
[80] Janko Böhm, Alessandro Georgoudis, Kasper J. Larsen, Hans Schönemann, and Yang Zhang, Complete integration-by-parts reductions of the non-planar hexagon-box via module intersections, JHEP 09 (2018), p. 024, DoI: 10.1007/JHEP09 (2018) 024, arXiv: 1805.01873 [hep-th].
[81] Janko Boehm, Dominik Bendle, Wolfram Decker, Alessandro Georgoudis, Franz-Josef Pfreundt, Mirko Rahn, and Yang Zhang, Module Intersection for the Integration-by-Parts Reduction of Multi-Loop Feynman Integrals, PoS MA2019 (2022), p. 004, dor: 10.22323/1. 383.0004 , arXiv: 2010.06895 [hep-th].
[82] Janusz Gluza, Krzysztof Kajda, and David A. Kosower, Towards a Basis for Planar TwoLoop Integrals, Phys. Rev. D83 (2011), p. 045012, Doi: 10 . 1103/PhysRevD . 83. 045012, arXiv: 1009.0472 [hep-th].
[83] Robert M. Schabinger, A New Algorithm For The Generation Of Unitarity-Compatible Integration By Parts Relations, JHEP 01 (2012), p. 077, doi: 10.1007/JHEP01 (2012) 077, arXiv: 1111.4220 [hep-ph].
[84] Harald Ita, Two-loop Integrand Decomposition into Master Integrals and Surface Terms, Phys. Rev. D94.11 (2016), p. 116015, dor: 10.1103/PhysRevD . 94.116015, arXiv: 1510. 05626 [hep-th].
[85] Manuel Kauers and Viktor Levandovskyy, Singular 0-11 - Interface to Mathematica, http://www.risc.uni-linz.ac.at/research/combinat/software/Singular/, 2008.
[86] Wolfram Decker, Gert-Martin Greuel, Gerhard Pfister, and Hans Schönemann, Singular 4-1-0 - A computer algebra system for polynomial computations, http ://www. singular . uni-kl.de, 2016.
[87] Francis Brown, The Massless higher-loop two-point function, Commun. Math. Phys. 287 (2009), pp. 925-958, Doi: 10.1007/s00220-009-0740-5, arXiv: 0804.1660 [math. AG].
[88] Erik Panzer, Algorithms for the symbolic integration of hyperlogarithms with applications to Feynman integrals, Comput. Phys. Commun. 188 (2015), pp. 148-166, dor: 10.1016/j . cpc . 2014.10.019, arXiv: 1403.3385 [hep-th].
[89] Michael Borinsky, Tropical Monte Carlo quadrature for Feynman integrals (Aug. 2020), arXiv: 2008.12310 [math-ph].
[90] T. Binoth and G. Heinrich, An automatized algorithm to compute infrared divergent multiloop integrals, Nucl. Phys. B 585 (2000), pp. 741-759, doi: 10.1016/S0550-3213(00) 00429-6, arXiv: hep-ph/0004013.

\section*{REFERENCES}
[91] Christian Bogner and Stefan Weinzierl, Resolution of singularities for multi-loop integrals, Comput. Phys. Commun. 178 (2008), pp. 596-610, doI: 10 . 1016 / j . cpc . 2007 . 11. 012, arXiv: 0709.4092 [hep-ph].
[92] Alexander V. Smirnov, FIESTA4: Optimized Feynman integral calculations with GPU support, Comput. Phys. Commun. 204 (2016), pp. 189-199, dor: 10.1016/j. cpc.2016.03.013, arXiv: 1511.03614 [hep-ph].
[93] S. Borowka, G. Heinrich, S. Jahn, S. P. Jones, M. Kerner, J. Schlenk, and T. Zirke, pySecDec: a toolbox for the numerical evaluation of multi-scale integrals, Comput. Phys. Commun. 222 (2018), pp. 313-326, DOI: 10.1016/j.cpc.2017.09.015, arXiv: 1703.09692 [hep-ph].
[94] O. V. Tarasov, Connection between Feynman integrals having different values of the space-time dimension, Phys. Rev. D 54 (1996), pp. 6479-6490, dor: 10. 1103 / PhysRevD . 54 . 6479, arXiv: hep-th/9606018.
[95] Roman N. Lee and Kirill T. Mingulov, Introducing SummerTime: a package for high-precision computation of sums appearing in DRA method, Comput. Phys. Commun. 203 (2016), pp. 255267, Dor: 10.1016/j.cpc.2016.02.018, arXiv: 1507.04256 [hep-ph].
[96] Roman N. Lee and Kirill T. Mingulov, DREAM, a program for arbitrary-precision computation of dimensional recurrence relations solutions, and its applications (Dec. 2017), arXiv: 1712.05173 [hep-ph].
[97] S. Laporta, Calculation of master integrals by difference equations, Phys. Lett. B 504 (2001), pp. 188-194, dor: 10.1016/S0370-2693(01)00256-8, arXiv: hep-ph/0102032.
[98] S. Laporta, High precision epsilon expansions of three loop master integrals contributing to the electron g-2 in QED, Phys. Lett. B 523 (2001), pp. 95-101, Doi: 10.1016/S0370-2693(01) 01331-4, arXiv: hep-ph/0111123.
[99] Stefano Laporta, High precision epsilon expansions of massive four loop vacuum bubbles, Phys. Lett. B 549 (2002), pp. 115-122, doi: 10.1016 / S0370-2693(02) 02910-6, arXiv: hep ph/0210336.
[100] S. Laporta, Calculation of Feynman integrals by difference equations, Acta Phys. Polon. B 34 (2003), ed. by M. Awramik, M. Czakon, and J. Gluza, pp. 5323-5334, arXiv: hep - ph / 0311065.
[101] A. V. Kotikov, Differential equations method: New technique for massive Feynman diagrams calculation, Phys. Lett. B 254 (1991), pp. 158-164, Dor: 10.1016/0370-2693(91)90413-K.
[102] Johannes M. Henn, Lectures on differential equations for Feynman integrals, J. Phys. A48 (2015), p. 153001, dor: \(10.1088 / 1751-8113 / 48 / 15 / 153001\), arXiv: 1412.2296 [hep-ph].
[103] Johannes M. Henn and Jan C. Plefka, Scattering Amplitudes in Gauge Theories, vol. 883, Berlin: Springer, 2014, isbn: 978-3-642-54021-9, doi: 10.1007/978-3-642-54022-6.
[104] P. Mastrolia and E. Remiddi, The Analytic value of a three loop sunrise graph in a particular kinematical configuration, Nucl. Phys. B 657 (2003), pp. 397-406, dor: 10.1016 / S0550-3213(03)00144-5, arXiv: hep-ph/0211451.
[105] S. Laporta, P. Mastrolia, and E. Remiddi, The Analytic value of a four loop sunrise graph in a particular kinematical configuration, Nucl. Phys. B 688 (2004), pp. 165-188, Dor: 10.1016/ j.nuclphysb.2004.03.029, arXiv: hep-ph/0311255.
[106] Johannes M. Henn, Alexander V. Smirnov, and Vladimir A. Smirnov, Evaluating singlescale and/or non-planar diagrams by differential equations, JHEP 03 (2014), p. 088, DOI: 10. 1007/JHEP03 (2014)088, arXiv: 1312.2588 [hep-th].
[107] M. Beneke and Vladimir A. Smirnov, Asymptotic expansion of Feynman integrals near threshold, Nucl. Phys. B 522 (1998), pp. 321-344, doi: 10.1016/S0550-3213(98)00138-2, arXiv: hep-ph/9711391.
[108] Stephen P. Martin, Evaluation of two loop selfenergy basis integrals using differential equations, Phys. Rev. D 68 (2003), p. 075002, Doi: 10.1103 / PhysRevD 68.075002 , arXiv: hep ph/0307101.
[109] Michele Caffo, H. Czyz, A. Grzelinska, and E. Remiddi, Numerical evaluation of the general massive 2 loop 4 denominator selfmass master integral from differential equations, Nucl. Phys. B 681 (2004), pp. 230-246, doi: 10 . 1016 / j . nuclphysb . 2004.01.019, arXiv: hep ph/0312189.
[110] M. Czakon, Tops from Light Quarks: Full Mass Dependence at Two-Loops in QCD, Phys. Lett. B 664 (2008), pp. 307-314, dor: \(10.1016 /\) j . physletb 2008 . 05.028, arXiv: 0803.1400 [hep-ph].
[111] Manoj K. Mandal and Xiaoran Zhao, Evaluating multi-loop Feynman integrals numerically through differential equations, JHEP 03 (2019), p. 190, DOI: 10 . 1007 / JHEP03(2019) 190, arXiv: 1812.03060 [hep-ph].
[112] S. Pozzorini and E. Remiddi, Precise numerical evaluation of the two loop sunrise graph master integrals in the equal mass case, Comput. Phys. Commun. 175 (2006), pp. 381-387, doi: 10. 1016/j.cpc.2006.05.005, arXiv: hep-ph/0505041.
[113] Francesco Moriello, Generalised power series expansions for the elliptic planar families of Higgs + jet production at two loops, JHEP 01 (2020), p. 150, DOI: 10.1007 / JHEP01 (2020) 150, arXiv: 1907.13234 [hep-ph].
[114] Martijn Hidding, DiffExp, a Mathematica package for computing Feynman integrals in terms of one-dimensional series expansions, Comput. Phys. Commun. 269 (2021), p. 108125, dor: 10.1016/j.cpc.2021.108125, arXiv: 2006.05510 [hep-ph].
[115] Tommaso Armadillo, Roberto Bonciani, Simone Devoto, Narayan Rana, and Alessandro Vicini, Evaluation of Feynman integrals with arbitrary complex masses via series expansions (May 2022), arXiv: 2205.03345 [hep-ph].
[116] Xiao Liu and Yan-Qing Ma, AMFlow: a Mathematica package for Feynman integrals computation via Auxiliary Mass Flow (Jan. 2022), arXiv: 2201.11669 [hep-ph].
[117] Fabio Maltoni, Manoj K. Mandal, and Xiaoran Zhao, Top-quark effects in diphoton production through gluon fusion at NLO in QCD (2018), arXiv: 1812.08703 [hep-ph] .
[118] R. Bonciani, V. Del Duca, H. Frellesvig, M. Hidding, V. Hirschi, F. Moriello, G. Salvatori, G. Somogyi, and F. Tramontano, Next-to-leading-order QCD Corrections to Higgs Production in association with a Jet (June 2022), arXiv: 2206.10490 [hep-ph].
[119] Tommaso Armadillo, Roberto Bonciani, Simone Devoto, Narayan Rana, and Alessandro Vicini, Two-loop mixed QCD-EW corrections to neutral current Drell-Yan, JHEP 05 (2022), p. 072, Dor: 10.1007/JHEP05(2022) 072, arXiv: 2201.01754 [hep-ph].
[120] Samuel Abreu, Harald Ita, Francesco Moriello, Ben Page, Wladimir Tschernow, and Mao Zeng, Two-Loop Integrals for Planar Five-Point One-Mass Processes, JHEP 11 (2020), p. 117, Dor: 10.1007/JHEP11 (2020) 117, arXiv: 2005.04195 [hep-ph].
[121] Christian Brønnum-Hansen, Kirill Melnikov, Jérémie Quarroz, and Chen-Yu Wang, On non-factorisable contributions to t-channel single-top production, JHEP 11 (2021), p. 130, Doi: 10.1007/JHEP11 (2021) 130, arXiv: 2108.09222 [hep-ph].
[122] Amedeo Primo and Lorenzo Tancredi, On the maximal cut of Feynman integrals and the solution of their differential equations, Nucl. Phys. B916 (2017), pp. 94-116, Dor: 10.1016/j . nuclphysb.2016.12.021, arXiv: 1610.08397 [hep-ph].
[123] Amedeo Primo and Lorenzo Tancredi, Maximal cuts and differential equations for Feynman integrals. An application to the three-loop massive banana graph, Nucl. Phys. B921 (2017), pp. 316-356, Dor: 10.1016/j.nuclphysb.2017.05.018, arXiv: 1704.05465 [hep-ph].
[124] Jorrit Bosma, Mads Sogaard, and Yang Zhang, Maximal Cuts in Arbitrary Dimension, JHEP 08 (2017), p. 051, Dor: 10.1007/JHEP08(2017) 051, arXiv: 1704.04255 [hep-th].
[125] Christian Bogner and Stefan Weinzierl, Periods and Feynman integrals, J. Math. Phys. 50 (2009), p. 042302, dor: \(10.1063 / 1.3106041\), arXiv: 0711.4863 [hep-th].
[126] Claude Duhr, Mathematical aspects of scattering amplitudes, Theoretical Advanced Study Institute in Elementary Particle Physics: Journeys Through the Precision Frontier: Amplitudes for Colliders, 2015, pp. 419-476, Doi: 10.1142/9789814678766_0010, arXiv: 1411.7538 [hep-ph].
[127] Yang Zhang, An Introduction to Integrals with Uniformally Transcendental Weights, Canonical Differential Equation, Symbols and Polylogarithms, Lectures notes on scattering amplitudes, 2021, URL: http://staff.ustc.edu.cn/~yzhphy/teaching/summer2021/UT\%5C_2021. pdf.
[128] E. Remiddi and J. A. M. Vermaseren, Harmonic polylogarithms, Int. J. Mod. Phys. A15 (2000), pp. 725-754, Doi: 10.1142/S0217751X00000367, arXiv: hep-ph/9905237 [hep-ph].
[129] K. T. Chen, Iterated path integrals, Bull. Amer. Math. Soc 83 (1977), pp. 831-879.
[130] Francis Brown, Iterated integrals in quantum field theory, 6th Summer School on Geometric and Topological Methods for Quantum Field Theory, 2013, pp. 188-240, dor: 10.1017/ CB09781139208642.006.
[131] D Maitre, HPL, a mathematica implementation of the harmonic polylogarithms, Comput. Phys. Соттип. 174 (2006), pp. 222-240, dor: 10 . 1016 / j . cpc . 2005 . 10 . 008, arXiv: hep ph/0507152.
[132] Daniel Maitre, Extension of HPL to complex arguments, Comput. Phys. Commun. 183 (2012), p. 846, dor: 10.1016/j.cpc.2011.11.015, arXiv: hep-ph/0703052.
[133] Hjalte Frellesvig, Generalized Polylogarithms in Maple (June 2018), arXiv: 1806. 02883 [hep-th].
[134] Claude Duhr and Falko Dulat, PolyLogTools - polylogs for the masses, JHEP 08 (2019), p. 135, Dor: 10.1007/JHEP08(2019) 135, arXiv: 1904.07279 [hep-th].
[135] T. Gehrmann and E. Remiddi, Numerical evaluation of harmonic polylogarithms, Comput. Phys. Coттии. 141 (2001), pp. 296-312, dor: 10.1016/S0010-4655(01)00411-8, arXiv: hep-ph/0107173.
[136] Jens Vollinga and Stefan Weinzierl, Numerical evaluation of multiple polylogarithms, Comput. Phys. Commun. 167 (2005), p. 177, dor: 10.1016/j . cpc .2004.12.009, arXiv: hepph/0410259.
[137] Stephan Buehler and Claude Duhr, CHAPLIN - Complex Harmonic Polylogarithms in Fortran, Comput. Phys. Commun. 185 (2014), pp. 2703-2713, dor: 10.1016/j. cpc. 2014. 05. 022, arXiv: 1106.5739 [hep-ph].
[138] Hjalte Frellesvig, Damiano Tommasini, and Christopher Wever, On the reduction of generalized polylogarithms to \(L i_{n}\) and \(L i_{2,2}\) and on the evaluation thereof, JHEP 03 (2016), p. 189, Doi: 10.1007/JHEP03 (2016)189, arXiv: 1601.02649 [hep-ph].
[139] L. Naterop, A. Signer, and Y. Ulrich, handyG - Rapid numerical evaluation of generalised polylogarithms in Fortran, Comput. Phys. Commun. 253 (2020), p. 107165, dor: 10.1016/j . cpc.2020.107165, arXiv: 1909.01656 [hep-ph].
[140] Yuxuan Wang, Li Lin Yang, and Bin Zhou, FastGPL: a C++ library for fast evaluation of generalized polylogarithms (Dec. 2021), arXiv: 2112.04122 [hep-ph].
[141] Marco Besier, Duco Van Straten, and Stefan Weinzierl, Rationalizing roots: an algorithmic approach, Commun. Num. Theor. Phys. 13 (2019), pp. 253-297, dor: 10.4310/CNTP . 2019. v13.n2.a1, arXiv: 1809.10983 [hep-th].
[142] Marco Besier, Pascal Wasser, and Stefan Weinzierl, RationalizeRoots: Software Package for the Rationalization of Square Roots, Comput. Phys. Commun. 253 (2020), p. 107197, doi: 10. 1016/j.cpc.2020.107197, arXiv: 1910.13251 [cs.MS].
[143] Claude Duhr and Francis Brown, A double integral of dlog forms which is not polylogarithmic, PoS MA2019 (2022), p. 005, doi: 10.22323/1.383.0005, arXiv: 2006.09413 [hep-th].
[144] Alexander B. Goncharov, Marcus Spradlin, C. Vergu, and Anastasia Volovich, Classical Polylogarithms for Amplitudes and Wilson Loops, Phys. Rev. Lett. 105 (2010), p. 151605, doi: 10.1103/PhysRevLett.105.151605, arXiv: 1006.5703 [hep-th].
[145] Mario Argeri, Stefano Di Vita,Pierpaolo Mastrolia, Edoardo Mirabella, Johannes Schlenk, Ulrich Schubert, and Lorenzo Tancredi, Magnus and Dyson Series for Master Integrals, JHEP 03 (2014), p. 082, Doi: 10.1007/JHEP03(2014) 082, arXiv: 1401.2979 [hep-ph].
[146] W. Magnus, On the exponential solution of differential equations for a linear operator, Comm. Pure and Appl. Math. VII (1954).
[147] F. J. Dyson, The Radiation theories of Tomonaga, Schwinger, and Feynman, Phys. Rev. 75 (1949), pp. 486-502, dor: 10.1103/PhysRev.75.486.
[148] Johannes Henn, Bernhard Mistlberger, Vladimir A. Smirnov, and Pascal Wasser, Constructing d-log integrands and computing master integrals for three-loop four-particle scattering, JHEP 04 (2020), p. 167, dor: 10.1007/JHEP04 (2020) 167, arXiv: 2002.09492 [hep-ph].
[149] Roman N. Lee, Reducing differential equations for multiloop master integrals, JHEP 04 (2015), p. 108, Doi: 10.1007/JHEP04 (2015) 108, arXiv: 1411.0911 [hep-ph].
[150] Oleksandr Gituliar and Vitaly Magerya, Fuchsia: a tool for reducing differential equations for Feynman master integrals to epsilon form, Comput. Phys. Commun. 219 (2017), pp. 329-338, Dor: \(10.1016 / \mathrm{j} . \mathrm{cpc} .2017 .05 .004\), arXiv: 1701.04269 [hep-ph].
[151] Mario Prausa, epsilon: A tool to find a canonical basis of master integrals, Comput. Phys. Comтип. 219 (2017), pp. 361-376, doi: \(10.1016 / \mathrm{j} . \mathrm{cpc} .2017 .05 .026\), arXiv: 1701.00725 [hep-ph].
[152] Roman N. Lee, Libra: A package for transformation of differential systems for multiloop integrals, Comput. Phys. Commun. 267 (2021), p. 108058, dor: 10.1016/j.cpc.2021.108058, arXiv: 2012.00279 [hep-ph].
[153] Christoph Meyer, Transforming differential equations of multi-loop Feynman integrals into canonical form, JHEP 04 (2017), p. 006, Dor: 10. 1007 / JHEP04(2017) 006, arXiv: 1611. 01087 [hep-ph].
[154] Christoph Meyer, Algorithmic transformation of multi-loop master integrals to a canonical basis with CANONICA, Comput. Phys. Commun. 222 (2018), pp. 295-312, Dor: 10.1016/ j.cpc.2017.09.014, arXiv: 1705.06252 [hep-ph].
[155] Christoph Dlapa, Johannes Henn, and Kai Yan, Deriving canonical differential equations for Feynman integrals from a single uniform weight integral, JHEP 05 (2020), p. 025, Doi: 10.1007/JHEP05 (2020) 025, arXiv: 2002.02340 [hep-ph].
[156] Stefano Di Vita, Pierpaolo Mastrolia, Ulrich Schubert, and Valery Yundin, Three-loop master integrals for ladder-box diagrams with one massive leg, JHEP 09 (2014), p. 148, Doi: 10.1007/JHEP09 (2014) 148, arXiv: 1408.3107 [hep-ph].
[157] Raghuveer Garani, Federico Gasparotto, Pierpaolo Mastrolia, Henrik J. Munch, Sergio Palomares-Ruiz, and Amedeo Primo, Two-photon exchange in leptophilic dark matter scenarios,JHEP 12 (2021), p. 212, DoI: 10.1007/JHEP12 (2021) 212, arXiv: 2105.12116 [hep-ph].
[158] Antonio Boveia and Caterina Doglioni, Dark Matter Searches at Colliders, Ann. Rev. Nucl. Part. Sci. 68 (2018), pp. 429-459, doi: 10. 1146/annurev-nucl-101917-021008, arXiv: 1810.12238 [hep-ex].
[159] W. Bernreuther, R. Bonciani, T. Gehrmann, R. Heinesch, T. Leineweber, and E. Remiddi, Two-loop QCD corrections to the heavy quark form-factors: Anomaly contributions, Nucl. Phys. B 723 (2005), pp. 91-116, Dor: 10.1016/j. nuclphysb. 2005.06.025, arXiv: hep-ph/ 0504190.
[160] Hiren H. Patel, Package-X: A Mathematica package for the analytic calculation of one-loop integrals, Comput. Phys. Commun. 197 (2015), pp. 276-290, Dor: 10.1016/j . cpc.2015.08. 017, arXiv: 1503.01469 [hep-ph].
[161] Amedeo Primo, Gianmarco Sasso, Gabor Somogyi, and Francesco Tramontano, Exact Top Yukawa corrections to Higgs boson decay into bottom quarks, Phys. Rev. D 99.5 (2019), p. 054013, dor: 10.1103/PhysRevD.99.054013, arXiv: 1812.07811 [hep-ph].
[162] R. N. Lee, Presenting LiteRed: a tool for the Loop InTEgrals REDuction (2012), arXiv: 1212. 2685 [hep-ph].
[163] David H. Bailey and J. M. Borwein, PSLQ: An Algorithm to Discover Integer Relations, 2009.
[164] H. R. P. Ferguson and D. H. Bailey, A Polynomial Time, Numerically Stable Integer Relation Algorithm, RNRTechnical Report RNR-91-032 (1992).
[165] Charalampos Anastasiou, Stefan Beerli, Stefan Bucherer, Alejandro Daleo, and Zoltan Kunszt, Two-loop amplitudes and master integrals for the production of a Higgs boson via a massive quark and a scalar-quark loop, JHEP 01 (2007), p. 082, Dor: 10.1088/1126-6708/ 2007/01/082, arXiv: hep-ph/0611236 [hep-ph].
[166] M. Argeri, P. Mastrolia, and E. Remiddi, The Analytic value of the sunrise selfmass with two equal masses and the external invariant equal to the third squared mass, Nucl. Phys. B 631 (2002), pp. 388-400, doi: 10.1016/S0550-3213(02) 00176-1, arXiv: hep-ph/0202123.
[167] R. Bonciani, P. Mastrolia, and E. Remiddi, Master integrals for the two loop QCD virtual corrections to the forward backward asymmetry, Nucl. Phys. B 690 (2004), pp. 138-176, Doi: 10.1016/j .nuclphysb.2004.04.011, arXiv: hep-ph/0311145.
[168] W. Bernreuther, R. Bonciani, T. Gehrmann, R. Heinesch, P. Mastrolia, and E. Remiddi, Decays of scalar and pseudoscalar Higgs bosons into fermions: Two-loop QCD corrections to the Higgs-quark-antiquark amplitude, Phys. Rev. D 72 (2005), p. 096002, Dor: 10. 1103/ PhysRevD.72.096002, arXiv: hep-ph/0508254.
[169] Keiji Matsumoto, Introduction to the Intersection Theory for Twisted Homology and Cohomology Groups, PoS MA2019 (2022), p. 007, Doi: 10.22323/1.383.0007.
[170] Yoshiaki Goto, Appell-Lauricella's hypergeometric functions and intersection theory, PoS MA2019 (2022), p. 008, doi: 10.22323/1.383.0008.
[171] L. Pochhammer, Zur Theorie der Eulerśchen Integrale, Mathematische Annalen 35 (), pp. 495526, dor: 10.1007/bf02122658.

\section*{REFERENCES}
[172] M. Nakahara, Geometry, topology and physics, Bristol, UK: Hilger (1990) 505 p. (Graduate student series in physics), 2003, urL: http://www.slac.stanford.edu/spires/find/ hep/www?key=7208855.
[173] Keiji Matsumoto, Monodromy and Pfaffian of Lauricella's \(F_{D}\) in Terms of the Intersection Forms of Twisted (Co)homology Groups, Kyushu Journal of Mathematics 67.2 (2013), pp. 367387, DOI: 10.2206/kyushujm.67.367.
[174] Yoshiaki Goto, Contiguity relations of Lauricella's \(F_{D}\) revisited, Tohoku Math. J. (2) 69.2 (June 2017), pp. 287-304, Dor: 10 . 2748/tmj/1498269627, url: https : / / doi . org/10. 2748 / tmj/1498269627.
[175] Michitake Kita and Masaaki Yoshida, Intersection Theory for Twisted Cycles, Mathematische Nachrichten 166.1 (1994), pp. 287-304, issn: 1522-2616, DOI: 10.1002/mana. 19941660122, URL: http://dx.doi.org/10.1002/mana. 19941660122.
[176] Michitake Kita and Masaaki Yoshida, Intersection Theory for Twisted Cycles II - Degenerate Arrangements, Mathematische Nachrichten 168.1 (1994), pp. 171-190, Dor: https : / / doi . org/10.1002/mana.19941680111, url: https://onlinelibrary.wiley.com/doi/abs/ 10.1002/mana. 19941680111.
[177] Masaaki Yoshida, Intersection Theory for Twisted Cycles III — Determinant Formulae, Mathematische Nachrichten 214.1 (2000), pp. 173-185, Dor: https://doi.org/10.1002/15222616(200006)214:1<173: :AID-MANA173>3.0.CO;2-0, URL: https://onlinelibrary. wiley.com/doi/abs/10.1002/1522-2616.
[178] Katsuhisa Mimachi, Hiroyuki Ochiai, and Masaaki Yoshida, Intersection theory for loaded cycles IV — resonant cases, Mathematische Nachrichten 260.1 (2003), pp. 67-77, DoI: https : //doi.org/10.1002/mana.200310105, URL: https://onlinelibrary.wiley.com/doi/ abs/10.1002/mana. 200310105.
[179] Daniel Huybrechts, Complex Geometry, an Introduction, Springer Universitext, 2005, ISBN: 3-540-21290-6.
[180] Thomas Bitoun, Christian Bogner, René Pascal Klausen, and Erik Panzer, The number of master integrals as Euler characteristic, PoS LL2018 (2018), p. 065, Dor: 10. 22323/1. 303. 0065, arXiv: 1809.03399 [hep-th].
[181] J. Milnor, Morse Theory. (AM-51), Annals of Mathematics Studies v. 51, Princeton University Press, 2016, ISBN: 9781400881802, URL: https://press.princeton.edu/titles/ 1569 .html.
[182] Koji Cho and Keiji Matsumoto, Intersection theory for twisted cohomologies and twisted Riemann's period relations I, Nagoya Math. J. 139 (1995), pp. 67-86, Doi: 10. 1017/S0027763000005304, URL: http://projecteuclid.org/euclid.nmj/1118775097.
[183] Katsuyoshi Ohara, Yuichi Sugiki, and Nobuki Takayama, Quadratic Relations for Generalized Hypergeometric Functions \({ }_{p} F_{p-1}\), Funkcialaj Ekvacioj 46.2 (2003), pp. 213-251, dor: 10.1619/fesi.46.213.
[184] Yoshiaki Goto, Twisted period relations for Lauricella's hypergeometric functions \(F_{A}\), Osaka J. Math. 52.3 (July 2015), pp. 861-879, urL: https ://projecteuclid. org : 443/euclid. ojm/1437137622.
[185] Yoshiaki Goto, Intersection Numbers and Twisted Period Relations for the Generalized Hypergeometric Function \({ }_{m+1} F_{m}\), Kyushu Journal of Mathematics 69.1 (2015), pp. 203-217, doi: 10.2206/kyushujm.69.203.
[186] Yoshiaki Goto, Twisted Cycles and Twisted Period Relations for Lauricella's Hypergeometric Function \(F_{C}\), International Journal of Mathematics 24.12 (2013), p. 1350094, dor: 10.1142/ S0129167X13500948, arXiv: 1308.5535 [math.AG].
[187] David Broadhurst and Anton Mellit, Perturbative quantum field theory informs algebraic geometry, PoS LL2016 (2016), p. 079, Dor: 10.22323/1.260.0079.
[188] Yajun Zhou, Wrońskian factorizations and Broadhurst-Mellit determinant formulae, Commun. Num. Theor. Phys. 12 (2018), pp. 355-407, dor: 10.4310/CNTP . 2018.v12.n2 . a5, arXiv: 1711.01829 [math.CA].
[189] Roman N. Lee, Symmetric \(\epsilon\) - and ( \(\epsilon+1 / 2\) )-forms and quadratic constraints in "elliptic" sectors, JHEP 10 (2018), p. 176, dor: 10.1007/JHEP10 (2018) 176, arXiv: 1806.04846 [hep-ph].
[190] David Broadhurst and David P. Roberts, Quadratic relations between Feynman integrals, PoS LL2018 (2018), p. 053, Dor: 10.22323/1.303.0053.
[191] Yajun Zhou, Wrońskian algebra and Broadhurst-Roberts quadratic relations, Commun. Num. Theor. Phys. 15.4 (2021), pp. 651-741, dor: 10.4310 / CNTP . 2021 . v15 . n4 . a1, arXiv: 2012.03523 [math.NT].
[192] Javier Fresán, Claude Sabbah, and Jeng-Daw Yu, Quadratic relations between periods of connections (2020), arXiv: 2005.11525 [math. AG].
[193] Javier Fresán, Claude Sabbah, and Jeng-Daw Yu, Quadratic relations between Bessel moments (2020), arXiv: 2006.02702 [math . AG].
[194] Kilian Bönisch, Claude Duhr, Fabian Fischbach, Albrecht Klemm, and Christoph Nega, Feynman Integrals in Dimensional Regularization and Extensions of Calabi-Yau Motives (Aug. 2021), arXiv: 2108.05310 [hep-th].
[195] Stefano Laporta, Four-loop master integrals and hypergeometric functions, PoS MA2019 (2022), p. 023, Doi: 10.22323/1.383.0023.
[196] Kazuhiko Aomoto, On vanishing of cohomology attached to certain many valued meromorphic functions, J. Math. Soc. Japan 27.2 (Apr. 1975), pp. 248-255, dor: \(10.2969 / \mathrm{jmsj} / 02720248\), URL: https://doi.org/10.2969/jmsj/02720248.
[197] M. Kreuzer and L. Robbiano, Computational Commutative Algebra 1, Computational Commutative Algebra, Springer Berlin Heidelberg, 2008, isbn: 9783540677338, url: https : //books.google.com/books?id=dpvw9aW9MigC.
[198] Pierpaolo Mastrolia, Edoardo Mirabella, Giovanni Ossola, and Tiziano Peraro, Scattering Amplitudes from Multivariate Polynomial Division, Phys. Lett. B 718 (2012), pp. 173-177, Dor: \(10.1016 / \mathrm{j}\). physletb. 2012.09.053, arXiv: 1205.7087 [hep-ph] .
[199] David A. Cox, John B. Little, and Donal O'Shea, Using Algebraic Geometry, First, vol. 185, Graduate Texts in Mathematics, Springer, 1998, Dor: 10.1007/978-1-4757-6911-1, URL: http://dx.doi.org/10.1007/978-1-4757-6911-1.
[200] Yunfeng Jiang and Yang Zhang, Algebraic geometry and Bethe ansatz. Part I. The quotient ring for BAE, JHEP 03 (2018), p. 087, Doi: 10.1007/JHEP03(2018) 087, arXiv: 1710.04693 [hep-th].
[201] Paul Breiding and Sascha Timme, HomotopyContinuation.jl: A Package for Homotopy Continuation in Julia, International Congress on Mathematical Software, Springer, 2018, pp. 458465.
[202] Sebastian Mizera and Simon Telen, Landau discriminants, JHEP 08 (2022), p. 200, Dor: \(10.1007 /\) JHEP08 (2022) 200, arXiv: 2109.08036 [math-ph].
[203] Daniele Agostini, Claudia Fevola, Anna-Laura Sattelberger, and Simon Telen, Vector Spaces of Generalized Euler Integrals (Aug. 2022), arXiv: 2208.08967 [math . AG].
[204] Mads Søgaard and Yang Zhang, Scattering Equations and Global Duality of Residues, Phys. Rev. D 93.10 (2016), p. 105009, dor: 10.1103/PhysRevD.93.105009, arXiv: 1509.08897 [hep-th].
[205] I.M Gelfand,M.M Kapranov, and A.V Zelevinsky, Generalized Euler integrals and A-hypergeometric functions, Advances in Mathematics 84.2 (1990), pp. 255-271, issn: 0001-8708, doi: https : //doi.org/10.1016/0001-8708(90)90048-R, URL: https://www.sciencedirect.com/ science/article/pii/000187089090048R.
[206] Emad Nasrollahpoursamami, Periods of Feynman Diagrams and GKZ D-Modules, arXiv:1605.04970 (May 2016), arXiv: 1605.04970 [math-ph].
[207] Tai-Fu Feng, Hai-Bin Zhang, and Chao-Hsi Chang, Feynman Integrals of Grassmannians (June 2022), arXiv: 2206.04224 [hep-th].
[208] Henrik J. Munch, Feynman Integral Relations from GKZ Hypergeometric Systems, 16th DESY Workshop on Elementary Particle Physics: Loops and Legs in Quantum Field Theory 2022, July 2022, arXiv: 2207.09780 [hep-th].
[209] Pierre Vanhove, Feynman integrals, toric geometry and mirror symmetry, KMPB Conference: Elliptic Integrals, Elliptic Functions and Modular Forms in Quantum Field Theory, 2019, pp. 415458, dor: 10.1007/978-3-030-04480-0_17, arXiv: 1807.11466 [hep-th].
[210] Leonardo de la Cruz, Feynman integrals as A-hypergeometric functions (2019), arXiv: 1907. 00507 [math-ph].
[211] René Pascal Klausen, Hypergeometric Series Representations of Feynman Integrals by GKZ Hypergeometric Systems, JHEP 04 (2020), p. 121, Dor: 10.1007/ JHEP04(2020) 121, arXiv: 1910.08651 [hep-th].
[212] Tai-Fu Feng, Chao-Hsi Chang, Jian-Bin Chen, and Hai-Bin Zhang, GKZ-hypergeometric systems for Feynman integrals, Nucl. Phys. B 953 (2020), p. 114952, doi: 10 . 1016 / j . nuclphysb.2020.114952, arXiv: 1912.01726 [hep-th].
[213] Kilian Bönisch, Fabian Fischbach, Albrecht Klemm, Christoph Nega, and Reza Safari, Analytic structure of all loop banana integrals, JHEP 05 (2021), p. 066, DOI: 10.1007/JHEP05 (2021) 066, arXiv: 2008.10574 [hep-th].
[214] Felix Tellander and Martin Helmer, Cohen-Macaulay Property of Feynman Integrals (Aug. 2021), arXiv: 2108.01410 [hep-th].
[215] René Pascal Klausen, Kinematic singularities of Feynman integrals and principal A-determinants, JHEP 02 (2022), p. 004, DOI: \(10.1007 /\) JHEP02 (2022) 004, arXiv: 2109.07584 [hep-th].
[216] Uli Walther, On Feynman graphs, matroids, and GKZ-systems (June 2022), arXiv: 2206. 05378 [math-ph].
[217] Moulay Barkatou, Thomas Cluzeau, Carole El Bacha, and Jacques-Arthur Weil, IntegrableConnections, A Maple package for computing closed form solutions of integrable connections (), URL: \%7Bhttp://www. unilim.fr/pages\%5C_perso/thomas.cluzeau/Packages/ IntegrableConnections/PDS.html\%7D.
[218] Saiei-Jaeyeong Matsubara-Heo, Euler and Laplace integral representations of GKZ hypergeometric functions (2019), arXiv: 1904.00565 [math. CA].
[219] Eugene R. Speer, Generalized Feynman Amplitudes, Princeton University Press, 1969.
[220] Keiji Matsumoto, Relative twisted homology and cohomology groups associated with Lauricella's \(F_{D}\) (2018), arXiv: 1804.00366 [math. AG].
[221] Jiaqi Chen, Xuhang Jiang, Chichuan Ma, Xiaofeng Xu, and Li Lin Yang, Baikov representations, intersection theory, and canonical Feynman integrals, JHEP 07 (2022), p. 066, DOr: 10.1007/JHEPO7 (2022) 066, arXiv: 2202.08127 [hep-th].
[222] Vsevolod Chestnov, Federico Gasparotto, Manoj K. Mandal, Pierpaolo Mastrolia, Saiei J. Matsubara-Heo, Henrik J. Munch, and Nobuki Takayama, Macaulay Matrix for Feynman Integrals: Restriction of \(D\)-Modules (), in preparation.
[223] Vsevolod Chestnov, Recent progress in intersection theory for Feynman integrals decomposition, Sept. 2022, arXiv: 2209.01464 [hep-th].
[224] J. Moser, The order of a singularity in Fuchs' theory, Mathematische Zeitschrift (1959), Dor: 10.1007/BF01162962.```


[^0]:    ${ }^{1}$ This work was accepted for publication before the official start of the Ph.D. program. The author was supported by the post-lauream research fellowship: "Supporting Talent and ReSearch at Padova University"-"Diagrammalgebra, The Algebraic Structure of Quantum Interactions".

[^1]:    ${ }^{1}$ We consider the case of just two external spinors for ease of notation.

[^2]:    ${ }^{2}$ We will usually adopt the splitting $n=n_{\text {den }}+n_{\text {ISP }}$ and list the denominators first, i.e.

    $$
    \left(D_{1}, \ldots, D_{n}\right)=\left(D_{1}, \ldots, D_{n_{\mathrm{den}}}, D_{n_{\mathrm{den}}+1}, \ldots, D_{n_{\mathrm{den}}+n_{\mathrm{ISP}}}\right)
    $$

[^3]:    ${ }^{3}$ In order to fix the ideas we can think $\ell=1$ FI, or a $\ell>1$ FI where we do not include ISPs. hence $n=n_{\text {den }}$.

[^4]:    ${ }^{4}$ This example is adapted from [64].
    ${ }^{5}$ This example is adapted from [65].

[^5]:    ${ }^{6}$ See also [76] for a previous application of finite fields in the context of IBPs.

[^6]:    ${ }^{7}$ Comparing to the integral representation in eq. (2.27), we remove the common over-all prefactors, without altering integral relations.
    ${ }^{8}$ In the more refined language of [80], $\widehat{\xi}_{i}$ belongs to the ring $\mathbb{A}=\mathbb{Q}(\mathbf{y})\left[z_{1}, \ldots, z_{n}\right]$, where $\mathbf{y}$ denotes the kinematic invariants.
    ${ }^{9}$ See footnote 2 where $n_{\text {den }}$ was introduced.

[^7]:    ${ }^{10}$ See also [82, 83, 84] for syzygy-related ideas in the context of IBPs.
    ${ }^{11}$ In the language of [80], $M_{1}$ and $M_{2}$ are sub-modules of the module $\mathbb{A}^{n}$.
    ${ }^{12}$ The authors of [80] acknowledge that idea of exploiting such relations is due to Roman Lee, see also http: //mathsketches.blogspot.com/2010/07/blog-post.html.

[^8]:    ${ }^{13}$ We used the command SingularIntersect of its Mathematica interface [85].
    ${ }^{14}$ We do not apply to this identity any symmetry relations, nor we eliminate dimensionsless integrals.

[^9]:    ${ }^{15}$ We temporary introduce the dependence on $(r, s)$-see eq. (2.6) -since it will be useful for the considerations in the following.

[^10]:    ${ }^{16}$ Nevertheless they can still be applied in such cases, at the price of introducing a new, fictitious, scale-which is eventually set to 0 -in order to have a non-trivial system. See e.g. [104, 105, 106].

[^11]:    ${ }^{17}$ If needed, rewrite numerators in terms of denominators and simplify common factors

[^12]:    ${ }^{18}$ The factor $e^{\epsilon \gamma_{E}}$ is included here in order to have somewhat cleaner formulas in the following discussion. Nevertheless its presence is important if we address more number-theoretical questions related to FIs, see [125, 126].
    ${ }^{19}$ This example is adapted from [127].

[^13]:    ${ }^{20}$ In the study of Differential equations for FIs the class of functions which was systematically studied at the beginning was the one of Harmonic Polylogarithms (HPLs) [128]. See also the references in this work for previous incarnations of these functions in related contexts of Physics. More generally the class of functions that are relevant are iterated integrals $[129,130]$.

[^14]:    ${ }^{21}$ The above-mentioned HPLs (cf. footnote 20) are characterized by the fact that $a_{i} \in(-1,0,1)$.
    ${ }^{22}$ Let us consider $\mathbf{a}=\left(a_{1}\right)$ and $\mathbf{b}=\left(b_{1}, b_{2}\right)$, then

    $$
    \mathbf{a} \amalg \mathbf{b}=\left\{\left(a_{1}, b_{1}, b_{2}\right),\left(b_{1}, a_{1}, b_{2}\right),\left(b_{1}, b_{2}, a_{1}\right)\right\},
    $$

[^15]:    ${ }^{23}$ From now one we omit the dependence of $\mathcal{B}(\mathbf{z}, y)$, on $(\mathbf{x}, y)$. Therefore $\mathcal{B}(\mathbf{z}, y)=\mathcal{B}$.

[^16]:    ${ }^{1}$ In the following we will keep the general subscript $(\bullet)_{N}$ for nucleons, since some of the expressions obtained can be used even in different approximations compared to the one of [157].
    ${ }^{2}$ The two loop diagrams are the so called one body interactions. Other contributions are the two body interactions, corresponding to one loop Feynman diagrams. See [157] and references therein for the interplay of the two.

[^17]:    ${ }^{3}$ We write the expressions momentarily in $d=4$.
    ${ }^{4}$ For the $d$-dimensional treatment of $\gamma_{5}$ we follow the pragmatic approach of [159] and references therein. In particular $\gamma_{5}=-i / 4!\epsilon_{\mu, \nu, \rho, \sigma} \gamma^{\mu} \gamma^{\nu} \gamma^{\rho} \gamma^{\sigma}$ where the indices are $d$-dimensional. Dirac algebra is performed also with the help of Package-X [160].

[^18]:    ${ }^{5}$ The pseudo-scalar form factor in the soft approximation admits an asymptotic expansion which we do not consider here.

[^19]:    ${ }^{6}$ The integral measure is assumed to be $\left(m_{l}^{2}\right)^{\epsilon} \int d^{d} k_{i}\left(i \pi^{d / 2} \Gamma(1+\epsilon)\right)^{-1}$ for each loop, in such a way that $\mathrm{I}_{1}=1$. The original integral measure can be always retrieved at the end.
    ${ }^{7}$ In some cases the analytic expressions were recovered from high-precision numerical evaluations obtained with GINAC , thanks to the PSLQ algorithm $[163,164]$ implementation of PolyLogTools.
    ${ }^{8}$ The fact that $\mathrm{I}_{14}$ vanishes in the $t \rightarrow 0$ limit can be inferred from the results of ref. [165].

[^20]:    ${ }^{9}$ The canonical set of MIs for this example has been found by Hernik J. Munch.

[^21]:    ${ }^{10}$ The subscripts follow from the original set in subsection 3.2.1.

[^22]:    ${ }^{11}$ The numerical evaluations of the form factor was carried over by P. Mastrolia and A. Primo.

[^23]:    ${ }^{1}$ We benefit a lot from the set of lectures "Advanced Methods for Scattering Amplitudes" delivered by S.L. Cacciatori, Y. Goto and P. Mastrolia, Padova-July 2021 as well as from the cycle of seminars held by Y. Goto and K. Matsumoto, Padova-September 2019 and several discussions with S. Mizera.

[^24]:    ${ }^{2}$ The importance of the harmless rearrangement in the last line of eq. (4.2) will become more transparent soon.

[^25]:    ${ }^{3}$ For a physics-oriented introduction to Homology see e.g. [172].

[^26]:    ${ }^{4}$ It can be shown that, for instance, the Euler Beta $B(p, q)$ and the hypergeometric ${ }_{2} F_{1}$ can be cast in this form (cf. appendix B). Beside them, also the Lauricella $F_{D}$ admits the same representation $[173,174]$.

[^27]:    ${ }^{5}$ We stress that this is just a choice in order to simplify the discussion. Even if several mathematical functions fall into this category (cf. footnote (4)), some of the results derived hereafter will be applied in a more generic scenario. For example we will never rely on the fact that the various $x_{i}$ are real.
    ${ }^{6}$ The set of points $\left\{x_{0}, \ldots x_{m+2}\right\}$ are now the poles of $\omega(z)$, see also eq. (4.55). Hence the notation

    $$
    \begin{equation*}
    \mathcal{P}_{\omega}=\left\{x_{0}, \ldots x_{m+2}\right\} . \tag{4.62}
    \end{equation*}
    $$

[^28]:    ${ }^{7}$ See e.g. [179], proposition (1.3.7).
    ${ }^{8}$ In full generality $d(\bullet)=\partial(\bullet)+\bar{\partial}(\bullet)=\frac{\partial(\bullet)}{\partial z} d z+\frac{\partial(\bullet)}{\partial \bar{z}} d \bar{z}$.
    ${ }^{9}$ At the moment $\nu$ is a mere symbol. However, as it will become clear in the following, this choice is not an accident (cf. section 2.4). In fact, applying this framework to the case of FIs, $\nu$ will be precisely the number of MIs. The connection among dimensions of (co)homology groups, Euler characteristic and number of MIs has been proposed originally in [54, 180].
    ${ }^{10}$ For a comprehensive discussion on Morse Theory see e.g. [181].

[^29]:    ${ }^{11}$ If $z_{\mathrm{crt}}=\left(x_{\mathrm{crt}}, y_{\mathrm{crt}}\right)$ is a critical point for $h_{c}$ then it is clear that it is also a critical point for $h_{r}$, since

    $$
    \begin{equation*}
    \left.d h_{c}\right|_{\left(x_{\mathrm{crt}}, y_{\mathrm{crt}}\right)}=\left.d \operatorname{Re} h_{c}\right|_{\left(x_{\mathrm{crt}}, y_{\mathrm{crt}}\right)}+\left.i d \operatorname{Im} h_{c}\right|_{\left(x_{\mathrm{crt}}, y_{\mathrm{crt}}\right)}=\left.d h_{r}\right|_{\left(x_{\mathrm{crt}}, y_{\mathrm{crt}}\right)}+\left.i d \operatorname{Im} h_{c}\right|_{\left(x_{\mathrm{crt}}, y_{\mathrm{crt}}\right)}=0 \tag{4.83}
    \end{equation*}
    $$

[^30]:    ${ }^{12}$ Comparing to eq. (4.98), we rescaled the r.h.s. by an harmless factor $(2 \pi i)^{-1}$. This is usually not the convention adopted in the mathematical literature.

[^31]:    ${ }^{13}$ The minimum of the expansion has to be understood as an "optimal" choice. Clearly a lower minimum would correspond to coefficients which are automatically set to 0 .

[^32]:    ${ }^{14}$ Compared to the original literature [182], the co-homology intersection numbers used in this work have an additional $(2 \pi i)^{-1}$ factor. In order to reproduce eq. (4.112) correctly, we have to restore the convention in the literature. This means that we have to multiply the co-homology intersection numbers defined in this work by a factor $2 \pi i$.
    ${ }^{15}$ The formula is not restricted to one forms, and it holds for generic twist, even if it was originally proposed for the case of (degenerate) hyperplanes arrangements.

[^33]:    ${ }^{1}$ This choice is just for illustrative purposes.

[^34]:    ${ }^{2}$ In fact a given pole gives a non vanishing contribution iff the following relation holds: $\min _{\varphi}+\min _{\varphi} \vee \leq-2$.

[^35]:    ${ }^{3}$ See the comment in footnote 14.

[^36]:    ${ }^{4}$ We present the identities in such a way that the l.h.s. is normalized to 0 or 1 .

[^37]:    ${ }^{1}$ Nevertheless, the situation could be more delicate when $\nu$ represents the number of MIs emerging from solutions of IBPs system.
    ${ }^{2}$ See also the very clear discussion of [26], from where this preliminary discussion is adapted. We thank S. Mizera for sharing his notes on this subject.

[^38]:    ${ }^{3}$ Figure adapted from [26]. We depict just the real slice.

[^39]:    ${ }^{4}$ Just consider (sum over repeated indices understood)

    $$
    \begin{aligned}
    0=\int_{\gamma^{(2)}} d\left(u_{j}\left(z_{2}\right) \xi_{j}\right)=\int_{\gamma^{(2)}}\left(u_{j}\left(z_{2}\right) d \xi_{j}+d u_{j}\left(z_{2}\right) \wedge \xi_{j}\right) & =\int_{\gamma^{(2)}}\left(u_{j}\left(z_{2}\right) d \xi_{j}+\Omega_{j i}^{(2)} u_{i}\left(z_{2}\right) \wedge \xi_{j}\right) \\
    & =\int_{\gamma^{(2)}} u_{i}\left(z_{2}\right)\left(\delta_{i j} d \xi_{j}+\left(\Omega^{(2) \top}\right)_{i j} \wedge \xi_{j}\right) .
    \end{aligned}
    $$

[^40]:    ${ }^{5}$ See appendix A for details of this step.

[^41]:    ${ }^{6}$ We assume the reader to be familiar with Mathematica syntax. Nevertheless these few lines has to be understood just as a sketch; we omit detailed discussions such as managing of lists.

