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Introduction

While not always rigorously understood, light-matter interactions have been fascinating mankind
since the dawn of time. As chemists of modern age we nowadays tend to give for granted that
colour is nothing but the result of a subtle interplay between absorption and scattering processes
due to light visible photons interacting with atoms and molecules all around us. Nevertheless, way
before Maxwell’s electromagnetism and 20th century quantum mechanics took hold, colors and
pigments had been influencing ancient cultures, languages and artists for long time. For instance,
in 1969 the anthropologists Brent Berlin and Paul Kay advanced the idea that basic color terms[1–
3], such as black and white, sequentially appear in the development of each language, thus
suggesting that there could be some sort of significant connection between language, colors and
cultural development of populations throughout history.
On the other hand, with regard to art, Van Gogh himself witnessed the importance of colors as
a source of inspiration for his work, writing to his brother Theo[4]:

"I have got new ideas and I have new means of expressing what I want, because better brushes
will help me, and I am crazy about those two colours, carmine and cobalt. Cobalt is a divine
colour, and there is nothing so beautiful for putting atmosphere around things. Carmine is the
red of wine, and it is warm and lively like wine. The same with emerald-green. It is bad economy
not to use these colours, the same with cadmium".

Undoubtedly, the list of examples and evidences of this long-standing human attraction
towards light driven phenomena could be endlessly expanded, and in recent times, by cleverly
harnessing scientific knowledge built up over the years, we have also been trying to turn this
curious attraction into something practically useful for our society. It is indeed well-established
that sunlight is one of the most promising "green" energy renewable resource that Earth has
access to, and it is certainly one of the most valuable that we must focus on if we want to
successfully deal with next decades humanity greatest challenges, such as climate change, energy
shortage and greenhouse gas emissions[5–8]. In this respect, controlling light-matter interactions
at the nanoscale, where one can selectively manipulate single small objects instead of dealing with
the full complexity of a macroscopic system, surely paves the way for grasping the underlying
physico-chemical first principles behind light-driven energy phenomena and thus increasing our
chances to build up functional devices able to successfully cope with those arduous tasks[9–12].

To this end, over recent years there has been growing attention towards combining metallic
nanostructures with molecular materials, as light-induced molecular excitations usually fall into
the same spectral region of collective electronic transitions of widely adopted metals, such as
silver, gold, aluminum and so forth, thus setting the stage for interesting phenomena. More
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INTRODUCTION 3

precisely, metallic nanoparticles (NPs) of different size and shape feature a coherent and collective
oscillation of the metal conduction electrons arising upon light excitation, which is usually known
as Localized Surface Plasmon Resonance (LSPR). This phenomenon leads to the confinement of
the external far-field radiation down to the nanoscale, thus leading to the formation of spatial
points (“hot-spots”), placed nearby the plasmonic surface, that feature a large electromagnetic
field (Fig.1). In other words, the plasmonic system acts as a sort of nanoantenna confining light
down to molecular scale, thus paving the way for precise light-matter coupling control[11, 13–19].
This purely electromagnetic effect, called “local field enhancement”, is one of the key features of
Molecular Plasmonics[20–22], the latter being a wide and currently-active area of research where
my PhD thesis exactly lies in. The core idea of this research field is to couple molecules with

Figure 1: Pictorial representation of LSPR charge oscillation and resulting local field en-
hancement effect. Adapted from refs.[23, 24]. Copyright 2020 Springer Nature, Copyright
2020 Royal Society of Chemistry.

confined light to ultimately tailor molecular properties by means of plasmon-induced effects, thus
achieving accurate control over light-matter coupling at the nanoscale.

Over last decades many scientific works have shown that by cleverly harnessing such kind
of interactions, molecular photophysics, for instance, can be sizably affected. Molecular light
absorption[25–28], Raman scattering[29, 30] and photoluminescence[31, 32] can all be boosted
to such an extent that even single-molecule imaging with sub-molecular resolution has been
reported recently[33, 34]. This astonishing control over single molecules that have been possible
in recent times, is typically achieved by resorting to atomistically-sharp metallic tip of scanning
probe microscopes (like STM) which are able to confine the incoming electromagnetic field down
to a spatial scale that is compatible with molecules dimensions, thanks to LSPR-induced local
field enhancement. These state of the art techniques are paving the way for quantitatively
investigating molecular phenomena, such as energy transfer, chemical reactions, light absorption
and emission, at single molecule level, laying the ground for accurate understanding and control
of energy flow in the nano world.

At the same time, even when photochemistry is of interest surface plasmons may be of help.
Indeed, when the plasmon-mediated light-matter interaction is so strong that hybrid eigenstates
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of the coupled system are formed because of the strong coupling, electronic energy levels and
so molecular potential energy surfaces can be reshaped. This regime, referred to as “strong
coupling”, has been drawing more and more attention over last few years as it proved to be a
viable and non-invasive way of affecting chemical/photochemical reaction rates[35–38]. It all
started ten years ago upon the seminal work of Hutchison et al.[39] where it was shown that
the photochemical conversion rate of a spyropiran derivative to the corresponding merocyanine
form can be slowed down by placing the molecules inside an optical cavity, the latter being
a simpler alternative device to plasmonic systems to reach the strong-coupling regime. Since
then, many other works involving also plasmonic platforms came out, eventually leading to the
flourishing of an entire area of research called “Polaritonic Chemistry”, whose name originate
from the newly formed eigenstates upon strong light-matter interaction, i.e. “Polaritons” (or
more precisely “Plexcitons” , plasmon + exciton, when dealing with plasmons instead of optical
cavities).
In this context the use of plasmonic systems has some clear advantages, such as the possibility of
achieving larger coupling values and thus leading to even single-molecule strong-coupling, where
the complexity of the full system is to some extent reduced as few molecules are responsible for
the investigated processes. Nevertheless, plasmonic systems are well-known to be rather lossy,
that is the LSPR excitation gets quickly dissipated within the metal with a well-known list of
consecutive events that start with plasmon dephasing, which takes place on a femtosecond (fs)
timescale[15], thus posing serious challenges in view of controlling molecular processes by strong
plasmon-molecule coupling.

All these examples unambiguously illustrate that the use of plasmonic systems to control
molecular photophysics and photochemistry is definitely promising but clearly far from being
trivial, therefore a combined synergistic effort between theory and experiments is of utmost im-
portance. Experiments are obviously fundamental to validate models, explanations, but Theory
not only can have access to quantities that are difficult to tackle experimentally, but it also has
the capability of anticipating phenomena that later on can be experimentally explored and thus,
whether disproved or confirmed, pushing our understanding of light-driven molecular phenomena
at the nanoscale.

In this regard, this thesis aims at shedding light on the complex interplay between plasmon-
molecule interactions that are typically hidden behind experimentally measured quantities. This
is done by employing state of the art theoretical and computational modelling techniques to target
modern highly-sophisticated experiments or test case systems of great scientific interest. Both
new methods development and applications are presented along the following chapters.

In the context of Molecular Plasmonics, due to the size difference between commonly used
molecules (Å-nm) and plasmonic nanostructures (tens-hundreds of nm), as well as the wide
spatial and temporal scales of the investigated phenomena, accurate modelling is an arduous
task. Clearly, a complete ab initio description of the full system is out of reach considering the
currently available computational resources and expensive scaling of fully quantum-mechanical
atomistic theories. On these grounds, multiscale modelling is therefore instrumental as it allows
one to focus on system component of most interest (i.e. molecules) with high accuracy, while
treating the surroundings, namely nanostructures and/or solvent molecules, with more approx-



INTRODUCTION 5

imate methods. Remarkably, this strategy has often proved to be good enough to accurately
describe the modified molecular response, which is often the target, due to mutual plasmon-
molecules interactions. On top of this, which is already tricky to be dealt with properly, external
driving , i.e. light excitation, should be also taken into consideration. For most spectroscopic
experiments of interest that deals with such hybrid molecular-plasmonic nanosystems, visible
light is used and the light intensity is usually high enough to correspond to a very large number
of photons, therefore, according to the correspondence principle, a classical description of the
driving field usually suffices[40].

In this thesis, I have focused on theoretically investigating different plasmon-molecules in-
teraction regimes, starting with simpler semiclassical perturbative descriptions and moving then
to strong-coupling situations, where a quantized description of the plasmonic response needs to
be recovered. Effects and applications arising from such light-matter interactions are reported
and discussed throughout the thesis. This has been done by combining a quantum chemistry
description of target molecules, mainly relying on Density Functional Theory (DFT) or Coupled-
Cluster (CC), with a continuum description of the plasmonic system, which is modelled as a clas-
sical (or quantum) polarizable homogeneous object based on the Polarizable Continuum Model
- NanoParticle[41, 42] (PCM-NP), the latter being essentially rooted in a Boundary Element
Method (BEM) approach to solve the electromagnetic problem.
The underlying basics of such theories are described in the next chapter, entitled Methods,
whereas new method developments and applications to state of the art systems directly related
to my PhD activity are reported in the following ones.

Outline

The next chapter, entitled Methods, aims at succinctly summarizing the theoretical and com-
putational methods which the following work developed during this thesis relies on. It begins
with a brief description of DFT and CC, then a section on BEM follows, where the PCM-NP
model is finally introduced. This initial chapter contains theories and methods that had been
developed long before this PhD thesis started and do not involve my direct participation. The
subsequent chapters are instead strictly related to my PhD activity, and are presented in the
form of published articles or manuscript drafts, either in preparation or already submitted and
currently under review.
The various chapters follows the line of increasing complexity in the modelling and phenomena
being investigated.

Chapter 1, which is based on the article by Romanelli, M.; Dall’Osto, G.; Corni S. The Jour-
nal of Chemical Physics, 2021, 155, 214304, it presents an application of the PCM-NP model to
a molecular-plasmonic system composed of one molecule and a classically-described nanostruc-
ture. In this work, state of the art Tip-Enhanced Photoluminescence experiments (TEPL) that
target single-molecule imaging with sub-molecular resolution by employing sophisticated STM
plasmonic tips are analyzed. The theoretical simulations, validated against recent experimental
data, focus on inspecting the role of plasmonic features, such as tip geometrical details and metal
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dielectric function in determining the detectable response. The most relevant finding discussed
is that experimentally-missing information of the plasmonic tip, such as morpholophy and size
of atomistic protrusions located at the tip apex, can drastically impact on the plasmon-induced
local field, both in terms of maximum intensity and frequency dependence, thus pointing out
that such geometrical features can be considered as an actual control knob to be exploited in
order to precisely manipulate plasmon-molecules interactions in such STM junctions.

In Chapter 2, that is presented as preprint (currently under review) by Coane, C.; Romanelli,
M.; Dall’Osto, G.; Di Felice, R.; Corni, S. preprint arXiv:2305.17265, 2023, similar STM junc-
tions as discussed in Chapter 1 are analyzed, but now the molecular complexity is increased, as
two molecules are simultaneously taken into consideration. The presence of an additional nearby
molecule opens up additional photophysical processes, such as the possibility of having excita-
tion energy transfer (EET) between a donor (D) species to an acceptor one (A). The motivation
underlying this work is exactly to understand how the plasmonic system can quantitatively in-
fluence the EET process, thus shedding light on how to steer the energy flow at the nanoscale
by means of tip surface plasmons. Following the previous work about TEPL, where the theo-
retical methodology to model photoluminescence in STM environments is presented, modelling
of plasmon-mediated EET is here additionally described. Remarkably, by comparing simulated
results with state of the art experimental evidence, it is revealed that the standard criterion to
distinguish between Dexter-like or Forster-like mechanisms of energy transfer, i.e. exponential
vs d−6 decay, is no longer valid because of nanoscale plasmonic effects taking place in such D-A
pairs in STM junctions.

So far the complexity of the system being modelled has been progressively increased by acting
only on the molecular side, as a classical description of NPs have sufficed to capture the modified
molecular photophysics due to interactions with plasmons. Nevertheless, as mentioned in the
Introduction, there are cases where one needs to go beyond such semiclassical perturbative regime,
for instance when dealing with strongly-coupled molecular-plasmonic nanosystems that feature
plexciton formation, and so fundamental changes with respect to the unperturbed wavefunctions
and energy levels due to strong light-matter coupling. In those situations, a quantized description
of the plasmonic system needs to be developed to formally describe a proper exciton-plasmon
hybridization.

In this regard, Chapter 3, which is based on the article by Romanelli, M.; Riso, R. R.; Haug-
land, T. S.; Ronca, E.; Corni, S.; Koch, H. Nano Letters, 2023, 23, 4938-4946, tackles cases
where the plasmon-molecule coupling leads to profound changes in the molecular structure and
molecular properties, such as transition dipoles/densities, due to strong hybridization with the
plasmonic modes. In this specific case, ab initio quantum electrodynamics (QED) theories in-
cluding the effect of quantized plasmons/fields already at the level of the full system Hamiltonian
are necessary. Nevertheless, despite their accuracy in describing strongly-coupled systems, the
computational cost of such methods is significantly higher because of the additional complexity
coming from the field degrees of freedom that is added on top of standard ab initio quantum
chemistry methods. In this chapter, building on a previously developed extension of CC suitable
to describe molecules in the presence of single quantized plasmon modes (quantum electrodynam-
ics Coupled Cluster, QED-CC), an inexpensive-yet-accurate extension to multimode plasmonic
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systems is presented, thus paving the way for going beyond oversimplified single mode pictures.
It is indeed known that assemblies of plasmonic nanostructures of different shape and size may
exhibit modes degeneracy and so multiple modes, going beyond simple dipolar resonances of
the nanostructures, could be simultaneously relevant to describe phenomena of much scientific
interest, e.g. plasmon-mediated chirality[43–46], accurately. In this chapter an effective mode
approach able to capture multimode effects while retaining the same computational cost of single
mode QED ab initio calculations is discussed.

In Chapter 4 the complexity and reality of the system being investigated is even pushed fur-
ther, combining a quantized description of the plasmonic system with an ensemble of molecules,
thus focusing on plexcitonic collective effects. In this chapter, which is reported as published
article by Kuttruff, J.; Romanelli, M.; Pedrueza-Villalmanzo, E.; Allerbeck, J.; Fregoni, J.;
Saavedra-Becerril, V.; Andréasson, J.; Brida, D.; Dmitriev, A.; Corni,S.; Maccaferri, N. Na-
ture Communications, 2023, 14, 3875, the ultrafast sub-picosecond response of an ensemble of
merocyanine molecules strongly-coupled to aluminum plasmonic nanoellipses is investigated by
combining theory and ultrafast pump-probe experiments. The motivation that prompted us to
investigate the ultrafast dynamics of plexcitonic states stems from the well-know observation that
plasmon dynamics is extremely fast, that is the initial LSPR excitation gets quickly dephased
within the metal few tens of femtoseconds after driving. Therefore, the feasibility of using plas-
monic platforms to control light-induced chemical reactions thanks to plexciton formation is still
elusive and under debate, since most photochemical processes proceed on longer times scales,
from hundreds of fs onwards[47]. Here, based on a synergistic effort between theory and exper-
iments it is revealed that the ultrafast plasmon dephasing leads to a fast (≈ 10fs) collapse of
an initial plexcitonic collective state to a single molecule transition and the detected transient
dynamics can be ascribed to intramolecular excited state dynamics of an excited molecule whose
excited state decay is accelerated due to the interaction with the plasmonic local field.

Given the main finding discussed in Chapter 4, it is evident that proper modelling of plexciton
formation and dynamics cannot disregard a quantitative inclusion of plasmon losses, especially in
view of comparing theoretical predictions with experimental data to ultimately understand how
to potentially steer photochemical reactions in the strong-coupling limit. This brings us to Chap-
ter 5, which is also the final part of this thesis, where an effective full-quantum theory aiming at
formally describing in real-time plexciton electron dynamics while subjected to plasmon-induced
dissipative losses is presented. This chapter, which is reported as a manuscript draft currently
in preparation by Romanelli, M.; Dall’Osto, G.; Corni, S. in preparation, focuses on directly
comparing full-quantum and semi-classical descriptions of molecular electron dynamics of hybrid
molecular-plasmonic nanosystems upon external driving i.e. light pulse excitation, while taking
plasmonic dissipation into account. In doing so, discrepancies between the two approaches under
different excitation and coupling regimes are pinpointed, thus laying the groundwork for real-
time investigations of molecules weakly and strongly coupled to arbitrarily-shaped plasmonic
NPs under different driving conditions.

All results and methods development achieved during my PhD activity and related to this
thesis are reported below in the respective chapters above-mentioned, either in the form of



INTRODUCTION 8

published articles or manuscript drafts, along with the corresponding supporting information.
Each chapter is prefaced by a short introduction where the most relevant details, results and
advancements of the presented work are summarized together with my direct contribution to it,
which is made explicit. With respect to the initial state of scientific knowledge in the molecular
plasmonics field when my PhD activity begun, the results and methods that are collected in
this thesis have provided novel and significant contributions towards controlling light-molecules
interactions at the nanoscale by means of plasmonic devices.
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Methods

Quantum Chemistry

Standard molecular electronic structure theory focuses on solving the non-relativistic time-
independent Schrödinger Equation describing the interaction of nuclei and electrons that consti-
tute molecules,

Ĥ |Ψ⟩ = E |Ψ⟩ (1)

where the molecular Hamiltonian Ĥ expressed in second-quantization reads[1],

Ĥ =
∑

pq

∑

σ

hpqâ
†
pσâqσ +

∑

pqrs

∑

στ

gpqrsâ
†
pσâ

†
rτ âsτ âqσ + hnuc (2)

with â†pσ/âpσ being the corresponding creation/annihilation operator for an electron with spin σ
in the p orbital. In eq. 2 the zero-, one- and two- electron integrals have been introduced, which
can be computed from the corresponding operators as

hnuc =
1

2

∑

A̸=B

ZAZB

|RA −RB|

hpq =

∫
ϕ∗p(ri)

(
−1

2
∇̂2

i +
∑

A

ZA

|r̂i −RA|

)
ϕq(ri)dri

gpqrs =

∫ ∫
ϕ∗p(ri)ϕ

∗
r(rj)ϕq(ri)ϕs(rj)

|r̂i − r̂j |
dridrj

(3)

where r̂i is the position operator of the ith electron and ZA , RA are the Ath nuclear charge and
position, respectively. In eq. 2 the common Born-Oppenheimer approximations has been adopted
and so nuclei kinetic energy operator does not enter into Ĥ.
Analytical solution of eq. 2 is only possible for mono-electronic systems, like hydrogen atom,
while multi-electronic atoms and molecules can in principle be solved "exactly" within a finite
but complete basis-set using Full-Configuration Interaction (FCI)[1, 2]; however, it is actually
feasible for very small systems only.
Historically, the progenitor of modern quantum chemistry methods is Hartree-Fock (HF), which
essentially relies on determining the ground state energy and wavefunction of a multi-electronic
system by applying the variational principle to the Hamiltonian of eq. 2 with a mono-configurational
reference wavefunction, which for a closed-shell system of Ne electrons reads

11
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|R⟩ =
1/2Ne∏

i

â†iαâ
†
iβ |vac⟩ (4)

where i labels occupied orbitals and α, β are the corresponding possible spin states. Variational
minimization of the energy with respect to the orbital basis leads to the well-know Fock matrix
problem from which molecular orbitals determining the ground state Hartree-Fock wavefunction
can be self-consistently determined[1, 2]. Unfortunately, the so-optimized ground state Hartree-
Fock wavefunction |HF ⟩ leads to an energy difference with respect to the exact one that is
sizeable compared to most chemical phenomena of interest, thus making the HF theory not
accurate enough for treating problems of realistic practical significance. This energy difference is
known as "correlation energy" and all post-HF methods basically try to recover this fundamental
missing contribution which has to do with two-electron interactions.
Among all methods available today, Density Functional Theory (DFT) and Coupled-Cluster
(CC) are surely widely known, the first being amply widespread due to its good compromise
between accuracy and computational cost, while the second being known as one of the most
accurate ab initio methods currently available, albeit costly.
In the following, an introduction to the basic concepts behind these methods that are used in
this thesis is given.
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Density Functional Theory

Density Functional Theory (DFT) relies on shifting the paradigm from the many-electron wave-
function to the electron density, thus moving from a rather complex object of 3N electronic
degrees of freedom to a much simpler one featuring only 3, with N being the number of electrons
of the system. DFT is rooted in two fundamental theorems by Hohenberg and Kohn[3] which
essentially laid the groundwork for the following developments. According to the first theorem,
in any finite system made of N interacting electrons, there exists a one-to-one correspondence
between the external potential v(r), for instance due to the nuclei, and the ground state electron
density ρ(r), up to a constant additive factor. Consequently, since the Hamiltonian of a spe-
cific multi-electron system is uniquely determined by the external potential, as electron kinetic
energy and electron-electron interaction operators always have the same shape, the full system
properties, such as energies and wavefunctions, can all be expressed as functionals of the density,
uniquely determined by the given external potential. Furthermore, according to the second the-
orem, the proper ground state density can be variationally obtained by minimizing the following
energy functional

E[ρ] = F [ρ] +

∫
d3rρ(r)v(r) (5)

where

F [ρ] = ⟨ψ[ρ]| T̂ + Ŵ |ψ[ρ]⟩ = T [ρ] +W [ρ] (6)

with T̂, Ŵ being respectively the kinetic and electron-electron interaction operators

T̂ =

N∑

i

−1

2
∇̂2

i

Ŵ =
1

2

N∑

i̸=j

1

|r̂i − r̂j |
.

(7)

According to Hohenberg and Kohn theorems, functional minimization of eq. 5 would lead to the
exact ground state, but the difficulty lies in the form of F [ρ], which is not known despite being
universal[4]. The mostly-used DFT practical implementation in quantum chemistry is based
on Kohn-Shamn theory, which basically stems from realizing that the kinetic energy functional
entering into eq. 6 can at least be obtained exactly for a reference system of non-interacting
electrons whose density can be made to match the exact density of the interacting system upon
choosing a proper effective potential. The latter assumption of Kohn and Shamn, which has no
formal proof, is followed by introducing Kohn-Shamn orbitals that can be used to express the
exact ground-state wavefunction of the non-interacting system as

ψ(r1, · · · , rn) =
1√
N !

∣∣∣∣∣∣∣∣

ϕ1(r1) · · · ϕ1(r1)
...

...
...

ϕ1(rN ) · · · ϕ1(rN )

∣∣∣∣∣∣∣∣
(8)
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which is nothing but a single Slater determinant written in terms of orbitals ϕi.
In this convenient picture, the exact kinetic energy functional Tni[ρ] of the non interacting system
can be conveniently calculated and the Kohn-Shamn ground state density can be expressed as a
sum over occupied orbitals

ρ(r) =

N∑

i

|ϕi(r)|2 . (9)

Starting from this bright idea, the total energy functional of the true interacting system can be
rearranged in the following form

E[ρ] = Tni[ρ] +

∫
d3rρ(r)v(r) +

1

2

∫ ∫
d3rd3r′

ρ(r)ρ(r′)
|r − r′| + Exc[ρ] (10)

where the exchange-correlation functional has been introduced

Exc[ρ] = T [ρ]− Tni[ρ] +W [ρ]− 1

2

∫ ∫
d3rd3r′

ρ(r)ρ(r′)
|r − r′| (11)

collecting all terms that are not explicitly known. Notably, starting by minimizing the functional
of eq. 10 one arrives at the so-called Kohn-Shamn single-particle equations

(
−1

2
∇2 + veff [ρ](r)

)
ϕi(r) = ϵiϕi(r) (12)

where the effective potential has been introduced

veff [ρ](r) = v(r) +

∫
d3r′

ρ(r′)
|r − r′| +

δExc[ρ]

δρ(r)
. (13)

eq. 12 needs to be solved self-consistently as the KS density that is obtained through the orbitals
upon resolution enters into the form of veff [ρ](r), thus leading to a non-linear eigenvalue problem.

In principle, the DFT theory so far presented is exact but the precise form of Exc[ρ] functional
is unknown. Different strategies have tried to tackle this complex object, starting from the
simplest local density approximation (LDA) which solely accounts for the local density of the
system to express the XC functional, derived from an homogeneous electron gas model. Further
refinements have been introduced adding a dependence on the gradient of the density, thus
resulting in generalized gradient approximation (GGA) functionals. Nowadays, thanks to its
good accuracy that have been proved in different cases, the mostly-used functional in chemistry
is B3LYP, which mixes the exact exchange energy contribution of HF with other DFT-based
exchange-correlation functionals. In this thesis, this is the functional that has been mostly
adopted for DFT calculations.

Furthermore, even if Hohenberg-Kohn theorem implicitly proves that also excited states
properties can be inferred from the exact ground-state density, as there is a direct mapping
with the external potential and so the full system Hamiltonian, nobody knows how to do that.
Extension to excited states has been made possible within the framework of Time-Dependent
Density Functional Theory (TDDFT) which originates from the Runge-Gross theorem that can
be seen as the time-dependent version of the first Hohenberg-Kohn theorem. Without getting
into further details, among the TDDFT approaches available today one that is worth mentioning
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because of its wide use in chemistry is linear-response TDDFT (LR-TDDFT), which is essentially
rooted in linear response theory applied to a Kohn-Sham picture. In doing so, excitation energies
and transition properties can be derived inspecting the system density linear response upon
external driving[4]. This is the approach that has been used in TDDFT simulations contained
in this thesis.
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Coupled Cluster Theory

The Coupled Cluster (CC) method focuses on improving over Hartree-Fock by recovering electron-
electron correlation with the following wavefunction ansatz

|CC⟩ = eT̂ |HF ⟩ (14)

where the Cluster excitation operator is defined as

T̂ =
∑

µ

tµτ̂µ (15)

with τ̂µ being excitation operators that upon acting on |HF ⟩ leads to the orthonormal excited
configurations |µ⟩[1]. The tµ coefficients are commonly known as cluster amplitudes and need to
be determined to properly define the |CC⟩ wavefunction.
Usually, T̂ can be sorted according to different excitation orders up to the total number of
electrons N

T̂ = T̂1 + T̂2 + · · ·+ T̂N . (16)

For instance, for singlet excitations, T̂1 and T̂2 , which are respectively single and double excita-
tion operators, read

T̂1 =
∑

ai

∑

σ

taiâ
†
aσâiσ

T̂2 =
∑

στ

∑

aibj

taibj â
†
aσâiσâ

†
bτ âjτ

(17)

where a,b label unoccupied orbitals while i,j label occupied ones.
Given eq. 14 the CC ground state energy is found by

ECC = ⟨HF | e−T̂ ĤeT̂ |HF ⟩ = ⟨HF | ˆ̄H |HF ⟩ (18)

where the similarity transformed Hamiltonian ˆ̄H = e−T̂ ĤeT̂ has been introduced. In the limit
of including all excitations in eq. 16 CC matches exact FCI results. In practice, this is often
computationally unfeasible for most molecular systems of interests, and truncation up to T̂2

already suffices to sizeably improve over HF, recovering much correlation energy. This is known
as Coupled Cluster Singles and Doubles (CCSD).
Once a given truncation is chosen, the ground state energy is obtained by eq. 18 while the ground
state wavefunction is determined by means of the following projection equations

Ωµ = ⟨µ| ˆ̄H |HF ⟩ = 0 (19)

which are satisfied for the exact CC ground state.
So far it has been shown how to get ground state CC energy and wavefunction, but no information
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about excited states has been given. In CC theory there are two main approaches to electronic
excited states. One is CC response theory[5] (CCRT) based on a time-dependent formalism and
the other one is equation-of-motion CC[1] (EOMCC). The latter, which is based on a simpler
time-independent formalism, is what we focus on in the following due to its broader use, even
though system properties are not guaranteed to scale correctly with system size[6].
In EOMCC, the similarity transformed Hamiltonian in the {|HF ⟩ , |µ⟩} basis reads

H̄ =

(
⟨HF | ˆ̄H |HF ⟩ ⟨HF | ˆ̄H |ν⟩
⟨µ| ˆ̄H |HF ⟩ ⟨µ| ˆ̄H |ν⟩

)
=

(
ECC ην

0 Aµν + δµνECC

)
(20)

where the following Jacobian matrix has been introduced

Aµν = ⟨µ| [ ˆ̄H, τ̂ν ] |HF ⟩ . (21)

Basically, EOMCC relies on diagonalization of eq. 20 to get excited state energies and wavefunc-
tions, although different left and right eigenvectors (i.e. excited states wavefunctions) can be
obtained since the similarity transformed Hamiltonian is not hermitian.
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Boundary Element Method and PCM-NP model

Modelling the plasmonic response of metallic nanostructures embedded in a surrounding medium
upon external driving calls for solving the corresponding Maxwell’s equations, i.e. knowing fields
and potentials throughout space. Unfortunately, analytical solutions to Maxwell’s equations
are available only for simple objects, such as spheres and ellipsoids, which have been originally
disclosed by Mie[7] and Gans[8], respectively. Despite their undoubted usefulness, they cannot
be applied to plasmonic systems of more realistic and complex shape that we can nowadays
meticulously synthesize thanks to well-established colloidal-chemistry techniques. In this regard,
a numerical solution to Maxwell equations in case of arbitrarily-shaped objects is unavoidable.
Over the years different methodologies have been devised, tackling the problem either in fre-
quency or time domain and with different levels of approximation. Among them, the most
known and widely used are the Discrete Dipole Approximation (DDA)[9, 10], which focuses on
solving the electromagnetic problem by discretizing the whole volume of interest and assigning
polarizable point dipoles to each element, Boundary Element Method (BEM)[11–13], which re-
sorts to a discretization of the boundary surface between the metallic body and the environment,
and Finite-Difference Time-Domain (FDTD)[14, 15], that aims at solving Maxwell’equations in
time domain by direct discretization of the partial differential equations.
Among the methods mentioned, BEM is less computationally demanding, as it requires only a
surface discretization of the metallic surface of interest and does not need a large parametrization
volume extending over the target particle, as it is commonly required in FDTD[13], thus making
it an efficient and versatile electromagnetic solver to model plasmonic nanoparticles of arbitrary
shape and couple them with ab initio molecular descriptions.

BEM intimately relies on the rigorous proof that fields and potentials inside each region
delimited by the metal-environment boundary surface are unambiguously determined by fields
and corresponding surface derivatives at the boundary region, and this can be conveniently ex-
pressed in terms of charges and currents lying on the boundary surface. This is the mathematical
foundation of BEM that can be rigorously proved starting from Maxwell’s equations and then
recasting the electromagnetic problem into boundary integral equations by making use of Green’s
theorems and imposing the proper boundary conditions for the tangential and normal component
of the fields, as well as the continuity of the potentials, across the boundary[12, 16, 17]. Upon
solving these integral equations surface charges and currents are obtained, from which fields and
potentials throughout space can be computed. Usually, these integral equations do not feature
an easy analytical solution and so they require a numerical treatment that can be conveniently
recast as a linear algebra problem upon surface discretization (Fig.2).

The full electrodynamics picture can be simplified if the wavelength of the exciting light is
so bigger than NPs dimensions such that the electromagnetic fields do not appreciably vary over
the system space. In this limit the BEM problem reduces to solving the following quasi-static
Poisson’s equation for the scalar potential[12, 17, 18] ϕ,

−∇ · ϵ(ω)∇ϕ = 0 (22)

where the local frequency-dependent metal dielectric function ϵ(ω) has been introduced. Under
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Figure 2: Model of a plasmonic nanodisk whose surface is discretized to numerically solve
the BEM equations.

this approximation, the exact solution of eq. 22 can be expressed as an integral over the metal-
environment boundary surface S[12]

ϕ(r) = ϕext(r) +

∮

S
G(r, s)σ(s)ds (23)

where σ(s) is the surface charge density sitting on the infinitesimal surface element s of area ds,
ϕext is the external potential acting on the system and G is the electrostatic Green’s function
that is solution of the simpler Poisson’s problem related to a point-like source immersed in an
homogeneous unbounded medium[16–18], i.e. G(r, r′) = 1

|r−r′| . Starting from eq. 23 and applying
the fields boundary conditions across the boundary region the following integral equation for the
surface charges is obtained

2π
ϵ(ω) + ϵout
ϵ(ω)− ϵout

σ(s) +

∮

S

∂G(s, s′)
∂n

σ(s)ds′ = −∂ϕext(s)
∂n

(24)

where ϵout is the dielectric constant of the embedding medium and the surface derivative of the
electrostatic Green’s function is taken along the direction of the outward surface normal n. So
far no other assumption than applying the quasi-static approximation has been made, which
makes eqs. 23-24 exact in this limit. The BEM approach comes into play to numerically solve
eq. 24 upon surface discretization, thus leading to the following matrix equation

2π
ϵ(ω) + ϵout
ϵ(ω)− ϵout

σ + Fσ = En,ext (25)

where σ is a column vector storing the surface charges densities sitting on the corresponding
discretized surface elements, F is the matrix representation of the Green’s function surface
derivative connecting different discrete elements on the boundary surface and En,ext is the
vector collecting the normal component of the electric field acting on each surface element.
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Matrix inversion of eq. 25 gives access to surface charges from which scattered field throughout
space can be computed.

In most investigated systems in the Molecular Plasmonics field, the metallic object is often
much larger than target molecules, thus making a full ab initio description of the plasmonic
systems practically intractable. Therefore, coupling a BEM-based continuum modelling of the
plasmonic object with an atomistic ab initio molecular description is often convenient and de-
sirable, especially considering that the focus is often on the molecular side. This is the strong
point of the Polarizable Continuum Model-Nanoparticle (PCM-NP)[19, 20], which combines a
quasistatic BEM-based description of the plasmonic system with a quantum chemistry modelling
of real molecular species, thus leading to a multiscale state of the art method suitable to describe
plasmon-molecules interactions in the field of Molecular Plasmonics.

In the PCM-NP approach, which stems from the well-known Polarizable Continuum Model
originally applied in Chemistry to model solute molecules immersed in an homogeneous sol-
vent[21], the NP optical response upon external driving is expressed in terms of BEM surface
charges spread over the metal surface (eqs. 23-25). These charges, which express the NP electro-
magnetic linear response due to direct light excitation or nearby molecular electron densities, can
be used to compute the scattered field of the plasmonic system at the molecules location, thus
modelling plasmonic local field effects and so resulting plasmon-mediated molecular properties.

Figure 3: PCM-NP modelling setup illustrating a molecular species described at atomistic
ab initio level and plasmonic nanospheres whose surfaces are discretized to solve the PCM-
NP quasi-static equations.
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The PCM-NP response charges can be formally expressed in frequency domain as[22]

q(ω) = Q(ω)V(ω) , (26)

where

Q(ω) = −S−1

(
2π
ϵ(ω) + 1

ϵ(ω)− 1
I + DA

)−1

(2πI + DA) . (27)

q(ω) is the vector collecting the response charges sitting on the NP discrete surface elements
(also known as "tesserae"), while the BEM matrices S and D are representative of the Calderon’s
projectors[21] (i.e. electrostatic Green’s function and its surface derivative, respectively) with
elements Dij =

(r⃗i−r⃗j)·n⃗j

|r⃗i−r⃗j |3 , Sij = 1
|r⃗i−r⃗j | , where r⃗i is the position vector pointing to the centre of

the ith tessera and n⃗j is the outward normal to the jth tessera, while A is a diagonal matrix
with elements equal to the tesserae areas. The external potential that drives the plasmonic
system V(ω) is generated either by an exciting external electric field or by nearby molecular
electron densities. In the latter case, the quantum chemistry molecular description is coupled to
the plasmonic response via the molecular electrostatic potential operator evaluated at the NP
surface, which is the key quantity where ab initio molecular description comes in and let the
two systems interact (Fig. 3). Eqs. 26-27 do consitute a specific case of the quasi-static BEM
equation (eq. 25).
Although most of the following chapters involve the frequency-domain formulation of the PCM-
NP matrix equation (eq. 26), the same expression can also be reformulated in time domain upon
Fourier transform and introducing equations of motion[22], which is the starting point to describe
in real-time plasmon-molecules interactions within the PCM-NP theory.

Practical numerical tests have shown that the quasi-static approximation works well for
particles size roughly smaller than one tenth of the light wavelength used to drive the system,
and progressively break down as the particles get bigger and bigger [23], eventually approaching a
regime where field retardation effects and non-dipolar higher-order modes significantly contribute
to the plasmonic scattered field[24, 25]. In such cases, full Maxwell equations need to be solved
and both scalar and vector potentials have to fulfill a Helmholtz wave equation. Even in this
case both potentials can be expressed in an ad-hoc form[12] similar to eq. 23, where even surface
currents now additionally appear. After imposing the proper boundary conditions, equations to
determine surface charges and currents are obtained, which can be practically implemented as
matrix equations after numerical surface discretization. Once surface charges and currents are
obtained, electromagnetic fields throughout space can be obtained.
Full-electrodynamics calculations are always much more computationally demanding than solving
the quasi-static problem (instead of only a surface charge density, also the surface current density
should be solved for) and usually makes the coupling with a molecular quantum chemistry
description practically difficult to derive and implement.
For most applications discussed in this thesis, the quasi-static approximation suffices to capture
most plasmonic features of the systems being investigated.
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Quantum PCM-NP model (Q-PCM-NP)

The PCM-NP model (eqs.26-27) is a classical theory, but as it is shown in Chapters 3-5 a
quantized description of the plasmonic object is needed to properly describe strongly-coupled
molecular-plasmonic systems. Such quantized model, named Q-PCM-NP[26], can be conve-
niently derived from the diagonal form of the PCM-NP response kernel of eq.27, that is

Q(ω) = −S−1/2TK(ω)T†S−1/2 (28)

with K(ω) being a diagonal matrix whose elements read

Kp(ω) =
2π + λp

2π ϵ(ω)+1
ϵ(ω)−1 + λp

(29)

where T and Λ are the eigenvectors and eigenvalues matrices of S−1/2DAS1/2 = TΛT†. Quan-
tization is straightforward to achieve in the case of a Drude-Lorentz dielectric function, namely

ϵ(ω) = 1 +
Ω2
p

ω2
0 − ω2 − iΓω

(30)

where Γ is the damping rate and Ω2
p is the squared plasma frequency of the metal. Indeed, upon

substituting eq.30 into eq.29 and neglecting second-order terms in Γ the following expression of
the response matrix comes up

Qkj(ω) = −
∑

p

(S−1/2T)kp

√
ω2
p − ω2

0

2ωp

(
1

ωp − ω − iΓ/2
+

1

ωp + ω + iΓ/2

)√
ω2
p − ω2

0

2ωp
(T†S−1/2)pj

(31)
with ωp = ω0 +

(
1 +

λp

2π

)
Ω2

p

2 .
Upon inspecting eq.31 and introducing the corresponding quantized surface charge operators[26],

the following quantity can be defined ⟨0| q̂k |p⟩ = (S−1/2T)kp

√
ω2
p−ω2

0

2ωp
and the usual shape of a

quantum linear response function can be obtained,

Qkj(ω) = −
∑

p

(⟨p| q̂k |0⟩ ⟨0| q̂j |p⟩
ωp − ω − iΓ/2

+
⟨0| q̂k |p⟩ ⟨p| q̂j |0⟩
ωp + ω + iΓ/2

)
(32)

from which plasmon modes transition frequencies can be identified with ωp and ⟨0| q̂k |p⟩ corre-
spond to the kth surface transition charge associated with the quantum plasmon mode |p⟩ of the
nanostructure. Quantization within PCM-NP is thus achieved and strongly-coupled systems can
be formally studied considering the quantum modes of a given nanostructure (see Chapters 3-5).
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Chapter 1.
Role of metal-nanostructure features on

tip-enhanced photoluminescence of single

molecules

This initial chapter represents the beginning of my PhD pathway in the molecular plasmonics
field and features an application of the PCM-NP theory to a molecular-plasmonic system of the
simplest complexity, that is, one single molecule is coupled with a classically-described plasmonic
body. More precisely, the focus of this work is to understand how molecular photoluminescence
can be modified by highly spatially-confined plasmonic fields, such as those originating from
plasmonic tips of scanning tunneling microscopes (STMs). This phenomenon has nowadays
given rise to proper experimental techniques, such as tip-enhanced photoluminescence[1] (TEPL),
where single molecule imaging is possible by cleverly harnessing the extremely-enhanced and
spatially-confined plasmonic field originating from tip surface plasmon excitation. This kind
of experiments have even reached the capability of pushing optical resolution down to sub-
molecular level when plasmonic fields are confined on a spatial scale that is compatible with
molecules dimensions[1–4], thus revealing sub-molecular features in the output images. This is
often achieved thanks to atomistic geometrical protrusions located at the STM tip apex which are
able to promote such plasmonic lightning rod effects. Despite their proven effectiveness in TEPL
experiments, the way such plasmonic details affect the overall detectable response is far from
being trivial and fully understood, especially because they are often experimentally inaccessible.

In this chapter, which is reproduced as a published article in The Journal of Chemical Physics
with permission (Copyright 2021 AIP Publishing), a thorough theoretical analysis on TEPL
imaging of a zinc phthalocyanine molecule placed underneath a silver STM tip is reported.
Simulations, which are benchmarked against state of the art TEPL experiment on the same
system, discloses that metallic features, such as protrusion geometrical shape, metal dielectric
function and tip-molecule distance drastically impact on the spatial distribution and frequency
dependence of the local field acting on the molecule, thus pinpointing the physical reasons why
TEPL measurements are much affected by plasmonic tip features.

In this work, which has been carried out in collaboration with Giulia dall’Osto (UniPd), I
performed all simulations and data analysis whose outcome is reported in the manuscript, while
Giulia Dall’Osto took care of some code implementation needed to solve the PCM-NP problem
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in the case of complex-shaped plasmonic structures and to obtain physical quantities necessary
to evaluate the photoluminescence intensity. Writing of the first version of the manuscript was
equally divided among me and Giulia Dall’Osto, whereas figures were prepared by me. A first
reply letter draft to referees’ comments was drafted by me.
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ABSTRACT
Tip-enhanced photoluminescence (TEPL) experiments have recently reached the ability to investigate single molecules exploiting resolution
at the submolecular level. Localized surface plasmon resonances of metallic nanostructures have the capability of enhancing an impinging
electromagnetic radiation in the proximity of their surface, with evident consequences both on absorption and emission of molecules placed
in the same region. We propose a theoretical analysis of these phenomena in order to interpret TEPL experiments on single molecules,
including a quantum mechanical description of the target molecule equilibrated with the presence of two nanostructures representative of
the nanocavity usually employed in STMs. The approach has been applied to the zinc phthalocyanine molecule, previously considered in
recent TEPL experiments [Yang et al., Nat. Photonics 14, 693–699 (2020)]. This work has the aim of providing a comprehensive theoretical
understanding of the experimental results, particularly focusing on the investigation of the tip features that majorly influence the excitation
and fluorescence processes of the molecule, such as the geometry, the dielectric function, and the tip–molecule distance.

Published under an exclusive license by AIP Publishing. https://doi.org/10.1063/5.0066758

I. INTRODUCTION

Localized surface plasmon resonances (LSPRs) of metallic
nanostructures can lead to strong field enhancements where the
impinging electromagnetic radiation is focused at the nanoscale,
thus allowing one to get around Abbe’s diffraction limit of classi-
cal optics.1–3 Among many different peculiar consequences, focus-
ing light at the nanoscale has proved to be extremely useful for
single-molecule imaging,4–6 where by cleverly harnessing subtle
plasmon–molecule interactions, it was possible to detect and visu-
alize single molecules in real life experiments,7–10 even achieving
submolecular resolution.11,12 Various kinds of “tip-enhanced” spec-
troscopies take advantage of the local field enhancement related
to the excitation of plasmons associated with the metallic tip of
scanning probe microscopes, giving rise to highly resolved, both
in space and time, experimental techniques, such as tip-enhanced
Raman spectroscopy (TERS).13–21 Recently, it has been shown
that sub-nanometer single-molecule resolution is also attainable in

photoluminescence imaging, where the metallic atomistic tip of a
STM has been used to confine the electromagnetic field down to
the nanoscale,22,23 eventually leading to an enhanced fluorescence
emission of a single molecular compound that has been used to
record photoluminescence images with submolecular spatial reso-
lution [tip-enhanced photoluminescence (TEPL)].24–27

The interpretation of the outcomes of such experiments is not
trivial, and thus, a theoretical approach is helpful in elucidating the
complex dynamics that is taking place. Hereafter, we theoretically
investigate the influence of a metallic STM-like nanostructure on
the photoluminescence properties of a single zinc phthalocyanine
molecule that has been used for single-molecule TEPL imaging in
recent experiments,24 eventually pointing out some features of the
system28 that affect the PL images significantly.

Different approaches29 have been explored so far to study plas-
monic nanostructures as the classical dielectric description through
Mie theory,30,31 the discrete dipole approximation,32 the boundary
element method (BEM),33–37 and the finite difference time domain
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method.38 These latter two approaches have also been coupled to an
atomistic quantum mechanical description of nearby molecules to
model their plasmon-affected optical properties without giving up
molecular chemical details.35,39–44

Other proposed models are based on a classical but atom-
istic description of the metallic nano-object, while the molecule
is still described through quantum-mechanics.45,46 The coupling
betweenmolecular emitters and plasmonic cavities has been recently
investigated by Neuman et al.42 adopting the canonical quantiza-
tion of plasmons and density functional theory (DFT) treatment
of the molecule, and very recently, the coupling between quan-
tized plasmons and molecules has been considered at the coupled
cluster level.47 Moreover, the full quantum mechanical description
of the overall system has been reported,48 allowing one to directly
study the whole hybrid system on the same footing. This approach
allows us to take into account challenging effects, such as “strong-
coupling,” with the limit of considering rather small nanostructures
(i.e., composed of few hundred atoms), but it becomes unfeasi-
ble when larger nanostructures are considered as those employed
in STMs.

Here, we employ a semiclassical description of the overall
system through the Polarizable Continuum Model–NanoParticle,
PCM-NP (an extension of the PCM implicit solvation model),49
where the metallic nanostructure is described as an homoge-
neous body of complex shape characterized by its own frequency-
dependent dielectric function, whereas the molecule is treated at
an atomistic quantum mechanical level.35,50,51 This approach allows
us to have submolecular information, overcoming the limitation
of using point-dipole models for the molecule, while keeping a
description of the nanostructures that takes into account the main
plasmonic effects. In our model, the electromagnetic problem is
solved at an affordable computational cost through the BEM, which
requires discretizing in small portions only the nanostructure sur-
face (as opposed to its volume). A similar approach has been
satisfactorily used to interpret the experimental data in Ref. 24.
Here, this approach has been employed to analyze the role of
some critical features of both the tip and the substrate, which
affect the photoluminescence process of a molecule in their prox-
imity. In particular, we focus our investigation on the geometry
of the metal nano-tip, the empirical dielectric function employed
to describe the metal response and the tip–molecule distance.
Moreover, we specifically analyze an issue that was not investi-
gated before: The presence of the tip can polarize the ground and
excited electronic states of the molecule and thus can indirectly
change excited state properties as well. To clearly identify the ori-
gin of the dependence of the results on the investigated parame-
ters, we do not only calculate photoluminescence intensity maps
as a function of tip position, but we also analyze absorption spec-
tra, the local enhancement of the incident fields, and the non-
radiative decay rates induced by the presence of the metallic tip and
substrate.

This work is organized as follows: Sec. II summarizes the the-
oretical approach employed to describe the system and to calculate
the photoluminescence intensity of the molecule (the original the-
ory can be found in Refs. 35, 50, 52, and 53, and an overall account is
given in Ref. 54), followed by Sec. III that reports the computational
details of our calculations; all the analysis and results are reported in
Sec. IV, and the conclusions are drawn in Sec. V.

II. METHODS
A. The PCM NP model

The NP is considered as a continuum body in the quasi-static
limit, i.e., retardation effects are not included, described within the
PCM framework in the integral equation formalism. The PCMprob-
lem is numerically solved with the BEM approach: The NP surface
is discretized in small portions called tesserae, each of which is asso-
ciated with a polarization charge located in its geometrical center.
The polarization charges describe the interaction between the NP
and the external potential that could be generated by the presence of
an incident electric field or by the transition potential of a molecule
close to its surface.35 The polarization charges are expressed as a
function of potentialV(ω), a vector containing the transition poten-
tial numerically evaluated at each tessera position, and the response
matrixQ(ω),

q(ω) = Q(ω)V(ω), (1)

where

Q(ω) = −S−1(2π
ϵ(ω) + 1
ϵ(ω) − 1

I +DA)
−1
(2πI +DA). (2)

The BEM matrices S and D are representative of Calderon’s
projectors,49 and A is a diagonal matrix with elements equal to the
tessera areas. In the present work, the external potential V(ω) is
generated either by an incident electric field when the field enhance-
ment is calculated nearby the NP or by the transition potential
of a molecule when molecular photoluminescence calculations are
performed in the presence of the NP.

Previously,55 the inversion in Eq. (2) has been solved
through the transformation of DA, exploiting the integral relation
DAS = SAD†,

Q(ω) = −S−1/2(2π
ϵ(ω) + 1
ϵ(ω) − 1

I + S−1/2DAS1/2)
−1

⋅ (2πI + S−1/2DAS1/2)S−1/2. (3)

In this procedure, the matrix S is diagonalized in order to calcu-
late S1/2 and S−1/2, but occasionally, we have experienced numerical
problems (non-positive eigenvalues) for complex meshes. A differ-
ent approach is here explored to obtain a diagonal version of Eq. (2).
This is done through the diagonalization of the term DA = UΛU−1
leading to

Q(ω) = −S−1U(2π
ϵ(ω) + 1
ϵ(ω) − 1

I +Λ)
−1
(2πI +Λ)U−1, (4)

Q(ω) = −S−1UK(ω)U−1, (5)

where K(ω) encloses the diagonal elements. The matrix DA is a
real non-symmetric matrix; therefore, it is not Hermitian and its
diagonalization does not lead to a unitary eigenvector matrix U
as assured with Eq. (3). This alternative diagonalization procedure
should be more robust than the previous one [through Eq. (3)] in
all those situations (e.g., complex meshes) where some eigenvalues
of S might be negative, thus hindering the calculation of S1/2. Real
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eigenvalues and eigenvectors are expected as a result of the equiva-
lence of Eq. (2) with Eq. (3); however, we observe that it is not always
fulfilled due to numerical reason. If complex eigenvectors (and thus
also eigenvalues) are obtained, they are always complex conjugated
pairs.

The nanoparticle is a neutral body, and thus, the total charge on
its surface should be equal to zero. From a numerical point of view,
this is not trivial and some corrections have to be applied in order
to assure this condition. Two possible strategies have been exploited
to do so. In first place, the elements of matrices U−1 and S−1U have
been scaled in order to assure that the sum over each eigenvector
coefficient is equal to zero,

(U−1)
′
ij
= (U−1)

ij
−
∑k(U

−1
)
ik

Ntess
(6)

and

(S−1U)
′
ij
= (S−1U)

ij
−
∑k(S

−1U)
kj

Ntess
, (7)

where the sum runs over the tesserae on the NP surface and Ntess is
the number of tesserae. This step has the aim to ensure a priori that
the sum over the polarization charges is zero. The second strategy is
a posteriori normalization: After the calculation of the polarization
charges, they are averaged in order to obtain a null total charge on
the NP surface, as

q′(ω) = q(ω) − ∑iqi(ω)
Ntess

, (8)

where the sum runs over the tesserae on the NP surface. When dis-
jointed nanostructures are considered in the same calculation, as in
the present case, the sum of the surface charges has to be zero for
each part of the system (in this case separately for the tip and the sub-
strate) in order to avoid fictitious charge transfer effects that would
affect the results of calculation. For the shapes considered here,
we have numerically verified that the second approach, with the
a posteriori normalization, is more effective than the first one
(see Figs. S1 and S2 of the supplementary material): With the
first approach, eigenvector coefficients related to different NPs are
separately normalized, but they mix in the subsequent step when
using Eq. (5) and the null sum over polarization charges on separate
NPs is no more assured.

B. Photoluminescence calculations
The photoinduced molecular fluorescence is influenced by the

presence of the metal nanostructure in different ways.56–64 First,
the absorption of the incident radiation is increased by means of a
strong field enhancement due to the presence of the nearby metal-
lic nano-object65 that we describe in terms of induced dipole on the
nanostructure by the molecular transition potentials [see Eqs. (10)
and (11)]. Then, after vibrational relaxation upon light excitation,
the molecule decay to the ground state through radiative and non-
radiative processes is in both cases affected by the presence of nano-
structures. Specifically, in this work, the molecule under study, zinc
phthalocyanine, has two degenerate emitting states; therefore, both
of them can be excited by the incident radiation and then decay,
leading to fluorescence emission.

The tip-enhanced photoluminescence intensity has been com-
puted by using the following equation, making the use of the Ein-
stein coefficients (in a.u.) to calculate the modified absorption and
emission rates:54

I
I0
=
ηenh1 ⋅ A

enh
1 + η

enh
2 ⋅ A

enh
2

η01 ⋅ A
0
1 + η

0
2 ⋅ A

0
2

, (9)

where η is the quantum efficiency discussed later,A is the absorption
coefficient, the indices 1 and 2 indicate the two lowest isoenergetic
excited states S1 and S2, respectively, of the molecule responsible for
the emission, and I0 is the intensity of photoluminescence in vacuo.
Moreover, the enhanced absorptionAenh

1 (the same for state 2) in the
presence of the NP is expressed as53

Aenh
1 =

2π∣Ð→μ met
abs,1 +

Ð→μ ind
abs,1∣

2

3c
, (10)

where Ð→μ met
abs,1 is the molecular transition dipole in the presence of

nanostructure, which is computed from the QM transition density
of the ground to S1 transition, which is in turn evaluated from the
TDDFT equation. The latter includes the interacting terms with the
metallic object (more details can be found in Fig. S7 of the supple-
mentary material and Refs. 50 and 66). Ð→μ ind

abs,1 is instead the dipole
induced in the metallic nano-object by the molecular transition
density, which is evaluated as

Ð→μ ind
abs,1 =∑

i
qindi,abs,1

Ð→si , (11)

where qindi,abs,1 is the polarization charge induced by the molecular
transition density located in the i-th tessera and Ð→si is the center of
such tessera. The quantum efficiency ηenh1 is instead given by50,54

ηenh1 =
Γ rad
1

Γ rad
1 + Γ nr,met

1 + Γ nr,0 , (12)

where Γ rad
1 is the radiative decay rate evaluated as50,54

Γ rad
1 =

4ω3
1∣
Ð→μ met

emi,1 +
Ð→μ ind

emi,1∣
2

3c3
, (13)

while Γnr,0 is the intrinsic non-radiative decay rate of the molecule
and Γ nr,met

1 is the non-radiative decay rate due to the presence of
the metal (which does not include non-local contributions from the
metal response67). The latter has been evaluated through the imagi-
nary component of the self-interaction between the surface charges
and the molecular transition potentials, i.e.,52

Γ nr,met
1 = −2 ⋅ Im{∑

i
qiVi}, (14)

where V i is the molecular transition potential evaluated at the
position of the i-th tessera.

It is worth pointing out that even though Eqs. (10) and (13)
involve analogous quantities (Ð→μ ind

abs,1,
Ð→μ met

abs,1,
Ð→μ ind

emi,1, and
Ð→μ met

emi,1), they
are calculated at different frequencies (that of the absorption and
that of the emission, respectively) and for different transition den-
sities [that at the ground state geometry for Eq. (10) and that at the
excited state geometry for Eq. (13)].
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The real component of the self-interaction is instead associ-
ated with the medium-induced Lamb shift Δω, that is, the tran-
sition energy of the excited states is affected by the interaction
with the polarization charges induced by the molecular transition
potentials,66

Δω = Re{∑
i
qiVi}. (15)

The gas-phase radiative quantum efficiency η0 for the two states in
Eq. (9) is related to the intrinsic non-radiative decay of the molecule
through

η01 =
Γ rad,0
1

Γ rad,0
1 + Γ nr,0 , (16)

where Γ rad,0
1 is the vacuum radiative decay rate for the excited state 1

that can be evaluated through Eq. (13) using the gas-phase molec-
ular transition dipole and removing the term due to the metal
response. Starting from Eq. (16), Γnr,0 can be computed if experi-
mental values of η01 are available. Since experimental data are only
available in solution, η01 has been set to 0.2, as reported by previ-
ous measurements in DMSO.68 This assumption, even if approxi-
mated because we are using solvent-based molecular quantum effi-
ciency for gas-phase calculations, is a reasonable choice, as shown
in Sec. IV. Indeed, the photoluminescence emission in the pres-
ence of the metal is strongly enhanced compared to the vacuum
values, even assuming unitary gas-phase quantum efficiency [that
would result by neglecting Γnr,0 in Eq. (16)]; thus, the choice of this
parameter (setting it either to 1 or to 0.2) does not strongly affect
the order of magnitude of the TEPL ratio (see Figs. 9 and S3 for a
comparison between two different values of η0). Therefore, the con-
tribution of the intrinsic non-radiative decay rate in Eq. (12) has
been neglected, which is a sensible approximation keeping in mind
that the main contribution to the overall non-radiative decay rate
in the presence of the nanostructure is due to the metal–molecule
interaction Γ nr,met

1 .

III. COMPUTATIONAL DETAILS
The NP structure (Fig. 1) is similar to that reported in a recent

study.24 The tip was modeled as a truncated cone with a height of
200 nm and a radius of 50 nm, featuring an additional atomistic pro-
trusion (Fig. 1, red inset) that we defined as a smaller truncated cone
at the tip apex with a base radius of 0.6 nm and a radius of the spher-
ical cap of 0.5 nm. The cylindrical substrate has an height of 100 nm
and a radius of 100 nm, where we left out the NaCl dielectric spacer
used in the experiments24 [we also tested the explicit inclusion of
part of the NaCl layer (see Fig. S9 of the supplementary material)].
The structures of the tip and substrate are close to each other in
order to generate a picocavity, shown in the inset, where to place
the molecule. All results were obtained by setting the tip–molecule
distance to 0.4 nm and the molecule–substrate separation to 1.4 nm
unless specified differently. The molecule, if present, is placed in the
point with coordinates (0,0,0), lying on the xy plane (parallel to the
substrate surface), and the tip-axis direction is oriented along the
z axis. More in detail, the substrate and tip meshes have been com-
puted separately by using the Gmsh code69 and then has been joined.
The overall structure is characterized by 3818 tesserae more refined
close to the atomistic protrusion and has been described using the

FIG. 1. Reference mesh structure used for the simulations computed by the
Gmsh code.69 In the red inset, a close-up of the atomistic protrusion at the tip
apex responsible for the strong field enhancement predicted by the simulations is
shown. The tip–molecule distance is always set to 0.4 nm, and the protrusion base
radius is 0.6 nm unless specified differently.

Brendel–Bormann70 fitting model of the silver dielectric function71
unless otherwise stated.

The molecule, zinc phthalocyanine, has been considered at the
atomistic level, and DFT calculations with the software Gaussian72
have been performed for the gas-phase. No explicit Ag atoms were
considered in the QMpart, so charge transfer states are not included.
More in detail, the ground state geometry of the molecule has been
optimized at the B3LYP/6-31G(d) level of theory and excited state
transition dipole moments in the gas-phase have been computed
through time-dependent DFT calculations. The optimization of the
first excited state has been done at the B3LYP/6-31G(d) level of the-
ory; the comparison of ground and excited state optimized geome-
tries is reported in the supplementary material (Fig. S5). After the
calculation of the vibrational normal modes in the ground and first
excited state, the vibrationally resolved emission spectrum has been
computed through the code FCclasses.73 The spectrum has been
reported in the supplementary material (Fig. S6) comparing it with
the experimental one24 obtained in a vacuum for a molecule close to
the nanostructures and in DMSO.74 The spectrum shows signatures
of the vibrational structure, represented by the Q(0,1) band (tran-
sition between the lowest level of the first excited state to excited
vibrational states of the ground state). In the calculation of the PL
intensity, we focused on the Q(0,0) band only; the ground state
optimized geometry was considered for evaluating the absorption
rates, whereas emission-related quantities were computed from the
excited state optimized structure. We also note that throughout this
work, photoluminescence data are calculated by exciting the low-
est excited states from which emission occurs. Starting from the
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ground state geometry optimized in a vacuum, we performed DFT
calculations of the molecule in the presence of the nanostructures
(both the tip and substrate together) at the B3LYP/6-31G(d,p) level
of theory with a locally modified version of GAMESS75,76 in order
to compute the excited state energies, transition dipole moments,
and molecular potential on NP tesserae. The potential on the nano-
structure surface computed with GAMESS is equilibrated with the
molecule charge distribution, i.e., a self-consistent procedure assures
that the molecule ground state is in equilibrium with the surround-
ing nanostructures, and this effect is exploited in Sec. IV E. The
basis set of the molecule wave function employed in the calculation
of photoluminescence intensity includes, in addition to the ground
state, ten excited states computed as frozen states that is they are
influenced by the nanostructure polarization equilibrated with the
ground state of the molecule. Another set of input data (energies,
transition dipolemoments, and potential) has been computed to also
include the equilibration of the excited states with the surrounding
nanostructures. To this point, the CIS calculation of the molecule
close to the nanostructures has also been performed in order to
compute the transition dipole moments between electronic excited
states, needed to perform SCF equilibration of excited states with the
nanostructures and go beyond the approximation of frozen excited
states. Considering the first five excited states, we performed the self-
consistent equilibration of the molecular ground and excited states
in the presence of the nanostructures to compute energies, transi-
tion dipole moments, and the transition potentials on the tesserae.
These results have been employed in Sec. IV E where the effect of
the presence or absence of excited state equilibration with the nanos-
tructures is investigated. In order to obtain the results reported in
Sec. IV, we performed GAMESS calculations moving the molecule
with respect to the tip and substrate center along the x and y axis
through a grid with step 2.5 Å to finally obtain results on 36 dif-
ferent molecule positions. The z coordinate of the molecule has not
been varied.

FIG. 2. Different absorption spectra of the same structure (Fig. 1 is the refer-
ence structure) calculated using three distinct dielectric functions: Johnson and
Christy77 (blue), Palik71 (yellow), and Rakić-BB70 (green).

The polarization charges located on each tessera have been
computed with the homemade code TDPlas55 in both cases with
or without the presence of the molecule. In the first case, an inci-
dent radiation along the z axis has been considered to compute the
potential on the polarization charges, while in photoluminescence
calculations (e.g., in the presence of the molecule), the transition
potential from the GAMESS TDDFT calculations due to the first
two degenerate excited states has been employed in order to calcu-
late the photoluminescence intensity due to the excitation of these
degenerate low-lying states.

In photoluminescence calculation, the absorption frequency
has been set to 532 nm (as in the experiment24), which is close to
the maximum absorption of the silver nanostructures, as shown in
Sec. IV by Fig. 2, while the emission frequency is set to 653 nm that
corresponds to the experimental one.24

IV. RESULTS AND DISCUSSION
In this section, we report the results obtained with the meth-

ods explained in Sec. II. First, the results concerning the isolated
nanostructure are reported as a benchmark test regarding the choice
of the dielectric function, where we consider some choices between
those that are mostly employed in the literature for modeling sil-
ver: Palik,71 Johnson and Christy,77 and the Brendel–Bormann fit-
ting of Palik data.70 In Sec. IV B, we report a study related to
the effect of the nanostructure geometry, in particular the pro-
trusion of the tip, on the local field enhancement. In Sec. IV C,
the effect of the absorption frequency of the incident radiation
is investigated, considering the calculation of the local field per-
formed with the same nanostructure. Then, a study related to the
effect of the distance between the tip and substrate on the inten-
sity of the field enhancement is reported. Finally, in Sec. IV E,
our results on the tip-enhanced photoluminescence of a single zinc
phthalocyanine molecule are displayed. They include the calcula-
tion of the enhanced absorption rate, the enhanced radiative decay,
the spectral shift, and the non-radiative decay rate induced by the
molecule–metal interaction, as well as a comparison of the photo-
luminescence intensity computed when the self-consistent equili-
bration of the molecular states with the nanostructures is or is not
considered.

A. Comparison of different dielectric functions
We computed the imaginary part of the polarizability, propor-

tional to the absorption cross section, of the silver nanostructure
reported in Fig. 1 for different dielectric functions documented in
the literature, by plotting the imaginary component of the polariz-
ability associated with the induced dipole originated by an incoming
electric field polarized along the tip-axis direction. As it is shown
in Fig. 2, the energy of the brighter plasmonic resonance of inter-
est (≈2.3–2.4 eV) is quite sensitive to the dielectric function that is
considered to model the metallic response. In the tests performed,
two experimental dielectric functions have been considered (Palik71
and Johnson and Christy77), while the Rakić70 dielectric function is
the result of the fitting of Palik data through the Brendel–Bormann
model; indeed, as expected, the two profiles are very close to each
other. Comparing the two experimental sets of data (Palik71 and
Johnson and Christy77), the results show some differences not only
in the intensity of the absorption but also on the energies of the
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peaks. Moreover, the damping of the excitation related with the
broadening of the bands is different in the two cases; it is larger
when the Palik or Rakic dielectric functions are employed than in
the case of Johnson and Christy. In the following calculations, the
Rakic dielectric function is employed, which is the less efficient due
to a larger damping, as shown by Fig. 2.

B. Dependence of the local field on the tip
geometrical parameters

The response of a NP interacting with an incident electric
field directed along the z axis has been computed by solving
the frequency-dependent BEM equations [Eq. (2)] for different

FIG. 3. Local field enhancement on a 1.0 × 1.0 nm2 grid centered at z = 0.0 nm for different structures. From (a) to (d), the protrusion base radius (Fig. 1, red inset) increases
[the radius is respectively: 0.5, 0.6, 0.8, 1.0 nm, as in Fig. 4(b)]. The local field enhancement is computed as the ratio ∣Ei ∣2/∣E0∣2, where E0 is the incoming electric field
polarized along the tip-axis direction (z axis), whereas Ei assumes the values of Ex , Ey , Ez that are the components of the total local field obtained as the sum of the incident
field E⃗0 and the field generated by the charges on the nanostructure surface. The grid plane coincides with the molecular plane in the subsequent simulations (see Fig. 9).

J. Chem. Phys. 155, 214304 (2021); doi: 10.1063/5.0066758 155, 214304-6

Published under an exclusive license by AIP Publishing

 03 O
ctober 2023 10:06:12

32



The Journal
of Chemical Physics ARTICLE scitation.org/journal/jcp

structures obtained by changing the protrusion base radius (Fig. 1,
red inset) in order to study the effect of structural modifications of
the sharpest part of the tip. We found out that the local field on a 1.0
× 1.0 nm2 grid oriented along the xy plane (z-coordinate = 0) has
the maximum intensity in the same spatial points varying the NP
structure: The field along the z axis has a spherical symmetry, while
the x component of the field has the maximum intensity along the
x axis and analogously the y component of the field has the maxi-
mum intensity along the y axis. On the other hand, the intensity of
the field is strongly affected by the geometrical feature of the NP,
as shown in Fig. 3. Indeed, the enhancement of the total local field
upon excitation at 2.33 eV decreases as the protrusion base radius
becomes larger, as can be inferred by Fig. 4 that shows the local
field enhancement as a function of frequency for five different tip
radii. This result is due to two main effects: an overall reduction
of the intensity of the local field, particularly when structures with
radius 0.6 and 0.7 nm are employed, and a gradual blue-shifting
of the “local” resonance when the base radius increases. As Fig. 4
shows, if we considered the electric field at its maximum value for
each structure, we would obtain color maps representing the field
on a grid very close to each other, but the intermediate cases with
radius protrusion equal to 0.6 and 0.7 nmwould show a lower inten-
sity of the enhanced field in correspondence with the maximum
value.

C. Frequency dependence of the local field
enhancement

As already suggested by Fig. 4, the intensity of the field
enhancement strongly depends on the frequency. This is of partic-
ular interest when molecules close to the NP are considered: The
closer the maximum frequency of the molecular absorption and the

local field enhancement are, the more relevant the plasmonic effect
on the molecule response will be. To better analyze this point, the
local field enhancement has been computed on a 1.0 × 1.0 nm2 grid
oriented along the xy plane at different frequencies. In Fig. 5, we
report the x and y components of the total field over the incoming
electric field for different x [Fig. 5(a), top] and y [Fig. 5(a), bottom]
displacements. As illustrated by the colored curves that correspond
to different frequencies at which we evaluated the metallic response
upon excitation, the maximum of the local field is reached at ener-
gies slightly higher than the “global” plasmonic resonance, which is
at 2.33 eV (see Fig. 2, green curve).

Moreover, due to the symmetry of the structures involved in
the calculation, the field intensity along the x direction (top panel)
should be identical but for numerical accuracy to the field intensity
along the y direction (bottom panel) for each frequency consid-
ered. Similar results can be observed in Fig. 6(a) that shows the field
intensity along the x direction as a function of frequency, where the
maximum of the total field for different grid points along the x direc-
tion is always achieved at energies above the “global” resonance. In
addition, the frequency at which the x component of the total field
reaches a maximum does not change moving on the grid along the
x axis.

D. Field enhancement as a function of tip–molecule
distance

Previous experiments and simulations24 illustrated that TEPL
measured for this kind of STM-like setup is distinctly affected by the
tip–molecule distance. To investigate this point, we considered dif-
ferent distances between the tip and substrate moving the tip also
along the x axis. Our results are reported in Fig. 7 where the x com-
ponent of the local field intensity has been reported as a function of

FIG. 4. (a) Local field enhancement as a function of frequency calculated on the grid point (x = 0.5 nm, y = 0.0 nm) for the five different structures reported in panel (b) (only
the x component of the total field is shown). (b) Five different protrusion radii considered for the simulations in Fig. 3 and (a). The pale blue dot is the grid point where the
field is computed, whereas the gray plane represents the substrate surface.
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FIG. 5. (a) Square modulus of the x and y components of the total field over the incoming electric field along x (top) and y (bottom) displacements (the dots represent the
calculated values, while the corresponding curves were obtained through cubic interpolation). The different colored lines correspond to the total field at different frequencies.
The “global” plasmonic resonance of interest is predicted to be at 2.33 eV in the absorption spectrum (Fig. 2, highest green peak). (b) Schematic representation of the
simulation setup used to obtain the results shown in panel (a), where the blue dots are representative of points where the electric field has been computed.

x position (with both y and z coordinates equal to 0 nm). The dis-
tances reported on the top of the figure are those between the tip
and the center of the grid where the electric field is computed [with
coordinates (0,0,0) nm] that would correspond to the molecule cen-
ter. When the tip–molecule distance increases from 0.4 to 0.9 nm

[blue to red line, Fig. 7(a)], the x component of the total field, which
is along with the y component, responsible for the coupling with
the molecular transition dipoles, decreases in amplitude as expected.
Moreover, the corresponding peak broadens, which means that the
local field becomes less confined in the cavity.

FIG. 6. (a) Local field enhancement as
a function of frequency for different grid
points along the x axis as shown in
panel (b). The symmetrical results were
obtained for the y component. The blue
line has very low intensity, and it lies on
the x axis. (b) Schematic representation
of the simulation setup used to obtain the
results shown in panel (a); the y coordi-
nate is always set to 0.0 nm as in the top
plot of Fig. 5(a).
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FIG. 7. (a) Square modulus of the x component of the total field over the incoming electric field along x for different tip–molecule distances (colored lines). The symmetrical
results were obtained for the y component along the y-displacement (the dots represent the calculated values, while the corresponding curves were obtained through cubic
interpolation). (b) Schematic representation of the simulation setup used to obtain the results shown in panel (a).

E. Coupling with the zinc phthalocyanine molecule
So far, we have focused our attention on the electromagnetic

problem of the bare nanostructures without considering any molec-
ular species. In order to simulate the electromagnetic effects due
to the presence of the nanostructure on the photophysical proper-
ties of the zinc phthalocyanine molecule, we solved the frequency-
dependent BEM equation [see Eq. (1)] where the perturbation term
V(ω) represents the transition potential associated with the molec-
ular excited state of interest. The potential has been computed at
the quantum mechanical level assuming the ground state electron
density of the molecule polarized by the mutual interaction with the
metallic nanoparticle. In particular, for this molecule, the first and
second excited states are degenerate, so the contribution to photolu-
minescence (and also radiative and non-radiative decay rates) due to
both excited states has been considered. We first present the simu-
lated “photoluminescence quantities” that are necessary to compute
the TEPL map, and then, we directly compare the results obtained
with/without the self-consistent equilibration of the molecular states
with the nanostructures.

1. Photoluminescence quantities
Using Eqs. (9)–(14), the corresponding radiative and non-

radiative decay rates have been evaluated, allowing us to observe
the effects of the metallic nanostructure on the excited state prop-
erties of the molecule, as shown in Fig. 8. It turned out that when
the tip–molecule distance is set to 0.4 nm and the tip is above
one of the molecular lobes (x = 0.5 nm and y = 0.5 nm), both
stronger absorption [Fig. 8(a)] and a net reduction of the quantum
yield [Fig. 8(b)] with respect to the vacuum value (0.2, as stated
in Sec. II B) are observed. The enhancement in absorption means

more molecules in excited states, which more than compensate for
the decreased quantum yield, overall resulting in a strong photolu-
minescence enhancement of the single molecule when the plasmon
oscillation is efficiently able to couple with the molecular transition
dipoles (see Fig. 9). It is worth noting that the images reported in
Figs. 8 and 9 resemble the molecular structure, displaying stronger
interactions at the position of the lobes. The possibility of retain-
ing such “resolution” is made possible by the use of the transition
potentials as the source of the perturbation instead of a point dipole,
which encode the information related to the molecular shape. More-
over, we also noticed that the non-radiative decay rate due to the
molecule–metal interaction [see Eq. (14)] is faster without the pres-
ence of the tip when the molecule is alone above the substrate, and
taking this into account, the TEPL ratio (with respect to the tip-free
setup) is predicted to be ≈108, in agreement with the experimen-
tal estimate of Yang et al.24 The computed linewidths in Fig. 8(d)
provide an interval of variation that is essentially the same as in the
experiment24 (around 2.5–3 meV). However, the experiment fea-
tures an additional, apparently spatially independent, contribution
of around 8 meV. This additional value is much in line with the
vibronic broadening we estimate for the emission process, as shown
in Fig. S6 (supplementary material), which is ≈9 meV (FWHM) and
that we did not included in Fig. 8(d).

2. Molecule SCF equilibration with nanostructures
Additionally, we investigated the possible effects of the molec-

ular electron density relaxation due to the presence of the nano-
structure on the TEPL values. In order to do so, we computed self-
consistently the equilibrated molecular electron density for both the
ground state (which may affect the absorption rate) and the excited
state (which may affect the emission rate), obtaining the results
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FIG. 8. 2D-maps on a 1.25 × 1.25 nm2

grid of (a) the enhanced absorption
rate, (b) quantum efficiency, (c) spec-
tral shift, and (d) non-radiative decay
rate due to the molecule–metal interac-
tion [see Eqs. (10)–(15)]. The position of
the molecular center is x = y = 0.0 nm.
Panels (c) and (d) were obtained consid-
ering the contribution coming from each
state weighted by the corresponding PL
intensity on the same grid point.

shown in Fig. 9(b). By comparing the TEPL images in Figs. 9(a)
and 9(b), it can be seen that at the position of the molecular lobes,
where the tip–molecule interaction is stronger, only a negligible
difference of ≈0.1 × 103 (over a value of ≈6 × 103) in the TEPL

ratios is observed, and there is no significant change in the energy
of the two isoenergetic excited states with respect to the center
of the grid, where the tip–molecule interaction is much weaker.
The outcomes clearly point out that the molecular electron density

FIG. 9. (a) Tip-enhanced photoluminescence (TEPL) ratio simulated using Eq. (9) (Sec. II) on a 1.25 × 1.25 nm2 grid (top) and along the main diagonal of the grid (bottom),
without considering any electron density relaxation due to the nanostructure. I0 is the computed vacuum emission obtained setting η0 to the experimental value of 0.2
(see Sec. II B). (b) The same simulations obtained considering the self-consistent electron density relaxation for both ground and excited states. (c) Previously reported
experimental results on the same system.24
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equilibration with the nano-object does not strongly influence the
computed photoluminescence intensity and thus, at least for this
molecule in the applied conditions, can be disregarded. In light of
these results, the approximation of ignoring the molecular electron
density equilibration with the nanostructures24 is justified.

V. CONCLUSIONS
Inspired by recent experimental work,24 we investigated the

photophysical properties of a single zinc phthalocyanine molecule
underneath the atomistic protrusion of an STM-like silver nano-
structure by means of a suitable PCM-NP description of the
nanoparticle and full quantum mechanical treatment of the
molecule. We found out that the geometrical features of the atom-
istic protrusion at the tip apex strongly influence the PL mea-
surements, in particular varying the frequency of the plasmon
enhanced local field maximum. This result suggests that the geo-
metrical features of the nano-tip strongly influence the features
of the picocavity and thus also the molecule–plasmon interaction
strength. Therefore, in order to optimize the photoluminescence
intensity, one needs to cleverly design the geometrical features of the
nano-tip.

Moreover, concerning the theoretical side, we pointed out that
the photoluminescence results are sensitive to the measurement
uncertainty of the dielectric function, and for this reason, different
experimental dielectric functions for the metal of interest have to be
considered. Therefore, discrepancies between theoretical and exper-
imental results on photoluminescence intensity can also depend on
the choice of the dielectric function model. In addition, we illus-
trated that additional attention has to be paid to the adopted the-
oretical model because fictitious charge transfer excitation between
different metallic nanoparticles within the same system might come
up, as a result of numerical issues in the calculations. Additionally,
we remark that the electronic polarization interaction with the tip
is negligible. To conclude, taking into account each detail previously
mentioned, theoretical simulations might be able to predict and sup-
port the state-of-the-art experiments, thus paving the way for study-
ing plasmon–molecule interactions at the submolecular level, as well
as to design new experiments.

SUPPLEMENTARY MATERIAL

See the supplementary material for additional details and
numerical tests concerning charge conservation analysis, influence
of the gas-phase radiative quantum efficiency η0 on the TEPL results,
basis set numerical test, ground and excited state optimized struc-
tures of zinc phthalocyanine, simulated vibrationally resolved emis-
sion spectrum of zinc phthalocyanine, detailed contribution ofÐ→μ met

and Ð→μ ind to Fig. 8(a), comparison between enhanced absorption
rates and enhanced radiative decay rates, and influence of a single
NaCl monolayer on the TEPL results.
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Figure S1: Absorption spectra of the nanostructure reported in Fig.1 (main text) computed by using the
two different approaches mentioned in section II-A (main text) for ensuring ’charge conservation’. The a-
posteriori normalization is the blue curve, whereas the normalization through the eigenvectors’ coefficients
is the orange one. The main difference between the two methods can be observed only at low energies (less
than 1 eV), where the fictitious charge-transfer peak appears.
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Figure S2: Absorption spectra of the nanostructure reported in FIG.1 (main text) computed by using the two
different approaches mentioned in section II-A for ensuring ’charge conservation’ and simultaneously forcing
the two lowest eigenvalues of DA exactly to −2π (see equation 3, main text). The plasmon eigenmodes
associated with these two eigenvalues are responsible for the charge-transfer peak that appears at low energies
(FIG. S1). Indeed, if these two eigenvalues are exactly set to −2π their contribution to the induced charges
should vanish (eq.3, main text). Although, in this figure, the fictitious peak is no longer evident in both
methods,the total sum of the surface charges for the separate structures ,tip and substrate respectively, is
closer to zero in the ’a posteriori’ approach, which yields a more realistic scenario.
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Figure S3: Tip-Enhanced Photo-luminescence (TEPL) ratio simulated using equation 5 (Section II-B, main
text) on a 1.25 nm × 1.25 nm grid considering η0 equals to 1 (i.e. unitary radiative quantum efficiency in
vacuum).
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Figure S4: Enhanced absorption rate simulated using equation 10 (Section II-B, main text) on a 1.25 nm ×
1.25 nm grid considering the TZP basis-set as implemented in GAMESS 1,2. By comparing these data with
Figure 8a) main text, it can be seen that the improvement of the basis set does not change the results.
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Figure S5: Superposition of ground and first excited state optimized geometries of Zinc-phthalocyanine, a)
top view, b) side view.

a) b)

Figure S6: Comparison between computed vibrational resolved emission spectrum and experimental emission
spectrum in vacuum when the molecule is close to the silver nanostructures where the computed one is red-
shifted by 20.8 nm (panel a)3 and in DMSO where the computed one is red-shifted by 49.6 nm (panel
b).4 It has to be noticed that the wavelength scale considered is shorter in panel (a) than in panel (b) and
to compare the spectra, two different broadening have been considered to obtain the convoluted spectrum
from emission transition calculations. In panel (a) the computed spectrum does not reproduce the shoulder
detected experimentally at ≈ 657 nm, therefore it could be a result of the interaction between the molecule and
the substrate rather than the effect of the presence of a vibronic structure, as mentioned in the experimental
work.3 On the other hand, the calculated spectrum is in good agreement with experimental spectrum in
DMSO (panel b), although the shoulder at 700 nm is underestimated.
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Figure S7: Detailed contribution of ~µind (left) and ~µmet (right) to the panel a) of Figure 8, main text. The
contribution coming from the metallic response (|~µind|2) is predominant, the molecular part(|~µmet|2) is ≈ 3
orders of magnitude lower. We also note that ~µmet, which is the molecular transition dipole in the presence of
the nanostructure, has been calculated by including in the typical TDDFT equations the following polarization
term Kpol

st,uv(ω) =
∑

i qω(si, [ψ
∗
sψt]) ·V (si, [ψ

∗
uψv]), where V (si, [ψ

∗
uψv]) is the electrostatic potential evaluated

at the i-th tessera due to the charge distribution ψ∗
uψv with ψu and ψv being molecular orbitals (more

details can be found in5,6). The corresponding Casida response equations, that now account for the mutual
molecule-metal polarization, have to be solved self-consistently as the matrix elements depend themselves on
the eigenvalues that have to be found.

Figure S8: Comparison between enhanced absorption rate a) computed according to eq.10 (main text) and
enhanced radiative decay rate b) computed according to eq.13 (main text). As stated in the main manuscript
on page 7, even if the two quantities are analogous, they are calculated at different frequencies (that of the
absorption and that of the emission, respectively) and for different transition densities (that at the ground
state geometry a) and that at the excited state geometry b).
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Figure S9: a) Scheme of the computational setup used to assess the influence of the NaCl layer on the
simulated TEPL results. The single monolayer was directly included in the QM region fully treated at
B3LYP/6-31g. The STM-like tip is not shown for simplicity, but it is always there, 0.4 nm above the
molecular plane. The ground-state optimized geometry was considered both for the absorption and emission
properties to save computational time, but as the excited-state minimum is very similar to the GS geometry
(Figure S5), similar results are expected even considering the S1 relaxed structure for the luminescence
quantities. b) Simulated TEPL map with the presence of the NaCl single monolayer. c) Simulated TEPL
map without the presence of the NaCl single monolayer. There is a fairly small quantitative difference in the
TEPL intensity maxima between panels b) and c), but the overall result is qualitatively the same. In panel
b) the intensity maximum is ≈ 5.5× 103, whereas in panel c) it is ≈ 8.0× 103.
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CHAPTER 1. 47

Additional notes after thesis review

The non-hermitian matrix diagonalization and the charge normalization procedures that are
discussed have been coded on an ad hoc basis for the specific system that is targeted. Coding
has been performed in a development branch of the homemade code TDPlas, which will be
merged with the master branch soon (freely available at https://github.com/stefano-corni/
WaveT_TDPlas). The subroutine for photoluminescence calculations is instead already included
in the master branch, therefore it is ready to be used by anyone.
Concerning the charge numerical issues that have been discussed, it has been found out that
such numerical instabilities show up appreciably only when two or more nanostructures are
simultaneously considered, and so in the case of a single nanoparticle no similar precautions have
to be taken since the numerical solution of the PCM-NP problem turned out to be numerically
robust and total charge neutralization is always ensured. This numerical artifact is not strictly
related to the phenomenon that is investigated, photoluminescence in this case, but rather to
the presence of more than a single nanostructure in the PCM-NP calculation.



Chapter 2.
Unraveling the Mechanism of Tip-Enhanced

Molecular Energy Transfer

This chapter extends what has been reported in chapter 1 to an additional level of complexity.
Indeed, the phenomenon that is here investigated still involves an STM plasmonic structure,
but now two molecules are simultaneously considered. The presence of two nearby molecules
in a STM junction opens up additional excited state relaxation processes, such as excitation
energy transfer (EET) between an excited donor molecule and a nearby acceptor. This process
can be described as a non-radiative phenomenon where an excited donor molecule can relax
back to its ground state by transferring its energy to a nearby acceptor species, the latter being
excited upon EET. In order for this process to take place energy conservation must be fulfilled
and two alternative mechanisms, respectively named Förster and Dexter[1], are usually invoked
to understand the physics behind the phenomenon. According to the Förster theory, the non-
radiative transfer of energy is mediated via Coulombic interactions between the donor-acceptor
pair and in its mostly-known form an analytical point-dipole model for the two molecules is
considered. In other words, the Coulombic interaction is limited to dipole-dipole interactions
and this leads to the well-known d−6 Förster distance dependence of efficiency of energy transfer
with d being the dipole-dipole distance. On the other hand, according to the Dexter mechanism
the transfer of energy takes places via an exchange of electrons between the two species and so
it requires overlap of the two molecules wavefunctions. For this reason, the Dexter mechanism
results in an exponential decay of energy transfer efficiency as a function of molecule-molecule
distance and it usually becomes irrelevant for molecular separation above 1 nm[1, 2]. Above
such distance EET can still take place only via Coulombic interactions, thus making the Förster
mechanism the only plausible one.

The core idea underlying this chapter work is to assess the effect of the plasmonic system
on the direct energy transfer process between chromophores placed close to atomistically sharp
tips of STM junctions, such as those used for TEPL or STM-induced luminescence (STM-L)
experiments. The latter involve tunneling electrons as excitation source instead of light photons.
The accurate control over molecules spatial positions and orientations that is possible with these
experimental setups paves the way for understanding how the energy flow can be steered through
nanoscale plasmonic effects.

In this chapter, which is reported as a preprint article currently under review, the theoret-
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ical modelling of plasmonic effects on EET is presented. This has been done by building on
the previous work about TEPL (chapter 1), where plasmonic effects on single molecule excited
state processes were already computationally addressed. The proposed theoretical framework is
applied to investigate the energy transfer process between a palladium-phthalocyanine molecule
(PdPc, donor) and a bare phthalocyanine molecule (H2Pc, acceptor), upon excitation of the
former by tunneling electrons. The same system has been experimentally probed recently[3],
showing that the efficiency of energy transfer (RETeff ) between the two chromophores decreases
very fast by enlarging the molecule-molecule separation, featuring an exponential decay. In that
experimental work the Dexter mechanism of energy transfer was speculated to be responsible
for such steep decrease of RETeff . In this chapter, by quantitatively accounting for the role of
the plasmonic system in mediating each excited state process, including EET, it is revealed that
the usual criterion to distinguish between the widely-known mechanisms of energy transfer (, i.e.
d−6 vs exponential decay) is no longer appropriate due to the relevance of nanoscale plasmonic
effects taking place in such STM junctions, thus leading to very fast exponential-like decay of
RETeff even if only plasmon-mediated classical electromagnetic effects are considered.

Most of the simulations carried out in this work have been performed by Colin Coane, who
has visited our group during his bachelor degree from the University of Southern California
(USC). During Colin’s stay I was in charge of supervising his work. I taught him how to perform
quantum chemistry calculations in the presence of the plasmonic system and I also showed him
how to elaborate the output of such calculations to evaluate the effect of the plasmonic system
in mediating molecular decay processes, including EET. In this regard, we together started cre-
ating a python post-processing tool that he further developed on his own to finally produce the
data that is reported in the manuscript. We equally contributed to the writing of the initial
article draft, whereas Colin prepared most of the figures. I personally drafted the first version of
the reply letter to reviewers, while he performed additional simulations necessary to revise the
manuscript.

This work has been recently published in Communications Chemistry [4] (note added after
thesis review).
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ABSTRACT

Electronic Energy Transfer (EET) between chromophores is fundamental in many natural light-harvesting complexes, serving as a
critical step for solar energy funneling in photosynthetic plants and bacteria. The complicated role of the environment in mediating this
process in natural architectures has been addressed by recent scanning tunneling microscope experiments involving EET between
two molecules supported on a solid substrate. These measurements demonstrated that EET in such conditions has peculiar features,
such as a steep dependence on the donor-acceptor distance, reminiscent of a short-range mechanism more than of a Förster-like
process. By using state of the art hybrid ab initio/electromagnetic modeling, here we provide a comprehensive theoretical analysis
of tip-enhanced EET. In particular, we show that this process can be understood as a complex interplay of electromagnetic-based
molecular plasmonic processes, whose result may effectively mimic short range effects. Therefore, the established identification of an
exponential decay with Dexter-like effects does not hold for tip-enhanced EET, and accurate electromagnetic modeling is needed to
identify the EET mechanism.

Introduction
Probing and controlling Electronic Energy Transfer (EET) between chromophores in complex environments has drawn increased
scientific attention over the last few decades. The EET process is crucial in many natural light-harvesting complexes1–3 and is a
critical step in photosynthesis4–7, thus making it extremely interesting and potentially useful for developing devices for human
use8–11. Because photosynthetic complexes operate surrounded by a natural or artificial environment, understanding the role of
this environment in their activity is essential, including its influence on EET. This is an arduous task, and in the case of natural
architectures, the systems under investigation are so complex that disentangling the various contributions affecting the overall
EET efficiency is far from trivial12–15. Nonetheless, the process itself primarily relies on the interactions between distinct
molecular species, thus making single-molecule experiments vital for dissecting the EET process and eventually shedding
light on how it can be controlled. Experiments on self-standing single molecules are limited by their ability to detect optical
signals due to diffraction limits and weak molecular luminescence responses.16,17 Therefore, a promising strategy developed for
investigating energy transfer processes is based on utilizing metal-molecule-metal junctions to confine optical signals in a small
region, enhancing molecular responses.18–22

Recent works23–29 disclose how scanning tunneling microscopy (STM) may be used to effectively probe single-molecule
fluorescence by cleverly harnessing tip surface plasmons. This approach leads to strong photoluminescence (tip-enhanced
photoluminescence, TEPL) and electroluminescence (STM-induced luminescence, STML) signals of individual molecules
placed underneath an atomistic, metallic STM tip, even reaching sub-molecular resolution in certain cases29. Experiments of
this kind pave the way for real-space tracking of energy transfer between nearby molecules30,31. For instance, Cao et al.30

utilized tip-molecule-substrate junctions to detect the energy flow between different chromophores while accurately controlling
their spatial position. Experiments were carried out in ultra-high vacuum at low temperature (4.5 K) and molecules were
deposited on a NaCl trilayer placed on top of a silver metallic substrate. By measuring light intensity emitted by donor (D)
and acceptor (A) molecules upon selective excitation of the former via tunneling electrons, they could quantitatively probe
the energy transfer process. They showed that the efficiency of EET (denoted RETeff in their work30, for resonance energy
transfer) between a palladium-phthalocyanine (PdPc) donor molecule and a free-base phthalocyanine (H2Pc) acceptor molecule
exhibits a fast, exponential-like decay trend as a function of the donor-acceptor (D-A) distance. This measured exponential
trend cannot be explained in terms of simple dipole-dipole interactions (Förster theory)32–34, indicating a more thorough
theoretical description of the system is needed to decipher experimental data. In addition to the features of the system that are
usually employed to explain EET processes such as the spectral overlap, D-A distance, and the orientation between D-A dipole
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moments,35–37 environmental effects cannot be ignored, and in particular the effect of the metallic nanostructure used to scan
the system studied must be accounted for to explain the measured decay trend. The scanning tip can induce new decay pathways
and modify existing ones, including the energy transfer process itself.38–40 Careful attention to the nanostructure’s physical
features and geometry is required, since tuning its plasmonic frequency may either augment or hinder the EET process.41–48

In the following, we present a comprehensive theoretical framework for a nanostructure-donor-acceptor system, which
is able to describe the tip-mediated EET rate along with radiative and non-radiative relaxation processes. This framework
allows us to shed light on the experimental results described above. This study builds on the previously developed Polarizable
Continuum Model-NanoParticle (PCM-NP) approach and related works2,49–56, which rely on an ab initio quantum mechanical
description of molecules interacting with classically-described metallic nanostructures. The theoretical model introduced here
allows us to go beyond the dipole-dipole interaction model by including a thorough description of the molecular electronic
structure, utilizing full electron densities and including effects on molecular decay pathways induced by the metallic STM tip.
Similar approaches that have been used in this context have shown that a proper ab initio description of target molecules in such
sophisticated plasmonic structures is necessary to fully capture subtle plasmon-molecule interactions that can be revealed by
experiments targeting sub-molecular resolution57–61. With regard to EET in STM junctions, Kong et al.31 have recently shown
that for D-A distances > 1.7 nm, the use of full transition densities instead of the dipole-dipole approximation to evaluate the
direct (metal free) D-A EET rate still leads to an 𝑅−6 Förster-like dependence of the acceptor emission intensity upon donor
tunneling excitation, which only approximately matches the experimental trend that is observed. In their modelling, the effect of
the plasmonic system in mediating molecular decay pathways (including EET) is not included. Notably, we find here that the
effect of the metal on the molecular decay rates in systems coupled to a metallic nanostructure is not negligible over a wide
range of intermolecular distances49,51, 62–64. Quite surprisingly, our calculations show how the proper accounting of all the
relevant molecule-metal and molecule-molecule electromagnetic interaction pathways results in a trend that deceptively mimics
an exponential decay. In other words, we disclose a situation where the popular criterion to distinguish between Förster-like and
Dexter-like energy transfer mechanisms is no longer appropriate due to the relevance of plasmonic nanoscale effects occurring
in tip-molecule-substrate STM junctions.

Results
Metal mediated RET efficiency
In the experimental work of Cao et al.30, the definition of “RET efficiency”, RETeff , is based on emission intensities of the
acceptor (𝐼A) and donor molecules (𝐼D) upon excitation of the donor,

RETeff =
𝐼A

𝐼A + 𝐼D
. (1)

However, we highlight that the above quantity RETeff does not depend only on the theoretical efficiency of the EET step unless
special restrictive conditions are met, such as the donor and acceptor molecules being identical, ideal emitters.

More generally, such empirical energy transfer efficiency depends on multiple radiative and nonradiative decay processes
within the system, and the presence of the metallic tip may influence and modify these processes, as schematically illustrated in
Figure 1.

Given the fluorescence quantum yield of the donor 𝛷D, its emission intensity reads

𝐼D = 𝛤ex ·𝛷D = 𝛤ex ·
𝛤rad,D

𝛤EET +𝛤rad,D +𝛤nr,met,D +𝛤nr,0,D
(2)

where 𝛤ex is the excitation rate (in this case promoted by tunneling electrons), 𝛤rad,D is the radiative decay rate of the donor in
presence of the metal tip, 𝛤nr,met,D is the nonradiative decay rate induced by the metal tip, 𝛤nr,0,D is the intrinsic, purely-molecular
nonradiative decay rate, and 𝛤EET is the EET rate from the donor to the acceptor, which is also modified by the presence of the
metal tip.

On the other hand, the emission intensity of the acceptor, assuming that the donor undergoes EET to the acceptor upon
excitation, is:

𝐼A = 𝛤ex · 𝜂EET ·𝛷A = 𝛤ex ·
𝛤EET

𝛤EET +𝛤rad,D +𝛤nr,met,D +𝛤nr,0,D
· 𝛤rad,A

𝛤rad,A +𝛤nr,met,A +𝛤nr,0,A
, (3)

where 𝛤rad,A, 𝛤nr,0,A and 𝛤nr,met,A are the radiative decay rate, intrinsic nonradiative decay rate, and metal-induced nonradiative
decay rate of the acceptor, respectively. We note that the quantity 𝜂EET is the general theoretical definition of the efficiency of
EET from the donor to the acceptor.

Equations 2 and 3 assume only one donor state and one acceptor state, which is a good approximation in the absence
of degenerate excited states. However, for the donor molecule (palladium-phthalocyanine, PdPc) the first two excited states
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Figure 1. Schematic diagram of energy transfer processes in the STM-donor-acceptor system. The STM tip excites the
donor molecule through a tunneling current, and the donor may decay to its ground state radiatively, nonradiatively, or through
EET to the acceptor. If the acceptor is excited through EET, it subsequently may decay to its ground state radiatively or
nonradiatively. The excitation energy of the donor’s first excited state is larger than that of the acceptor’s, which typically
prevents energy flow back to the donor. All possible decay processes in both donor and acceptor are affected by the presence of
the metallic tip. Indeed, the tip may not only modify the radiative emission of each emitter, but also provides an additional
source of nonradiative decay for the molecular excited states.

are degenerate, so they both may be excited by the tip and participate in the EET process. Moreover, the acceptor molecule
(free-base phthalocyanine, H2Pc) has two excited states that are close in energy and may both be excited by EET from the donor.
To account for these degeneracies, we consider the emission intensity of the donor from state i, namely

𝐼 i
D = 𝛤 i

ex ·𝛷i
D = 𝛤 i

ex ·
𝛤 i

rad,D∑
j𝛤

i→j
EET +𝛤

i
rad,D +𝛤 i

nr,met,D +𝛤nr,0,D
, (4)

where the index i indicates the i-th excited state of the donor, and the index j indicates the j-th excited state of the acceptor.
Likewise, the total acceptor emission intensity after tip-induced excitation of donor state i (𝐼 i

A) is the sum over emission
intensities from possible acceptor states j, after EET between donor state i and acceptor state j,

𝐼 i
A = 𝛤 i

ex ·
∑︁
𝑗

𝜂
i→j
EET ·𝛷

j
A, (5)

where 𝛷j
A is the j-th state emission quantum yield of the acceptor, as defined by the third term in Eq. 3. Thus, the net RET

efficiency, as defined in Eq. 1, for a given donor state i becomes

(RETeff)i =

∑
j 𝜂

i→j
EET ·𝛷

j
A∑

j 𝜂
i→j
EET ·𝛷

j
A +𝛷i

D

(6)

as excitation rates 𝛤 i
ex cancel out.

This quantity in Eq. 6 can be evaluated experimentally from the emission intensities considered above. It can also be
theoretically obtained from the decay properties of the donor and acceptor molecules alone. Substituting the expressions of
𝜂

i→j
EET,𝛷

i
D,𝛷

j
A into Eq. 6, it is possible to formulate the RET efficiency directly in terms of decay rates,

(RETeff)i =
©«1+𝛤 i

rad,D ·

∑︁

j

𝛤
i→j
EET ·𝛤

j
rad,A

𝛤
j
rad,A +𝛤 j

nr,met,A +𝛤nr,0,A


−1ª®®¬

−1

. (7)
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Eq. 7 reveals that the RET efficiency upon exciting the i-th donor state is independent of all nonradiative decay properties of the
donor, and has the functional form

1
1+ 𝑓

(8)

where 𝑓 is a complicated function that depends on the EET rate from donor to acceptor, radiative decay rate of the donor and all
decay rates of the acceptor.

Within the PCM-NP framework (see Methods), each of the quantities described in this section can be analytically or
numerically determined, retaining a realistic electronic structure description of both donor and acceptor molecules at the ab
initio level. The EET rate between molecules in the presence of a metallic nanostructure is given by46

𝛤EET =
2π
ℏ

|𝑉0 +𝑉met |2 𝐽, (9)

where 𝐽 is the spectral overlap factor, 𝑉0 is the electronic coupling between donor and acceptor in vacuum, and 𝑉met is the
coupling mediated by the metal nanostructure. 𝑉0 is calculated as the volume integral over the molecular transition densities of
the donor and acceptor (𝜌T

X)65, thus

𝑉0 =

∫
𝜌T

A (®r )𝜌
T
D (®r

′) 1��®r−®r ′
��d®rd®r ′ +

∫
𝜌T

A (®r )𝜌
T
D (®r

′)𝑔xc (®r,®r ′)d®rd®r ′ −𝜔0

∫
𝜌T

A (®r )𝜌
T
D (®r )d®r, (10)

where 𝑔xc is the exchange-correlation kernel and the third term in the right-hand side is the overlap between molecular transition
densities weighted by the transition energy. Transition densities for donor emission and acceptor absorption are used instead
of dipolar or multipolar approximations to take into account the charge distribution within each molecule during electronic
excitations.

𝑉met is expressed in terms of response charges 𝑞k located at the centroid of each k-th tessera on the metal’s surface induced
by the donor transition potential.46 Response charges are multiplied by the acceptor transition potential evaluated at the same
spatial coordinates,

𝑉met =
∑︁

k∈met

(∫
𝜌T

A (®r )
1��®r−®sk

��d®r
)
𝑞k

(
®sk, 𝜀met (𝜔), 𝜌T

D

)
(11)

with 𝜀met (𝜔) being the nanostructure’s frequency-dependent dielectric function that enters Eq. 17.
As reported in previous work, the radiative decay rate of the donor and acceptor in a generic state b, 𝛤b

rad,X (with X=A,D), in
the presence of the metal nanostructure can be evaluated in terms of the sum of the molecular transition dipole in the presence
of the metal ®𝛍 b

met,X and the dipole induced in the nanostructure by the molecular transition density ®𝛍 b
ind,X
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𝛤b
rad,X =

4𝜔3
b,X

3ℏ𝑐3

���®𝛍 b
met,X + ®𝛍 b

ind,X

���2 . (12)

Additionally, the nonradiative decay rate in the presence of the metal is determined by the imaginary part of the self-interaction
between surface response charges and transition potentials evaluated at the same 𝑘-th tessera52 on the metal’s surface, that is

𝛤b
nr,met,X = −2 · Im

{∑︁
k
𝑞k𝑉k

}
. (13)

On a final note, the intrinsic nonradiative decay rate of the acceptor that enters Eq. 7 (𝛤nr,0,A) is not readily available, but it
can be roughly estimated from the vacuum radiative quantum efficiency 𝜂0,A

49

𝜂0,A =
𝛤rad,0,A

𝛤rad,0,A +𝛤nr,0,A
. (14)

Since 𝛤rad,0,A can be evaluated considering only the vacuum molecular dipole, 𝛤nr,0,A may be computed if 𝜂0,A is accessible49.
Experimental data of radiative quantum efficiency are only available in solution, so for this work we use the solution value
𝜂0,A = 0.6 for H2Pc as reported in ref. 66. While H2Pc is studied here in dry conditions, the same assumption was adopted in a
previous work49 where it was also shown for a similar molecule (ZnPc) that the intrinsic nonradiative decay rate is significantly
smaller than other metal-mediated decay rates involved in the process, thus not affecting results whether or not it is included.
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Figure 2. Geometrical configuration of PdPc and H2Pc molecular structures. PdPc (donor) and H2Pc (acceptor) molecules
shown at center-center distances of 1.68 nm (a) and 3.20 nm (b). Aromatic lobes of both molecules are oriented 30 degrees
from the x and y axes, as shown. The relative orientation between donor and acceptor is kept rigid throughout the samples
separation range.

Investigated systems
The chromophores studied here in the presence of an STM tip are a palladium-pthalocyanine (PdPc) donor and a free-base
pthalocyanine (H2Pc) acceptor. The two molecules were situated with their aromatic lobes co-planar, lying on the plane that we
hereby denote as the xy plane, and treated at the quantum level using Density Functional Theory (DFT) and Time-Dependent
Density Functional Theory (TDDFT) when excited state properties are needed. Within the xy plane, the aromatic lobes of each
molecule are rotated by 30 degrees from the x and y axes, roughly mimicking the orientation shown by previous experimental
STM images30. Different D-A distances in the range 1.59-3.20 nm have been investigated to characterize the effect of molecular
separation on RET (Figure 2). Further information related to ab initio calculations and EET modelling based on Eqs.1-13 can
be found in Computational Details.

Regarding the plasmonic system, two different STM setups were considered to model the tip-molecule-substrate nanojunctions,
illustrated in Figure 3. One setup was based on a previous STML experimental study28: a silver tip was modeled as a truncated
cone with rounded edges, with the molecular species adsorbed on a silver cylindrical substrate (Figure 3a). In the referenced
experiment, a three-layer NaCl spacer was placed as a buffer between the metal substrate and the molecules. This insulating buffer
was omitted in our calculations, as previous studies revealed it contributes minimally to the observed molecular response29,49.
For this geometry, the tip was located 2.0 nm above the substrate to generate a nanocavity hosting the donor molecule, which
itself sat 0.5 nm below the tip and 1.5 nm above the substrate. The second setup considered was used in previous single-molecule
TEPL calculations49 and consists of a much larger STM tip with an atomistic protrusion at its apex (Figure 3b). For this case,
the tip-molecule vertical separation was set to 0.4 nm and molecule-substrate separation to 1.4 nm.

Following previous works28,67 and exploiting the knowledge that the experimentally applied bias voltage is negative30,
we assume that tunneling excitation is achieved by initial electron withdrawal from the donor HOMO orbital by the STM
tip. Subsequent electron injection into the LUMO or LUMO+1 takes place via the substrate with equal probability, because
the LUMO and LUMO+1 are degenerate and there is no justifiable reason why the substrate should prefer one over the
other (both orbitals are equally diffused over the substrate surface). As a result of this, both S1 (HOMO → LUMO) and S2
(HOMO → LUMO+1) degenerate excited states of PdPc can become equally populated upon tunneling, and each state can
couple to either one of the first two excited states of the acceptor. This translates to summing over the index i in Eq. 6 to obtain
the full RETeff reported below,

RETeff =

∑
i 𝐼

i
A∑

i
(
𝐼 i
A + 𝐼 i

D
) (15)

Two different tip positions were tested, as shown in Figure 4a (labeled black dots 1,2), where the tip apex is either placed
above the middle of one peripheral aromatic ring or above the center of a nearby molecular orbital lobe, respectively. In
Supplementary Figure 1 we show that the main results discussed hereafter are not sensitive to this change in the tip position.
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Figure 3. Computational models of the STM structures. a) Nanojunction model employed in EET calculations, based on a
previous experimental STML study28. Both tip and substrate are made of silver. The tip has a terminal spherical curvature of
radius 0.2 nm. b) Alternative nanojunction model employed in EET calculations, taken from a previous computational TEPL
work49. Both tip and substrate are made of silver. The tip features an atomistic protrusion (close-up, red box) with a base radius
of 0.6 nm and a radius of 0.5 nm for the terminal spherical cap. In both panels (a-b) only the PdPc (donor) molecule is shown
and it is placed such that the corresponding tip edge is directly above one hexagonal lobe (see also Figure 2, black dots).

Figure 4. Molecular structures and properties. a) Transition dipoles of the first two excited states of the donor molecule
PdPc, overlaid on its atomic structure. The black dots correspond to two different locations of the STM tip apex above the
molecule, which have been sampled in this work. b) Computed HOMO density of both donor and acceptor molecules,
displaying overlap between the two.

Since the plasmonic absorption peak of the two metallic tips was not on-resonance with the excitation frequencies of the
donor and acceptor (see Figure 5), additional calculations were performed to study the effect of the nanostructure plasmonic
resonance peak’s location on RET. In doing so, the response of the metal, i.e. the response charges and related quantities of
Eqs. 11,12,13, were evaluated at different frequencies to model cases in which the donor and acceptor energies were detuned
with respect to the plasmonic peak frequency. To do so, donor and acceptor excitation frequencies were shifted by a constant
value, keeping the difference between the two the same, 𝜔DA = 𝜔D −𝜔A ≈ 2.11−2.02 = 0.09 eV. This forced frequency shift
is illustrated in Figure 5 (see vertical colored lines), and was done for various frequencies such that: I. the donor frequency
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Figure 5. Optical response of the STM structures. (a-b) Optical absorption spectra of the STM-like silver tips of
Figures 3(a-b), computed with the Brendel-Bormann fitting model of the silver dielectric function68. The plotted quantity is the
imaginary part of the frequency-dependent polarizability 𝛼(𝜔), which is proportional to the absorption cross-section.
Im[𝛼(𝜔)] was obtained from the electric dipole induced in the corresponding nanostructure upon excitation by an electric field
polarized along the tip’s z axis (corresponding to the tip central axis). The green (blue) solid line represents the absorption
energy of the first excited state of the acceptor (donor). As mentioned previously, the donor’s first and second excited states are
degenerate, while the acceptor’s are close in energy, both of which were considered in EET calculations. Here, only the lowest
excited state of the acceptor is plotted for clarity. The green and blue dashed lines represent the excitation energies rigidly
shifted so that the donor transition is on resonance with the nanostructure plasmonic peak at 3.02 eV for tip 3a and 2.35 eV for
tip 3b. Source data for panels a-b can be found in Supplementary Data 1.

matched the tip’s plasmonic peak (𝜔D = 3.02 eV for tip 3a and 2.35 eV for tip 3b), II. the acceptor frequency matched the
plasmonic peak (𝜔A = 3.02 eV for tip 3a and 2.35 eV for tip 3b), and III. (IV.) the donor and acceptor frequencies were both
below (above) the tip’s plasmonic response to fully characterize its effect on EET (see Figure 6). We remark that in doing so,
the donor or acceptor frequency entering Eq. 12 is always the proper molecular one obtained by TDDFT calculations. This
means the shifting procedure just mimics results which would have been obtained using the same molecules (same absorption
frequencies) but with a different, shifted metallic response, therefore serving as a proxy for modifying the tip’s characteristics.

Numerical evaluation of RETeff and comparison with experiments
In the quasistatic limit, the absorption cross section of a given metallic nanostructure is related to the imaginary part of its
frequency-dependent polarizability, Im[𝛼(𝜔)], which can be computed from the dipole induced in the nanostructure upon
excitation by an external electric field. In Figure 5 we plot the frequency-dependent polarizability for the STM tips of Figure 3
excited by an electric field polarized along the corresponding tip longitudinal axis (z axis). Absorption energies of the PdPc and
H2Pc molecules are overlaid on Figure 5, and we remark that both donor and acceptor excitation energies (solid green and blue
lines) computed with TDDFT are off-resonance with respect to the first bright plasmonic peaks of the nanostructures. However,
it was previously shown for similar structures that the plasmonic peak energies are quite sensitive to the choice of the dielectric
function model and to detailed geometrical features of the tip which are experimentally unknown49. Thus, it is important to
assess the impact of the frequency-dependent response of the metal tip on the EET process.

To address this, we performed calculations of relevant frequency-dependent quantities and evaluated the RET efficiency at
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Figure 6. Efficiency of energy transfer. (a) RET efficiency as a function of the distance between the centers of donor (PdPc)
and acceptor (H2Pc) molecules computed with Eq. 1 (see also Eqs. 2-7,15) in the presence of the nanostructure of Figure 3a.
Results are compared with experimental data obtained from ref. 30 (black dots with error bar). The RETeff was evaluated with
the donor excitation energy set to: 2.11 eV (unmodified case, dashed blue line), 2.50 eV (dashed olive-green line), 2.75 eV
(dashed purple line), and 3.02 eV (i.e., on resonance with the brightest plasmonic peak, dashed red line). Additionally, the
RETeff was evaluated with the acceptor excitation energy on-resonance with the brightest plasmonic transition (dashed yellow
line). More details on how this frequency-shift procedure was implemented are given in the Investigated Systems section. Each
RET curve has been fitted with an exponential decay function, RETeff (𝑅) = 𝐴0e−𝜆𝑅. For each data set, including experimental
data30, the exponential fitting curve is plotted and the spatial exponential decay constant 𝜆 is indicated to the left of the
corresponding curve. (b) Similar analysis and RETeff curves obtained in the presence of the tip of Figure 3b. In this case the
plasmonic peak resonance is located at 2.35 eV. See also Figure 5 for a direct comparison of the two tips absorption spectra.
Source data for panels a-b can be found in Supplementary Data 1.
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different excitation frequencies of the donor and acceptor. Such quantities include the frequency-dependent response charges of
the tip (Eqs. 16) and the related metal-affected properties given in Eqs. 11-13, which appear in the theoretical expression of the
RET efficiency (Eqs. 6-7,15). Computational results are presented in Figure 6 for the two tip structures of Figure 3, along with
experimental data from ref. 30. We find that in all theoretical calculations, RETeff decreases monotonically with the distance
between molecules, similar to observed trends in the experimental data.

Upon observation, it was found that each curve of computed RETeff as a function of distance can be accurately fitted with a
simple exponential decay function, RETeff (𝑅) = 𝐴0e−𝜆𝑅, as shown in Figure 6. This effective exponential decay trend is not
obvious in the theoretical expression for RET efficiency, but correctly matches trends observed in experiments which could not
be explained previously30. Indeed, in these experiments it was noted that the observed fast decay of RET with D-A distance
could not be understood in terms of simple dipole-dipole interactions (Förster mechanism), and it was speculated that both
multipolar RET and Dexter-like energy transfer may be possible explanations for the observed behavior. The finding that a
combination of purely electromagnetic effects may mimic an exponential decay with distance is the main result of this present
work. The shape of the decay curve is universally used to classify Förster versus Dexter EET mechanisms, and we show here
that in case of tip-mediated EET, such a simple indicator cannot be reliably used.

Although the simulated decay of RETeff has a somewhat smaller spatial decay parameter 𝜆 than in experiments, we are able
to reproduce the same qualitative exponential trend in terms of bare electrostatic interactions that are combined in a complex
manner according to Eq. 6. In fact, the computed exponential trend matches the experimental data when the tip structure of
Figure 3a is used and the donor is close to the resonance condition (purple curve of Figure 6a). This tip structure was effectively
used before to model STML experiments on single H2Pc molecules28 .
We note that all the relevant quantities reported in Eqs. 9-13 are essentially functions of electromagnetic effects, as the transition
density overlap (the last term of Eq. 10), is completely negligible even at the shortest distance of ≈ 1.6 nm. Based on this
observation, we disclose that a Dexter-like energy transfer mechanism is of minor relevance here. More precisely, both the
exchange and direct density overlap terms of Eq. 10 ,which are usually related to a Dexter-like process, are 4-5 orders of
magnitude smaller than the total coupling value 𝑉0 +𝑉met of Eq. 9 , thus pointing out that a Dexter mechanism plays a minor
role in the present case. The quantity of interest, RETeff , is the result of a rather complex combination of different terms (see
Eq. 6,15), each having its own frequency and spatial dependence with respect to the metal nanostructure and donor-acceptor
distance. Each term is the result of purely classical electromagnetic interactions and should spatially decay as a polynomial
function of the donor-acceptor or donor/acceptor-tip distance (see Figure 7). However, the particular combination of these terms
yielding RETeff according to Eqs. 6-7,15 can be reasonably well fitted by an exponential curve even if the quantum overlap of
the donor and acceptor wavefunctions is negligible. Based on these findings a similar trend of RETeff could be observed for
other different D-A pairs in similar STM junctions when such range of intermolecular distances is investigated. Shorter D-A
separation far below 1.5nm may feature a non-negligible contribution stemming from the Dexter mechanism.

Looking closely at Figure 6a, we find a remarkable dependence of the spatial decay rate of the RETeff on the resonance
condition between the molecules and the tip. Specifically, moving from a condition in which either the acceptor or donor
absorption frequency is exactly on-resonance with the tip’s plasmonic peak (yellow and red curve, respectively), to progressively
more off-resonance conditions (purple to blue curves), leads to a shallower decay of RETeff as a function of distance. This
shallower decay is accompanied, on the other hand, by larger absolute values of RETeff at the shortest distances, with magnitudes
larger than experimental observations (black dots in Figure 6a).

The emergent monotonically decreasing behavior of the RETeff and the dependence of its magnitude on the resonance
conditions of absorption frequencies can be further investigated by studying how the contributing decay rates vary with
intermolecular distance. As shown in Eq. 7, RETeff depends on the metal-affected radiative decay of the donor and the radiative
and nonradiative decay rates of the acceptor. In Figure 7(a,b), we plot the various contributing rates computed at the respective
donor and acceptor original frequencies (𝜔D = 2.11 eV/𝜔A = 2.02 eV), corresponding to the blue RETeff curve in Figure 6a.
In Figure 7(c,d) the same decay rates computed with the donor absorption frequency shifted to the plasmonic peak of tip
3a (𝜔D = 3.02 eV/𝜔A = 2.93 eV) are reported. We remark that most quantities associated with the donor are independent of
intermolecular distance, since in the computational scheme the donor is fixed in space beneath the metallic tip while only the
acceptor is translated to vary D-A distance 𝑅. These plots illustrate that only the metal-mediated rates significantly affect the
magnitude of the RETeff . Notably, by moving the donor closer to resonance (panels c and d of Figure 7), we observe a large
increase in both the donor’s and the acceptor’s plasmon-mediated radiative and nonradiative decay rates, (𝛤rad,D/A, 𝛤nr,met,D/A),
the latter always dominating. Basically, moving closer to resonance leads to an increase of the magnitude of the denominator of
Eqs. 6-7 resulting in smaller overall RETeff values than at off-resonance conditions. Overall, results indicate that the magnitude
of RETeff decreases as the molecular transition energies approach the nanostructure plasmonic transitions. The theoretical
treatment developed in this work allows us to attribute these changes to the fast, metal-enhanced decay channels in the donor
and acceptor species. Moreover, we highlight that the quantities in Figure 7 are plotted on a logarithmic scale but do not display
a linear dependence on distance, as one may expect from exponentially decaying terms. Decay rates appear either constant
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Figure 7. Dependence of individual decay rates on donor-acceptor distance. Comparison of donor and acceptor S1 states
decay rates that contribute to the EET efficiency as a function of donor-acceptor distance in a logarithmic scale in the presence
of the tip structure of Figure 3a. The metallic response affecting the different rates has been evaluated at the respective donor
and acceptor excitation frequencies (𝜔D ≈ 2.11 eV and 𝜔A ≈ 2.02 eV, panels a and b, respectively) and with the donor
frequency shifted to the tip’s resonance peak energy (𝜔D = 3.02 eV) while keeping the same difference between donor and
acceptor 𝜔DA ≈ 0.09 eV (panels c and d, respectively). Panels a and c show the nonradiative decay rate of the donor induced by
the metal (𝛤nr,met,D, blue line, see Eq. 13), the radiative decay rate of the donor in the presence of the metal (𝛤rad,D, red line, see
Eq. 12), the intrinsic nonradiative decay rate of the donor (𝛤nr,0,D, green line, computed according to Eq. 14 but for the donor
molecule, with 𝜂0,D = 5×10−4, taken from ref.66), the intrinsic (vacuum) radiative decay rate of the donor (𝛤rad,0,D, yellow line,
see Eq. 14 ) and the metal-mediated electronic energy transfer rate (𝛤EET,black line, see Eq. 9). Panels b and d show the
corresponding quantities for the acceptor molecule (excluding the EET rate), evaluated at the acceptor frequency. A similar
analysis in the case of the tip structure of Figure 3b is reported in Supplementary Figure 2. Source data for panels a-d can be
found in Supplementary Data 1.
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with 𝑅 or curvilinear, thus corroborating the proper role of bare electromagnetic interactions, which scale polynomially with
distance. A similar analysis on decay rates when the tip of Figure 3b is used is reported in Supplementary Figure 2, whereas the
effect of the tip-molecule distance on RETeff for the same structure is shown in Supplementary Figure 3.

It is important to note the range of magnitude and decay steepness of the theoretical RETeff in calculations on- and
off-resonance at different absorption frequencies. As mentioned in the section Investigated systems, shifting the donor and
acceptor absorption frequencies 𝜔𝐷 and 𝜔𝐴, while maintaining a consistent STM plasmonic response, is analogous to tuning
the STM tip’s response, i.e. to modifying its geometry. Indeed, calculations performed for the STM-like nanostructure of
Figure 3b yield qualitatively similar but quantitatively different results (see Figure 6b) with respect to those performed for
the smaller STM-like nanostructure of Figure 3a. For both setups, the RETeff decays exponentially with the donor-acceptor
distance. However, the decay rate depends on the setup, being significantly larger and in agreement with experimental data for
the setup of Figure 3a under resonance conditions. We remark that the setup of Figure 3a was previously used to model STML
experiments on single H2Pc molecules28, while the setup of Figure 3b was previously used to model TEPL experiments29,49.
The absorption spectra of the two STM geometries (Figure 5) are quite different from each other, not only in terms of plasmonic
peak frequencies, but also in terms of absorption magnitude, as there is a difference of ≈ 4-5 orders of magnitude in the
maximum value of the imaginary part of the polarizability. These differences between STM geometries, both in absorption
spectra and computed decay quantities, highlight the impact of the STM tip geometry on numerical results and in particular
on the exact values of the RETeff . Consequently, the detailed features of the tip, which are experimentally unavailable, are a
plausible source of the remaining small discrepancy between the outcome of our theoretical calculations and the outcome of
experiments30, thus suggesting that a more detailed experimental characterization of these features would be instrumental. We
stress the evidence, emerging from our computational work, that the tip geometry plays a fundamental role in the EET process.
In fact, we have shown that theoretical results depend on the shape of the modeled tip and that the results obtained for the setup
of Figure 3a quantitatively agree almost perfectly with experiments. This suggests the possibility to further tune the STM tip
geometry and absorption spectrum to either maximize or minimize EET efficiency between donor and acceptor molecules and
to control how steeply EET drops off as the molecules are brought farther apart.

Conclusion
In this work, we build on the previously developed PCM-NP theory46,50, 52, 62, 69 aimed to describe the interaction between classical
nanoparticles and ab initio molecules, extending the procedure to account for energy transfer processes in multichromphoric
systems in the presence of a plasmonic nanoparticle. The proposed modelling strategy was applied to an intriguing case study
that was recently explored experimentally30, where a plasmonic STM tip was used to monitor the energy transfer process
in a donor (PdPc, palladium-phthalocyanine)-acceptor (H2Pc, bare phthalocyanine) pair as a function of the donor-acceptor
distance. This theoretical approach helped clarify and explain the exponential-like decay trend of RETeff =

𝐼A
𝐼A+𝐼D , which was

previously observed30. In fact, the main result of this work is that for tip-mediated EET, an almost exponential decay is
obtained as a consequence of the complex interplay of purely electromagnetic effects. Thus, the established identification of an
exponential decay with a Dexter-like mechanism does not hold for tip-mediated EET. Remarkably, we also observed that the
frequency-dependent response of the plasmonic nanostructure, which is strongly dictated by the nanostructure’s geometric
shape and metallic composition, can drastically impact the efficiency of energy transfer in such systems, thus paving the way for
engineering these systems to control energy flow at the nanoscale. We believe the theoretical model proposed here may be a
valuable starting point for exploring the role of plasmonic nanostructures in tailoring energy flow across molecules in more
sophisticated multichromophoric architectures, such as artificial and natural light-harvesting complexes.

Methods
PCM NP Model
Following previous work49 on a similar STM-like setup, the coupling between molecular species and the nanostructured metallic
tip is described by the PCM-NP model50,69 (Polarizable Continuum Model-NanoParticle). In this approach, molecular electronic
structure is computed using ab initio methods. The resulting molecular charge densities perturb the metal nanostructure, and the
nanostructure’s response to the molecule-induced external perturbation is treated classically with the Polarizable Continuum
Model (PCM), making use of the frequency-dependent dielectric function of the nanostructure. The PCM electromagnetic
problem is numerically solved using the Boundary Element Method (BEM), where the surface of the metallic nanostructure is
discretized into elementary areas, called tesserae. Each tessera is associated with a polarization charge 𝑞i (𝜔) located in its
geometrical center ®si that describes the interaction between the nanostructure and the potential of a nearby molecule, 𝑉i (𝜔).
Polarization charges are computed on the nanostructure surface as

q(𝜔) = Q(𝜔)V(𝜔), (16)
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where Q(𝜔) is the PCM response matrix in the frequency domain,

Q(𝜔) = −S−1
(
2π

𝜀(𝜔) +1
𝜀(𝜔) −1

I+DA
)−1

(2𝜋I+DA) . (17)

Here, A is a diagonal matrix whose elements are the tesserae areas, while the matrices S and D are representative of Calderons’
projectors50,

𝑆ij =
1��®si −®sj

�� 𝐷ij =

(
®si −®sj

)
· ®nj��®si −®sj
��3 , (18)

where the vector ®sj is representative of the j-th tessera’s position on the nanoparticle surface, and ®nj is the unit vector normal to
the j-th tessera, pointing outward from the nanoparticle.

Computational Details
Geometry optimization of molecular structures was performed for gas-phase PdPc and H2Pc with DFT calculations using
the software Gaussian16.70 More specifically, ground state optimization DFT calculations were performed using the B3LYP
functional with the LanL2DZ basis set for palladium (Pd) and the 6-31G(d)**++ basis set for non-metal atoms (C, H, N).
The Gmsh code71 was used for meshing the surface of the tip and substrate and for generating the discretized tesserae. For both
tips, meshes were more refined in the proximity of the tip’s apex and of the center of the substrate. The setup in Figure 3a(b)
required the use of 6690 (3818) tesserae. In both setups, the Brendel-Bormann fitting model of the dielectric function of silver68

was used for characterizing the metal’s optical response and non-local metal effects are neglected72.
Utilizing the optimized ground state geometries of the two molecules, electronic energy transfer (EET) between donor

and acceptor was calculated in vacuum at a set distance 𝑅, using TDDFT at the B3LYP/6-31G(d)**++ level of theory for
nonmetals and the B3LYP/LanL2DZ level for palladium, consistent with the level of theory used in structural optimizations.
Calculations were again performed in Gaussian1670 to obtain transition dipoles of the first two excited states of each molecule
and the vacuum electronic couplings between each of these excited states. In this regard we note that increasing the basis set size
to aug-cc-pVDZ or def2-TZVP as well as using a range-separated functional such as CAM-B3LYP did not lead to significant
differences in the value of 𝑉0 (Eq. 10) whose exchange and density overlap contributions always remain 4-5 orders of magnitude
smaller that the purely classical electrostatic term.

The first two bright excited states of each molecule that fall in the spectral region probed experimentally30 are degenerate or
close in energy, so both were considered in simulations.

In addition to the TDDFT calculations of donor-acceptor complexes in vacuum, TDFFT calculations were also carried out
for each self-standing molecule in the nanojunction setup. To this end, we computed the molecular electrostatic potential at the
center of each nanostructure tessera (see section PCM NP Model), using the same level of theory as above and a modified
version of the GAMESS code73 which accounts for the presence of the metallic structure (see also Supplementary Note 1). We
note that the presence of the plasmonic system polarizes the ground state molecular electron densities and so leads to small shift
in the molecular excitation energies. Nevertheless this shift is negligible for the investigated setup, in agreement with previous
studies49. Moreover, at each D-A distance, 𝑅, considered, the donor remained in the same position and orientation relative to
the nanostructure while the acceptor was translated, so calculations were performed for only one donor configuration, but were
repeated at each 𝑅 for the acceptor (atomic coordinates can be found in Supplementary Data 2). The results of the GAMESS
calculations were then used to evaluate the polarization charges on the nanostructure surface (Eq. 16) in the presence of each
molecule with the homemade code TDPlas74. Additionally, TDPlas calculations yielded radiative decay rates of each molecule,
with and without the metal present, as well as nonradiative decay rates mediated by the metal (Eqs. 12-13). Moreover, by taking
the real part of the plasmon-molecule self-interaction49 (Eq. 13) the plasmon-induced Lamb shift of excitation energies can be
assessed. In the present case the largest computed shift value is ≈ 8 meV for the donor molecule, making it practically negligible.
All these quantities are frequency dependent, and the corresponding metal-mediated rates included in Eq. 7 were evaluated at
the TDDFT vertical excitation frequencies of the ground state optimized structures of the donor (S1/S2 = 2.11/2.11 eV) and
acceptor molecules (S1/S2 = 2.02/2.05 eV), respectively. We note that there is a mismatch of ≈ 0.2 eV between experimental
and simulated excitation energies. This systematic small discrepancy does not affect the overall interpretation of the theoretical
results discussed in the present work. The spectral overlap value 𝐽 entering into 𝛤EET of Eq. 9 is set to its experimental value of
1.4 eV−130. However, we note that in ref.30 this value is the estimated spectral overlap between PdPc and the S1 state of H2Pc
(Q𝑥 band). An experimental estimation of the spectral overlap between PdPc and the S2 state of H2Pc (Q𝑦 band) is absent.
However, all results reported in Figures 6-7 are obtained assuming the same 𝐽 value for both acceptor states, since the RETeff
decay profiles are not qualitatively different if the spectral overlap value for the acceptor S2 state is substantially changed, as
shown in Supplementary Figure 4.

We also note that previous works have shown that H2Pc can undergo tautomerization under tunneling conditions (current-
induced tautomerization75), even when the tunneling current is not directly passing through the molecule, thus proving that it is
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an excited-state reaction process28. In the work of Cao et al.30 which we compare our results with, there is no explicit evidence
of tautomerization. It could be possible that due to the intense tunneling currents and long spectra acquisition times an average
presence of the two tautomers remains buried in the measured signal26, and so it becomes undetectable. Regardless, the results
presented here would effectively take into account such an issue, since upon tautomerization the S2 state accounted for here
would convert to S1 of the tautomer, conserving similar electronic properties.

Furthermore, in ref.31 Kong et al. observed exciton formation, namely an excitation delocalized over more than one
molecule, for a similar D-A pair in an STM junction. In our case, at the shortest D-A distance the largest metal-mediated
coupling calculated as𝑉0 +𝑉met under the resonance condition is rather small, ≈ 5 meV, thus making exciton formation irrelevant
in the present case. Indeed, coherence and exciton formation are not reported in the experimental work of Cao et al.30.

Data availability
Source data of Figures 5-7 can be found in Supplementary Data 1. Atomic coordinates of molecular structures used for
calculations can be found in Supplementary Data 2. The authors declare that the data supporting the findings of this study are
available within the paper, its Supplementary Information file, and as Supplementary Data files.

Code availability
The TDPlas code used to model the plasmonic systems and couple them with molecules is freely available at https:
//github.com/stefano-corni/WaveT_TDPlas. The post-processing python code used to evaluate RETeff and to make the
corresponding figures is available from the authors upon reasonable request.
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Additional material can be found in the Supplementary Information.
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S pplementary Note 1. Technical iss es in eval ating ΓEET

Gi en calculations were performed using multiple different softwares, for instance Gaussian16

and GAMESS were used for e aluating V0 and Vmet, respecti ely, so care had to be taken to

pre ent inconsistencies. One important consideration was that transition dipoles calculated

with Gaussian16 and GAMESS for the same molecule at the same donor-acceptor distance

had to match in both direction and phase, so that the sum of Eq. 9 (main text) could

be e aluated without any fictitious inconsistency regarding the two terms in the sum. For

instance, as the first two excited states of the donor are degenerate, state ordering may swap

between calculations, and so transition dipoles had to be correctly matched between softwares

when combining quantities, e.g. when taking the sum Vmet and V0 in order not to mix up
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quantities belonging to different excited states. Additionally, each dipole phase may differ

up to a factor of ±1 between calculations, so a con ention based on the GAMESS results

was adopted and used to ensure the phases of V0 and Vmet matched this con ention across

calculations and could be added with their corresponding proper sign. This a posteriori

correction was done by re ersing the sign of the computed quantities when the transition

dipole included an arbitrary phase swap. This correction was done for calculations at each

indi idual distance R as phase discrepancies existed across the same calculations done at

different  alues of R.

S pplementary Note 2. Dependence of the EET res lts on the tip

position

Supplementary Figure 1: a) RETeff as a function of distance between the molecule centres
obtained with the tip’s protrusion centre placed on the middle of the PdPc aromatic ring
(solid blue line) and on the middle of the nearby lobe (red dashed line), as depicted in
Figure 4a (main text)  ia black spots 1-2. b) Corresponding numerical difference of the
simulated data of panel a).

As shown in Figure 4a (main text) two different tip positions ha e been considered for

e aluating RETeff . In one case, the tip apex is placed exactly on the middle of one of the

PdPc aromatic ring, whereas in the other it is located on the centre of the nearby orbital

lobe. In Supplementary Figure 1 we show the computed RETeff as a function of distance
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between PdPc and H2Pc for the two tip positions (decay rates e aluated at the original

unmodified donor and acceptor frequencies), clearly showing that this spatial shift of the tip

protrusion does not affect the outcome of the simulations.

S pplementary Note 3. Dependence of the donor and acceptor

decay rates on the tip str ct re

Similar to Figure 7 (main text), plasmon-mediated decay rates are analyzed here in the

case of the larger tip structure of Figure 3b (main text), as illustrated in Supplementary

Figure 2. In this case, mo ing closer to resonance leads to a sizeable increase of both donor

and acceptor radiati e and nonradiati e decay rates which results in a decrease of the absolute

RETeff  alue (see Figure 6 main text), in agreement with results reported in Figure 7 (main

text). Ne ertheless, with this tip structure radiati e emission is much more enhanced than

metal-induced non radiati e decay, compared to results of Figure 7 (main text) where the

other tip structure is used. This is mostly due to the tip’s larger size, which translates into

a larger NP-induced dipole moment that sizably contribute to the radiati e rate expression

of Eq. 12 (main text). Indeed, this tip structure was pre iously shown to considerably boost

photoluminescence emission of single molecules, making TEPL experiments able to disclose

sub-molecular features.1,2

In this context, the plasmon modes of such tips that most efficiently couple with molecules

are those featuring charge localization at the tip apex. Pre ious works ha e shown that

the spatial electric field distribution o er the molecular plane is much affected by the apex

geometrical features, thus corroborating that tip geometrical features can drastically affect

plasmon-mediated molecular properties.1–3
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Supplementary Figure 2: Comparison of donor and acceptor S1 states decay rates that con-
tribute to the EET efficiency, computed as in Eq. 7, as a function of donor-acceptor distance
in a logarithmic scale in the presence of the tip structure of Figure 3b (main text).The
metallic response affecting the different rates has been e aluated at the respecti e donor and
acceptor excitation frequencies (ωD ≈ 2.11 eV and ωA ≈ 2.02 eV, panels a and b, respec-
ti ely) and with the donor frequency shifted to the tip’s resonance peak energy (ωD = 2.35
eV) while keeping the same difference between donor and acceptor ωDA ≈ 0.09 eV (panels c
and d, respecti ely). Panels a and c show the nonradiati e decay rate of the donor induced
by the metal (Γnr,met,D, blue line), the radiati e decay rate of the donor in the presence
of the metal (Γrad,D, red line), the intrinsic nonradiati e decay rate of the donor (Γnr,0,D),
the intrinsic ( acuum) radiati e decay rate of the donor (Γrad,0,D) and the metal-mediated
electronic energy transfer rate (ΓEET,black line). Panels b and d show the corresponding
quantities for the acceptor molecule (excluding the EET rate), e aluated at the acceptor
frequency.
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S pplementary Note 4. Dependence of EET res lts on tip-molec le

distance

All results reported in main text are obtained with a fixed tip-molecule distance for a gi en tip

setup. Increasing the tip-molecule distance leads to an o erall increase of RETeff as illustrated

in Supplementary Figure 3. This result is in agreement with what is obser ed in Figure 6

(main text) mo ing out of resonance. Indeed, in that case the absolute  alue of RETeff

increases because of smaller plasmon-mediated radiati e and non-radiati e decay rates that

enter into the denominator of Eq. 7 (main text). Enlarging the molecule-metal separation also

leads to a similar trend as plasmon effects on molecular decay rates progressi ely attenuate

because the mutual interaction gets weaker.
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Supplementary Figure 3: Comparison of RETeff as a function of tip-donor distance obtained
using the tip structure of Figure 3b, and e aluated at the donor absorption frequency of 2.11
eV (unmodified donor frequency, red line), and with absorption frequency shifted to 1.50 eV
(blue line). The donor-acceptor separation is kept fixed at ≈ 2 nm.
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S pplementary Note 5. Dependence of EET res lts on spectral

overlap between PdPc and H2Pc S2 state

The spectral o erlap  alue entering into Eq. 9 is set to the experimental4  alue of 1.4 eV−1

when the S1 state (Qx band) of H2Pc is in ol ed, whereas the corresponding experimental

 alue for the S2 state (Qy band) is missing, since its contribution to the spectral o erlap in

ref.4 has been neglected. All results reported in the main text consider the same J  alue for

both states, as sizable changes of the spectral o erlap  alues for the S2 state contribution

do not lead to qualitati e differences in the RETeff decay trend, as shown in Supplementary

Figure 4.
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R (nm)

0.0

0.1

0.2

0.3

0.4

0.5

0.6

RE
T e

ff
 (-

)

= 3.40
= 2.86

Jx = 1.4 eV 1

Jy [0.5, 6.3] eV 1
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Experiment

Supplementary Figure 4: RETeff as a function of donor-acceptor distance obtained using
the tip structure of Figure 3a, and e aluated with the donor absorption frequency set to
2.75 eV. The spectral o erlap  alue is set to the experimental  alue of 1.4 eV−1 for the S1
state of H2Pc (Jx), while the error bars of the J  alue for the S2 state (Jy) span the range
0.5 − 6.3 eV−1. The lower (upper) extreme of each red bar represents the corresponding
RETeff  alue computed using Jy = 0.5 eV−1 (Jy = 6.3 eV−1 ).
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Chapter 3.
Effective Single-Mode Methodology for

Strongly Coupled Multimode

Molecular-Plasmon Nanosystems

Both previous chapters share the same classical description of the plasmonic system, and moving
from chapter 1 to chapter 2 only the molecular complexity of the system being modelled has
been increased, going from single molecule phenomena to excited state processes that simulta-
neously involve different molecules. Nevertheless, as mentioned in the Introduction, there are
cases where such classical descriptions of the plasmonic body are not enough to properly de-
scribe systems properties. This occurs when plasmon-molecule strong-coupling is investigated,
which leads to the formation of plexcitonic states where a strong mixing between molecular and
plasmonic wavefunctions take place and so a profound change of the system eigenstates arise.
In such cases, the plasmonic system needs also to be quantized, and to properly describe those
scenarios ab initio QED quantum chemistry methods that account for plasmonic or field degrees
of freedom at the level of the full system Hamiltonian have been recently developed[1–3]. Despite
their accuracy in describing strongly-coupled systems involving molecules and quantized fields or
quantized plasmons, their computational cost gets quickly prohibitive even for small molecules
composed of few tens of atoms because of the additional complexity coming from the field degrees
of freedom. In this regard, developing methods able to tackle strongly-coupled systems while
retaining a computationally feasible approach is desirable.

In this chapter, which is reproduced as a published article in Nano Letters with permission
(Copyright 2023 American Chemical Society), an effective mode approach to treat strongly-
coupled molecular-plasmon nanosystems featuring multiple relevant quantized plasmon modes
is presented. The developed theory is general, and it is here applied to the ab initio QED-
CC method, the latter being an extension of standard Coupled Cluster to describe molecules
strongly interacting with quantized fields or quantized plasmon modes. The original QED-CC
theory has been explicitly formulated as a single-mode theory[1], and its direct extension to mul-
timode systems would make simulations extremely costly, considering that already standard CC
is well-known to be accurate but rather expensive. The idea behind the effective mode theory
is to develop an effective approach able to capture the main effects arising from an ensemble of
modes coupled to a given molecule, while retaining a computationally-feasible methodology.The

73



CHAPTER 3 74

developed effective mode theory has been tested on a system composed of a single molecule (ei-
ther H2 or para-nitroaniline) surrounded by three ellipsoidal silver nanoparticles, showing that
albeit approximate it significantly improves over single mode QED-CC when multimode effects
cannot be neglected, approaching exact benchmark QED-FCI results while retaining the same
computational cost of single mode QED-CC.
Such methodology could prove to be useful in investigating chirality in hybrid molecular-plasmonic
systems. Indeed, plasmon-mediated circular dichroism is a rapidly expanding field of research
nowadays, which focuses on combining chiral molecules with plasmonic structures to obtain hy-
brid systems that feature strong circular dichorism signals, thus potentially resulting in promising
applications in the field of biosensing and enantioselctive catalysis[4, 5]. There are two possible
mechanisms that are thought to be responsible for such CD signals. The first is called "induced
chirality" and it entails electromagnetic coupling between a chiral molecule and a plasmonic NP.
In this case, CD signals nearby the plasmonic resonance region are often observed and they are
ascribed to local field effects which amplify the intrinsic molecular chirality signal[6]. In this
scenario strong-coupling between chiral molecules and achiral/chiral plasmonic particles is at-
tracting lots of interest at the moment which even culminated in the emergence of an entirely
new field of research called "Chiral Polaritonics (or Plexcitonics)"[7–10]. The second mechanism
is instead named "structural" or "intrinsic" chirality. In this case, the plasmonic nanoparti-
cles present intrinsically chiral geometrical features as a result of the synthesis procedure which
often involves chiral molecules. The origin of the detected CD signals in such systems is still
debated, but it has been recently shown that the geometrical chirality of such particles can lead
to CD signals that match the experimental evidence and such spectral features fall in the fre-
quency region where high-order modes contribute to the optical signal, thus pointing attention
to plasmon modes going beyond simple dipolar resonances[11–14]. This whole field is still in its
infancy and further theoretical and experimental investigations are surely needed to unravel how
molecular chirality could be affected by plasmonic interactions. For instance, it could be inter-
esting to understand which kind of plasmonic shapes and so plasmon modes, could be used to
maximize the CD response of such systems. For these reasons, especially when analyzing strong
plasmon-molecule coupling in chiral systems, limiting oneself to single-mode theories could be
too simplistic, thus making the effective mode scheme an handy tool in this view.

In this work, which has been carried out during my research stay in the group of Prof.
Henrik Koch (NTNU, Trondheim, Norway), Rosario Roberto Riso (NTNU) and I developed the
theory under the supervision of Prof. Henrik Koch. I implemented the effective mode theory
and interfaced it with the eT[15] program that has been used to perform QED-CC calculations.
I performed all calculations related to QED-CC, and QED-CC effective mode, whereas Enrico
Ronca and Rosario Roberto Riso performed QED-FCI benchmark calculations. Writing of the
initial draft, figures preparation and replies to referee’s comments were equally shared among me
and Rosario.
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ABSTRACT: Strong coupling between molecules and quantized
fields has emerged as an effective methodology to engineer molecular
properties. New hybrid states are formed when molecules interact
with quantized fields. Since the properties of these states can be
modulated by fine-tuning the field features, an exciting and new side
of chemistry can be explored. In particular, significant modifications
of the molecular properties can be achieved in plasmonic nano-
cavities, where the field quantization volume is reduced to
subnanometric volumes, thus leading to intriguing applications such
as single-molecule imaging and high-resolution spectroscopy. In this
work, we focus on phenomena where the simultaneous effects of
multiple plasmonic modes are critical. We propose a theoretical
methodology to account for many plasmonic modes simultaneously
while retaining computational feasibility. Our approach is conceptually simple and allows us to accurately account for the multimode
effects and rationalize the nature of the interaction between multiple plasmonic excitations and molecules.
KEYWORDS: plasmonics, strong coupling, coupled cluster theory

Strong light−matter coupling between molecules and
electromagnetic fields leads to the formation of new

hybrid states, known as polaritons, where the quantum nature
of the electromagnetic field entangles with purely molecular
states.1−8 The resulting polaritons can display different key
features compared to the original states, potentially leading to
new chemical/photochemical reactivity,1,9−15 energy transfer
processes,16−21 or relaxation channels,15,22−24 among others.
While photonic cavities are an obvious choice, other fields, like
the ones produced by electronic excitations in plasmonic
nanostructure, can also be used to achieve the strong coupling
regime. Despite their highly lossy nature, plasmonic nano-
cavities can confine the electromagnetic fields even down to
subnanometric volumes.25 The resulting interaction could be
instrumental for a wide range of applications, such as
sensing,26−29 high-resolution spectroscopy,30−32 single-mole-
cule imaging,32−34 and photocatalysis.35−39

Recent works point out that the simultaneous contribution
of multiple plasmonic modes, going beyond the simplest
dipolar resonances, might be critical for a number of
phenomena,40−43 e.g., the chiro-optical response of light−
matter systems.44−51 In such cases, theoretical models that
capture multiple plasmon modes simultaneously are of the
utmost importance.
Several ab initio quantum electrodynamics (QED) methods

for strongly coupled systems have been proposed, e.g.,

quantum electrodynamics density functional theory
(QEDFT),3,52,53 QED coupled cluster (QED-CC),54−58 and
quantum electrodynamics full configuration interaction (QED-
FCI).55,59 Despite its computational affordability, QEDFT
inherits the intrinsic problems of exchange and correlation
functionals,60,61 whereas QED-CC, albeit more accurate, is
computationally demanding. The latter method has recently
been extended to model quantized plasmonic modes obtained
through a polarizable continuum model (PCM)62 description
of the nanoparticle response (Q-PCM-NP).63 In its current
implementation, however, QED-CC cannot take into account
more than one plasmon mode at a time. Generalization of the
original theory to the multimode case will quickly become
computationally unfeasible.
In this paper, we couple the existing plasmon QED-CC

method to a scheme that captures the main effects of multiple
plasmons into a single effective mode. This allows us to retain
the same computational cost of a single-mode QED-CC
calculation while accounting for the multimode effects.
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We first present a formal definition of the effective mode,
followed by a numerical example on a test case system.
Specifically, the effective mode approach is tested on a system
composed of three nanoparticles (NPs) surrounding either a
hydrogen or a para-nitroaniline (PNA) molecule. For
hydrogen, we benchmark the effective mode approach against
multimode QED-FCI. At the end, our final considerations and
perspectives on the proposed method are given.
In our framework, the nanoparticle (NP) is described using

the Drude−Lorentz dielectric function model,64 that is

= +
i

( ) 1 P
2

0
2 2 (1)

where ΩP is the bulk plasma frequency; ω0 is the natural
frequency of the bound oscillator; and γ is the damping rate.
Together, these quantities define the nanoparticle material.
The technique to quantize the NP linear response through a
PCM-based theory has already been reported in a previous
work.63 In summary, the nanoparticle surface is described as a
discretized collection of tesserae, labeled by j, each of which
can host a variable surface charge representing the NP
response to a given external perturbation.65−67 The key
quantity obtained from the PCM-based quantization scheme
is qpj which can be identified as the transition charge sitting on
the jth tessera of the NP for a given excited state p. The
collection of all the charges for a given p-mode represents one
possible normal mode of the NP (a plasmon), with frequency
ωp. The detailed theory formulation can be found in the
original work63 where the above-mentioned quantities are
explicitly derived.
On this basis, the Hamiltonian used to describe the

interaction between the nanoparticle and the molecule equals

= + + +† †H H b b q V b b( )
p

p p p
pj

pj j p pe
(2)

where He is the standard electronic Hamiltonian;68 ωp is the
frequency of the pth nanoparticle mode; and the operators †bp

and bp create and annihilate plasmonic excitations of frequency
ωp, respectively. The interaction between the molecule and the
plasmon is mediated through the bilinear term

= +†V q V b b( )
pj

pj j p p
(3)

In eq 3, Vj is the molecular electrostatic potential operator
evaluated at the jth tessera of the NP, while qpj is the quantized
charge of mode p that lies on the jth tessera. From eq 3, the
plasmon−molecule coupling for a transition going from the
molecular state S0 to Sn and exciting the plasmon mode p reads

= | + | =†g S q V b b S q V, 1 ( ) , 0pn n p
j

pj j p p
j

pj j
S S

0
n0

(4)

where V j
S Sn0 is the potential coming from the S0 → Sn

transition density at the jth tessera of the NP surface. The
coupling terms in eq 4 are the key quantities for simpler
approaches to the strong-coupling regime, such as the Jaynes−
Cummings (JC) model.69 This is also the starting point of the
effective mode derivation presented in this work. Using the full
Hamiltonian in eq 2 is indeed computationally expensive
because of the elevated number of plasmon modes that need to
be considered. For this reason, it is customary to only include

one mode in the Hamiltonian. While the single-mode
approximation has been used with great success in the past,
there are instances where a multimode approach is necessary.
One example, for instance, is when multiple plasmonic
excitations are almost resonant with the same molecular
excitation or, as already discussed previously, when circular
dichroism phenomena are studied. To reduce the computa-
tional cost while retaining a reasonable accuracy, it would be
desirable to define a single effective boson that accounts, on
average, for the effect of many modes. In our framework the
effective mode will be obtained starting from a multimode JC
Hamiltonian.
The generalization of the single-mode JC Hamiltonian to a

multimode plasmonic system is

= + + +† † † †H b b g b b( )n
p

p p p
p

pn p pJC
multi

(5)

where ωn is the frequency of the S0 → Sn excitation and σ†, σ is
the molecular raising and lowering operators.

= | | = | |†S S S Sn n0 0 (6)

In our case, ωn and gpn are the excitation energies and the
plasmon-mediated transition coupling elements computed
using coupled cluster singles and doubles (CCSD) (more
details can be found in the SI). Diagonalization of the
Hamiltonian in eq 5 yields the mixed plasmonic−molecular
wave functions with corresponding energies. We will simply
use the term “polaritonic” to generally refer to those hybrid
states from now on even though a mixed plasmon−electronic
excitation state is properly called plexciton.63 In the single
mode case, the two eigenstates, typically called lower and
upper polaritons (LP, UP), are given by

| = | + |

| = | |

†

†

S C b S C

S C b S C

, 0 , 0

, 0 , 0

n

n

LP
mol
LP

1 0 1
LP

UP
1
LP

1 0 mol
LP

(7)

with Cmol
LP and C1

LP being the coefficients of the molecular
excited state with no plasmons and the molecular ground state
with one plasmonic excitation, respectively. These coefficients
also appear in the UP wave function because of the
orthogonality constraints.
On the other hand, the eigenfunctions of the Hamiltonian in

eq 5 for the multimode case read

| = | + |

| = | + |

†

†

S C b S C

S C b S C

, 0 , 0

, 0 , 0

n
p

p p

n
p

p p

multi
LP

mol
LP

0
LP

multi
UP

mol
UP

0
UP

(8)

where the coefficients defining the two polaritonic wave
functions do not have to satisfy the strict relation in eq 7.
Moreover, they can be rewritten as
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where index p labels the plasmon modes and the normalization
factors NLP and NUP are defined as

= | | = | |N C N C( ) ( )
p

p
p

p
LP LP 2 1/2 UP UP 2 1/2

(10)

The effective lower and upper polariton bosons are given by

=

=

†
†

†
†

b
C b

N

b
C b

N

p

p p

p

p p

LP

LP

LP

UP

UP

UP
(11)

and they have been introduced to describe the plasmon part of
the lower and upper polaritons. The normalization term
NLP/UP is needed to ensure that the bosons still respect the
commutation relations:

[ ] = [ ] =† †b b b b, 1 and , 1LP LP UP UP (12)

We point out that, unlike the single-mode case in eq 7, the
effective lower and upper polariton boson operators are
different from each other. Moreover, the two bosons have a
nonzero overlap such that

[ ]†b b, 0LP UP (13)

The effective mode approximation comes into play when we
seek a single effective mode b that replaces both bLP and bUP
such that the energies obtained using the effective upper and
lower polaritonic states

| = | + |

| = | |

= | |

†

†

S C b S N

S N b S C

N C

, 0 , 0

, 0 , 0

n

n

p
p

LP
mol 0

UP
0 mol

2 2

(14)

are as close as possible to the ones obtained using the
multimode JC model. We notice that in eq 14 the Cp
coefficients are now common to both the lower and upper
polariton wave functions. Specifically, they are optimized by
minimizing the functional

= +

=
| |

|

F E E

E
H

E

C( ) ( ) ( )LP 2 UP 2

LP/UP
LP/UP

JC
multi LP/UP

LP/UP LP/UP multi
LP/UP

(15)

where Emulti
LP and Emulti

UP are the LP and UP energies obtained by
diagonalizing the Hamiltonian in eq 5. The optimal coefficients
defining the effective mode are the actual output of that
functional minimization and are system specific; that is, the
effective mode composition will vary if the molecule and/or
the plasmonic system change. Besides this, we note that the
two solutions shown in eq 14 resemble the structure of the
exact single-mode case in eq 7. Nonetheless, the plasmonic
part of the wave function captures the effect of multiple modes
at the same time. The procedure described here can easily be
generalized to the case of an optical cavity.
Once the effective mode has been defined, the Hamiltonian

in eq 2 can be rewritten as

= + + +† † †H H U U b b q V U b b( )
pqr

rp p pq r q
pqj

jp j pq q qe
(16)

where =b b1 is the effective mode defined in the previous
section and the other bosonic operators fulfill

[ ] =†b b,p q pq (17)

The two bosonic bases are related by a unitary transformation
U

= =b b U U
C

Np
q

q qp q
q

1
(18)

Truncating the plasmon modes in eq 16 to only include the
effective mode b, the Hamiltonian reads

= + + +† †H H b b q V b b( )
j

j je
(19)

where the following quantities have been introduced

= =†U U q q U
p

p p p j
p

jp p1 1 1
(20)

The quantized charge qj, of the effective plasmon mode b,
allows for a direct visualization of the effective mode properties
(see Figure 2c).
Starting from the Hamiltonian in eq 19, we can use any

single-mode QED method to study the effects of multiple
plasmonic modes on molecular properties. In this work, we
focus on the QED-CC approach. The QED-CC approach is
the natural extension of standard coupled cluster theory to the
strong coupling regime. The wave function is parametrized as

| = | |Texp( ) HF 0 (21)

where |HF⟩ is the reference Slater determinant (usually
obtained through a Hartree−Fock like procedure), while |0⟩
denotes the plasmonic vacuum. The cluster operator T is
defined as
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ab

ai bj
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ai
aibj

ij
ab

ai bj
(22)

with each term corresponding to an electron, electron−
plasmon, or plasmon excitation. In eq 22, the electronic second
quantization formalism has been adopted such that68

= †E a apq p q
(23)

where †ap and aqσ create and annihilate an electron with spin σ
in orbitals p and q, respectively. Following the commonly used
notation, we denote the unoccupied HF orbitals with the
letters a, b, c..., while for the occupied orbitals we use i, j, k.68

Inclusion of the full set of excitations in eq 22 leads to the same
results as QED-FCI. In this work we truncate T to include up
to one plasmon excitation as well as single and double
electronic excitations in line with what has been presented in
ref 54. The parameters t t s s, , ,i

a
ij
ab

i
a

ij
ab, and Γ are called

amplitudes. They are determined solving the projection
equations

= | | =n e He, HF, 0 0n
T T

, (24)

where μ is an electronic excitation, while n is a plasmonic
excitation. We adopted the notation

| = | |n n, (25)

The H operator is the molecule-plasmon Hamiltonian in eq 19
transformed with a coherent state. This accounts for the
polarization of the plasmonic system induced by the molecular
charge density in the HF state.

= = | |
† †

H e He z q V1
HF HFz b b z b b

j
j j

( ) ( )

(26)

The setup we employed to test the effective mode approach
consists of three identical ellipsoidal NPs, each one featuring a
long-axis length of 6.0 nm and a short-axis length of 2.0 nm. In
between the nanoellipses we placed first an H2 and later a PNA
molecule that are approximately 0.6 nm away from the three
structures, as shown in Figure 1. This setup was chosen
because it has degenerate (or almost degenerate) plasmon
modes with significant coupling to the molecule. Moreover, the
plasmon frequencies can easily be modulated, for instance by
changing the aspect ratio of the ellipsoidal NPs (see Figure S2
in the SI as an example). Additional details about the
computational methodologies can be found in the last section
of the SI.34,70,71

The NP setup shown in Figure 2 has two almost degenerate
low excitations (Figure 2 a and b) at 12.661 and 12.677 eV,
whose coupling parameters with the first H2 transition are 8.6
and 15.2 meV, respectively. Both excitations will significantly
contribute to the effective mode. Specifically, their coefficients

Figure 1. Setup employed to test the effective mode scheme. The plasmonic system consists of 3 ellipsoidal NPs surrounding an H2 molecule in the
yz plane. The beads composing the NPs represent the centroids of each tessera upon surface discretization and host a given quantized charge qpj.
The lowest (in energy) plasmon mode is shown. Red beads refer to positive charges, whereas blue ones refer to negative charges. Each NP is ≈0.6
nm far from H2.

Figure 2. First (a) and second (b) quasi-degenerate plasmon modes of the setup shown in Figure 1. The energy splitting between these two modes
is ≈16 meV, and they both significantly couple to the S0 → S1 transition of H2. Their contribution to the effective mode is shown at the top of the
panel. (c) Visualization of the optimized effective mode. Only the two most important modes are reported in panels (a) and (b), but the first 12
modes coupling to the molecular transition contribute to the effective mode optimization.
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in the expansion of the effective mode (see eq 18) are reported
in the top part of Figure 2.
In Figure 3 we show how the inclusion of multiple plasmon

modes affects the H2 Rabi splitting. Results are shown for the
multimode JC Hamiltonian, QED-FCI, and the effective mode
approach for QED-CC. We notice that, as expected, the single-
mode approximation underestimates the Rabi splitting by
almost a factor of two. All the multimode methods therefore
show a large improvement once the second mode has been

added. Inclusion of additional modes still enlarges the splitting,
although we note that the change is quite small when
compared to the improvement observed adding the second
plasmon in the picture. Despite using a single bosonic
operator, the effective mode QED-CC allows us to almost
exactly capture the multimode effect with a predicted Rabi
splitting of 40.49 meV compared to 41.09 meV (QED-FCI
value). We notice that the QED-FCI and JC results are not
exactly equal and that the error increases when more modes

Figure 3. Computed Rabi splitting for the setup shown in Figure 1 as a function of the number of plasmonic modes included in the Hamiltonian.
The calculations have been perfomed with the following methods: multimode Jaynes−Cummings, QED-FCI, and QED-FCI without relaxation of
the electronic wave function (no corr. QED-FCI). We highlight that the latter curve is basically overlapped with the blue one. The effective mode
QED-CC (dashed red line) recovers most of the multiphoton contribution. We note that the effective mode optimization has been computed using
the first 12 plasmon modes of the nanoparticle setup with nonzero coupling with the molecular transition, starting from the low-energy modes. In
order to contribute significantly to the splitting, the modes need to both couple with the electronic transition and be close in energy to the
molecular excitation. Only some of the relevant modes are bright (such as those shown in Figure 2a,b); that is, they have a nonzero transition
dipole moment. Others are dark, even though their coupling with the molecule is sizable.

Figure 4. Ratio of the y and z components of the LP (a)/UP (b) transition dipole for the setup of Figure 1 in 4 different cases: QED-CC using
mode 1 (dashed green line) or mode 2 only (dashed red line), effective mode QED-CC (dashed blue line), and QED-FCI (solid black curve). The
QED-FCI data are reported as a function of the number of plasmonic modes included in the Hamiltonian, up to 12, which corresponds to the
maximum number of modes employed in the effective mode optimization.
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are considered. This difference is due to the relaxation of the
electronic ground and excited states induced by the presence of
the nanoparticle. This effect is not captured unless an ab initio
approach is used. If the electronic wave function is not
optimized in the QED-FCI calculations, thus not accounting
for the mutual polarization with the NP (the no corr. QED-
FCI in Figure 3), the difference between QED-FCI and JC is
dramatically reduced. Nonetheless, the differences between the
ab initio method and the two-level approximation are small
when compared to the improvement from 1 to 2 modes.
We also investigated other excited-state properties, like the

molecular contribution to the transition dipole moment in the
GS → LP/UP transition. As shown in Figure 4a,b, the ratio
between the molecular y and z components (the H2 molecule
lies in the yz plane) of the polaritonic transition dipole
approaches the exact QED-FCI limit when the effective mode
is used. On the other hand, the agreement is significantly worse
using either mode 1 or mode 2 separately. This shows that the
effective mode not only improves the Rabi splitting description
compared to the single-mode approximation but also provides
a better description of the most important excited state
properties, e.g., transition dipoles/densities.
The qualitative picture does not change if a more

complicated molecule like paranitroaniline (PNA) is placed
between the three nanoellipsoidal structures (see Figure S6 of
the SI). Comparing the multimode JC results with the effective
mode approach for PNA, we notice that, similarly to the H2
case, the effective mode QED-CC recovers most of the
multimode contribution. Specifically, the Rabi splitting
predicted by QED-CC is almost the same as using 5 field
modes in the JC approach (78.3 meV). In Figure 5, we
compare the GS → LP transition densities of PNA when either
the effective mode or a single-mode approach is used. Notably,
an enhancement of the LP charge transfer character can be
observed moving from the single-mode QED-CC with the
lowest plasmon mode ( 1

t of Figure 2a) to the effective mode
QED-CC, eff

t . The difference between the two transition
densities, eff

t
1
t, indeed shows an increased negative density

contribution on the NO2 group (acceptor) and an increased
positive density contribution on the NH2 group (donor). The
opposite trend is observed in the case of mode 2 (Figure 2b),
meaning that in the mode 2 case more charge is transferred

compared to the effective mode case. These findings can easily
be rationalized using the theory described above. Indeed, since
mode 2 favors the charge separation more than mode 1, the
effective plasmon, that is, a linear combinations of mode 1 and
mode 2, predicts an intermediate transfer between the two.
Since an increasing number of modes are coupled with the
main molecular transition, nanoplasmonic systems with
multiple almost degenerate excitations represent a promising
option to increase the field effects without reducing the field
quantization volume.
To conclude, building on the previously developed Q-PCM-

NP/QED-CC model,63 we propose here a framework to
account for multimode environments using a single effective
mode. Our approach captures the main features arising from
the simultaneous coupling to multiple plasmons while retaining
the same computational cost of single-mode methods.54,63

Physical quantities, such as Rabi splittings and transition
dipoles, are correctly reproduced, as verified by benchmarking
against exact multimode QED-FCI for the hydrogen molecule
surrounded by 3 ellipsoidal nanoparticles. The same theoretical
approach is applied to a larger organic molecule, para-
nitroaniline (PNA), where QED-FCI or multimode calcu-
lations are out of reach. Our results demonstrate that the
inclusion of multiple modes is critical to correctly evaluate the
plasmon−matter interaction in the case of quasi-degenerate
plasmonic modes. In these cases, indeed, the single-mode
approximation naturally breaks down. We notice that the
effective mode scheme can be applied to any kind of wave
function approximation and is not specific for plasmonic
systems. We also point out that the effective mode is optimized
to correctly reproduce the upper and lower polaritons only.
Therefore, no improvement in the description of the ground
state should be expected with this methodology. A general-
ization of the method should, however, be able to model the
effect of multiple plasmonic modes on the molecular ground
state. This topic will be the subject of a future publication. As a
number of ab initio QED methods have started to appear
recently,3,52−57,59,72 the here-developed effective mode ap-
proach will be of great use in all those cases where multimode
effects need to be taken into account, while retaining a
computationally feasible methodology.44−48

Figure 5. PNA transition density plots for the GS → LP transition (see setup of Figure S6 in the SI), computed using QED-CC with modes 1 and 2
or the effective mode. Positive density contributions are reported in yellow, whereas negative ones are reported in green. The difference between
the transition density obtained with the effective mode and either mode 1 or mode 2 is also shown, thus allowing an easier visualization of the
major changes in the PNA transition density upon changing the plasmonic part of the QED-CC Hamiltonian.
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1 Additional n merical tests on the H2 case

1.1 N merical convergence of Rabi splitting

We checked whether results reported in Fig.3 (main text) are con erged with respect to the

number of modes included in the Hamiltonian. Notably, the molecule-mode coupling  alue

decreases as the mode order increases (see Fig.S1a). This is due to the fact that higher-order

modes feature charge distributions that  ary so rapidly o er space that the molecule does

not feel any net electric field. Consequently, the corresponding Rabi splitting including more

and more modes rapidly con erge (see Fig.S1b).

Figure S1: a) Computed coupling between the H2 molecular transition and a gi en mode n.
The progression goes from low-order mode, such as dipolar ones, up to high-order multipolar
modes. b) Computed Jaynes-Cummings Rabi splitting as a function of the number of plas-
monic modes included in the Hamiltonian, whose correspoding coupling with the molecule
is reported in panel a).

1.2 Effect of NPs shape on Rabi splitting and effective mode

In this section we tested the performance of the effecti e mode approach on a setup similar

to the one used in Fig.1 (main text) except for the aspect ratios (AR) of the ellipsoidal

nanoparticles. In particular, an AR decrease (Fig.S2) leads to the well-know blue-shift of
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Figure S2: a) Lowest plasmon mode obtained with three ellipsoidal NPs arranged as in Fig.1
(main text), but ha ing a smaller aspect ratio (AR = 2). Each NP of Fig.1 (main text)
features an aspect ratio of AR = 3. The decrease of AR leads to a blue-shift of all modes
frequencies, in particular the lowest mode shown now lies ≈ 200 meV abo e the H2 molecular
transition. b) Jaynes-Cummings rabi splitting as a function of n. of modes included in the
Hamiltonian (blue line) obtained after shifting all modes frequencies of system a) such that
the lowest mode gets in resonance with the H2 transition. The horizontal steps in the rabi
splitting trend comes from modes that do not couple to the molecule, thus not contributing
to the polaritonic splitting. The red-dashed line is the corresponding QED-CC effecti e
mode result.

the corresponding dipolar plasmon modes, leading to a situation where the H2 molecular

transition is non-resonant with the plasmonic modes.

If all modes frequencies obtained with the setup of Fig.S2a are shifted such that the lowest

mode gets in resonance with the H2 molecular transition, we end up with a situation where a

proper Rabi splitting can be measured (Fig.S2b). Howe er, in this case higher-energy modes

do not add a significant contribution to the Rabi splitting (indeed in going from 1 → 100

modes the corresponding rabi splitting changes by just ≈ 3 meV). The reason for this is that

the AR decrease not only induces a blue-shift of modes frequencies, but also increase the

mode-mode energy separation. Only the lowest plasmonic mode, therefore, is in resonance

with the molecular transition and significantly contributes to the splitting. The others modes

are too high in energy to pro ide sizeable mixing.
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1.3 Transition dipole asymptotic behavio r

Figure S3: Dispersion with respect to the hydrogen orientation of the dy
dz

ratio for the lower
polariton in the setup of Figs. 1-3 main text. Θ = 0 corresponds to the initial geometry of
Fig.1 where the H2 molecule is inclined at 45◦.

In Fig.4 of the main text, we display how the ratio between the y and z components of

the transition dipole is affected by the multimode description. In particular, we obser e that

when the H2 molecule is inclined at 45◦, the dy
dz

ratio at the QED-FCI le el is a bit abo e

one for the LP and a bit lower than one for the UP. E ery mode changes the  alue of the

dy
dz

ratio (some significantly, some to a lesser extent). This is because, while in  acuum dy
dz

for the H2 molecule is exactly equal to one, e ery new mode adds some spacial anisotropy

differentiating between the y and z directions. Since in the strong coupling regime the
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plasmons influence the molecular structure, the setup anisotropy is reflected in the beha iour

of the electronic property. The aforementioned nanoparticle anisotropy is easily  isualized

from the two main modes reported in Fig.2 of the main text, whose transition dipoles lie

on y and on z respecti ely. The dispersion of dy
dz

with respect to the hydrogen orientation

is shown in Fig.S3. All significant modes ha e been included in the QED-FCI calculations

and only the lower polariton dispersion has been plotted, as the upper polariton shows the

same qualitati e beha iour. We obser e that by and large the geometrical features remain

pre alent, with a maximum when the molecule is oriented on y (45◦) and a minimum when

the H-H bond is oriented along z (135◦).

1.4 Different molec le spatial location

Figure S4: a)Same NPs setup shown in Fig.1 main text, but with the H2 molecule shifted
closer to two NPs edges, away from the center. b) Multimode JC Rabi splitting as a function
of the number of modes included in the Hamiltonian (blue cur e) obtained with setup shown
in panel a) and corresponding QED-CC effecti e mode results (red dashed line). Only modes
significantly coupled to the molecular transition ha e been considered, as in Fig.3 main text.

Analogous calculations to those shown in main text Figs.1-3 ha e been repeated with

same NPs setup but different molecule location, i.e. by displacing the H2 molecule closer

to two NPs edges, see Fig.S4a. Both the multimode Jaynes-Cummings and QED-effecti e
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mode results (Fig.S4) do not change qualitati ely compared to what is shown in Fig.3 (main

text). We just note that the Rabi splitting obser ed with such a molecular displacement

is smaller compared to the case where the H2 is placed exactly at center of the three NPs

(main text, Figs. 1-3).

1.5 Weak co pling regime

Figure S5: JC Rabi splitting as a function of the number of modes included in the Hamil-
tonian obtained using the same setup of Fig.1 (main text), but scaling the corresponding
modes-molecule coupling  alues to be in the weak coupling regime. The red-dashed line is
the effecti e mode result.

Based on the setup shown in Fig.1 (main text), we additionally test our effecti e mode

scheme in the weak coupling limit, that has been artificially obtained by scaling the cor-

responding mode-molecule coupling  alues by 1/5 (physically speaking this screening effect

could be induced by enlarging the NPs-molecule distance, for instance). The results are

shown in Fig.S5, which clearly represent a typical weak coupling situation since the max-

imum Rabi splitting achie ed is in the order of ≈ 3.5 meV , thus making it practically
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negligible. Besides, we note that in this case the effecti e mode correction, although im-

pro ing o er the one mode case, is not essential. Indeed, going from 1 → 100 modes, the

predicted Rabi splitting only changes by ≈ 0.04 meV . In this situation, a semiclassical

description would be enough to properly describe purely molecular properties (such as exci-

tation energies and excited state decay rates) influenced by the presence of the plasmons.1

Moreo er, a semiclassical approach would also allow for the explicit inclusion of all mode

effects, since they are intrinsically embodied in the classical response function.1,2
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2 PNA Rabi splitting: m ltimode effects

Figure S6: Computed Rabi splitting for a setup of 3 ellipsoidal NPs surrounding a PNA
molecule. The a erage distance from the metallic surfaces is ≈ 0.6 nm (setup shown as inset).
The dashed blue line are the results obtained through the multimode Jaynes-Cummings
Hamiltonian (see Eq.5, main text), whereas the red one is the outcome of the QED-CC
effecti e mode approach. Visualization of the optimized effecti e mode is shown in the inset.

3 Comp tational details

We first tested the effecti e mode methodology for H2 in order to make direct comparisons

with QED-FCI benchmark calculations (larger systems would not ha e been computationally

feasible). The surface meshes were created using the Gmsh code3 and consist of ≈ 4500
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tesserae. The Drude-Lorentz parameters used to define the metal dielectric function are

ΩP = 8.605 eV, γ = 0.217 eV and ω0 = 12.517 eV, which is  ery close to the  alue adopted

for sil er in pre ious literature works.4 The damping rate and the natural frequency of

the oscillator were chosen such that the NPs lowest plasmon mode is resonant with the H2

S0 → S1 molecular transition, around 12.7 eV according to CCSD/aug-cc-pVDZ calculations

in  acuum.5–7 In order to a oid fictitious charge transfer effects between the nanoparticles,

an a posteriori charge normalization scheme, described in Ref.,8 has been applied to each

NP.

A similar setup was used for testing the effecti e mode performance with the PNA molecule

since it features a richer molecular structure and is rele ant for practical applications.9,10 This

time ω0 was set to 4.354 eV such that the first plasmonic modes match the first transition of

PNA at approximately 4.8 eV, according to CCSD/cc-pVDZ.5–7 The electronic calculations

were performed using a de elopment  ersion of the eT program.11
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Chapter 4.
Sub-picosecond collapse of molecular

polaritons to pure molecular transition in

plasmonic photoswitch-nanoantennas

As shown in the previous chapters, single-molecule manipulation is nowadays possible thanks to
extremely-sophisticated experimental apparatus. Nevertheless, that accurate control over single
molecules is only possible under extreme conditions, such as cryogenic temperatures and ultra-
high vacuum, thus making it far from possible real life applications, where often large numbers of
molecules in less-controlled conditions are involved. In this view, investigating collective effects
arising from the interaction between an ensemble of molecules and plasmonic systems under mild
conditions is of utmost importance.

In this chapter, which is reported as a published article in Nature Communications, a collec-
tive plexcitonic state originating from a collection of merocyanine molecules strongly coupled to
plasmonic alluminum nanoellipses at room temperature is investigated by combining theory and
experiments. The purpose of this work is to directly probe such system at ultrafast timescales
(sub-picosend regime), where plasmon dynamics take place. It is indeed well-known[1] that upon
excitation of LSPR transitions plasmon dephasing quickly occurs, approximately in ≈ 10 fs from
the initial excitation, later leading to a series of dissipative processes that eventually result in
dissipation of the LSPR initial energy. Therefore, the possibility of using plasmonic systems to
ultimately tailor molecular photochemistry thanks to strong plasmon-molecule coupling is still
elusive, given that most photochemical reactions proceed on longer timescales[2]. The core idea
of this work, which has been done in collaboration with the experimental groups of Prof. Nicolò
Maccaferri (Umeå University, Sweden) and Prof. Alexandre Dmitriev (University of Gothen-
burg, Sweden), is to directly probe the ultrafast dynamics of collective plexciton states after
initial optical pumping, in order to understand how the resulting molecular electron dynamics
is affected by ultrafast plasmon dephasing. Noteworthily, by combining theoretical simulations
and pump-probe experiments, it is disclosed that the collective plexciton state that is populated
upon optical pumping collapses to a singly-excited molecular state due to plasmon dephasing.
The resulting temporal dynamics that is actually probed is ascribed to an intramolecular excited
state dynamics which is accelerated with respect to isolated molecules due to the interaction
with the plasmonic local field.
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CHAPTER 4 97

In this work I took care of developing and implementing the theoretical model that has been
used to simulate the experimental data. All simulations and code developments were done by
me under the supervision of Dr. Jacopo Fregoni and Prof. Stefano Corni. I wrote a first draft
of the theory part of the manuscript and I created the corresponding figures as well. Further
text refinements as well as replies to referee’s comments related to theoretical modelling were
addressed by me under the supervision of Dr. Jacopo Fregoni and Prof. Stefano Corni.
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Sub-picosecond collapse of molecular
polaritons to pure molecular transition
in plasmonic photoswitch-nanoantennas
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Molecular polaritons are hybrid light-matter states that emerge when a
molecular transition strongly interacts with photons in a resonator. At optical
frequencies, this interaction unlocks a way to explore and control new che-
mical phenomena at the nanoscale. Achieving such control at ultrafast time-
scales, however, is an outstanding challenge, as it requires a deep
understanding of the dynamics of the collectively coupled molecular excita-
tion and the light modes. Here, we investigate the dynamics of collective
polariton states, realized by coupling molecular photoswitches to optically
anisotropic plasmonic nanoantennas. Pump-probe experiments reveal an
ultrafast collapse of polaritons to pure molecular transition triggered by
femtosecond-pulse excitation at room temperature. Through a synergistic
combination of experiments and quantum mechanical modelling, we show
that the response of the system is governed by intramolecular dynamics,
occurringoneorder ofmagnitude fasterwith respect to the uncoupled excited
molecule relaxation to the ground state.

Hybrid light-matter polaritonic states arise as a consequence of a
coherent energy exchangebetween the confined electromagnetic field
in resonators and the radiating transitions in molecules or, more in
general, quantum emitters. The associated strong modification of the
energy levels offers tantalizing opportunities of tuning various fun-
damental properties of matter, such as molecular chemical reactivity
or electrical conductivity. As such, the so-called strong coupling
regime holds a key potential in a broad range of fields, such as

all-optical logic1,2, lasing3, superfluidity4, chemistry5, and quantum
computing6,7. The fundamental requirement for strong coupling lies in
boosting the light-emitter interaction to such an extent that the
coherent energy exchange between light and emitters becomes
greater than the individual decay rates. Such boost can be achieved by
either resorting to a large number of emitters or by confining
the electromagnetic field to sub-wavelength volumes. For the former,
the most common resonators are photonic cavities, where the
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electromagnetic field is confined by metallic mirrors (e.g, Fabry-Pérot
cavities8 or multilayer heterostructures9), and polaritons emerge as
collective excitations between the light modes and the ensemble of
emitters (~106–1010 molecules). For the latter, sub-wavelength con-
finement of light has been historically achieved by exploiting plas-
monic architectures10, and more recently also all-dielectric
nanostructures11–14. In the context of plasmonics, near-field enhance-
ment of the electromagnetic field is possible via localized surface
plasmon resonances (LSPRs) with an effective mode volume of
1–100 nm3 15,16, thus allowing the formation of polaritons even with a
relatively limited number of emitters (froma single emitter to 103). Due
to the broad range of potential applications, the nature of polaritonic
states formation and dynamics have been extensively researched over
the last decade17. Coherent time-domain control of the reversible
energy exchange between photons and matter, referred to as Rabi
oscillations, has been demonstrated in J-aggregates and metal
nanostructures18, and for semiconductor quantum wells in a
microresonator19. As well, various incoherent pathways to modify the
polaritonic states on ultrafast timescales have been investigated,
including charge transfer20,21, saturation of semiconductor
transitions22, and ground-state bleaching in molecular systems23–25.

The emerging branch of chemistry using strong coupling to
modify chemical reactions is referred to as polaritonic chemistry26.
There, polaritonic states have been applied to selectively suppress or
enhance chemical reactions both in the ground and the excited
states27–30, opening up new chemical reaction pathways, including,
among others, remote chemistry31, singlet fissions32, and selective
isomerization33–35. Suchmanipulation of photochemistry makes use of
the strong coupling with light to rearrange the electronic energy levels
of molecules36,37. Achieving such control on ultrafast timescales pro-
mises many emerging applications combining ultrafast optics and
light-driven chemistry38. This is exceptionallymotivating in the context
of molecular photoswitches that have already shown potential for ink-
less paper39, stimuli-responsive materials40, self-healing polymers41,
and all-optical switching42, due to the ability to externally alter their
molecular structure by light. One of themost famous photoswitches is
spiropyran, which exist in a spiro (SP) and amerocyanine (MC) isomer.
UV light triggers the SP→MC isomerization, whereas the reverse reac-
tion is induced by visible light. These compounds display intriguing
properties as ultrafast molecular photoswitches, due to the sub-ps
kinetics associated with their molecular interconversion43, and might
be key elements to implement future all-optical molecular transistor
technologies. The signature feature of the MC form is the emergence
of a strong π� π* absorption resonance in the visible spectrum44.
While the evidence that strong coupling with the π� π* transition
modifies the SP-MCphotoconversion rate is amilestone for polaritonic
chemistry36, the opportunities for this system at ultrafast timescales
are still unexplored.

Here, we devise an archetypical platform capable of selectively
accessing the weak and strong coupling regimes and follow the
polariton dynamics after impulsive femtosecond-laser excitation. The
platform consists in an array of two-mode anisotropic plasmon
antennas and spiropyran photoswitches converting to MC form via
continuous UV irradiation. To track the role of the coherent plasmon-
molecules interaction on ultrafast timescales, we follow the time-
evolution of polaritonic states with pump-probe experiments, where
thedynamics of the strong coupling is referenced to theweakcoupling
in the exact same system. Quantum simulations, comprising a theo-
retical framework based on extending the original Tavis-Cummings
Hamiltonian45 allowus to interpret the experimentalfindings assuming
changes in the fundamental properties of the coupled system. Our
experimental and theoretical analysis reveals an ultrafast modification
of the polaritonic state composition, identifying the main relaxation
channel as the localization of the initial polaritonic coherent excitation
on a molecular excitation. Intramolecular dynamics leads to sub-ps

changes of the polaritonic state manifold, one order of magnitude
faster than expected from the pure transition time of excited mole-
cules back to the ground state. Revealed sub-ps timescale control of
the chemical energy landscape is crucial to advance polaritonic
chemistry to the ultrafast regime.

Results
We employ anisotropic aluminum nanoellipse antennas (see Methods
and Supplementary Note 1 for fabrication details), displaying two
orthogonal and spectrally separated LSPRs. A polystyrene nanofilm
containing the spiropyranmolecules (initially in the SP isomeric form)
is spin-coated on top of the nanoantennas and subsequently irradiated
with UV light to photo-isomerize the molecules to the MC configura-
tion. The nanoantennas are designed such that the MC molecular
absorption is resonant with the long-axis LSPR, whereas it is detuned
from the short-axis LSPR, giving rise to strong and weak coupling
regimes, respectively. The steady-state optical response of the hybrid
system is shown in Fig. 1 for excitation along the long axis (sketched in
Fig. 1a) and short axis (sketched in Fig. 1b) of the nanoantennas,
respectively. While only the plasmon contribution is visible for the
long axis case before UV irradiation (no MC isomers present, orange
curve in Fig. 1c), lower (LP) and upper (UP) polaritonic states imme-
diately emerge (black curve in Fig. 1c) upon UV-induced photo-
conversion of SP to MC, with the corresponding activation of the
π� π* MCmolecular transition. This is a characteristic signature of the
system entering the strong coupling regime, or at least being at its on-
set46–48. Conversely, when excited along the short axis (Fig. 1d), the
spectrum of the coupled plasmon-MC system (black curve) is gov-
erned by the superposition of LSPR (pink curve) and the molecular
absorption. In this case, the plasmon with low extinction efficiency is
out-of-resonancewith themolecular transition, leading to two spectral
peaks simply superimposing on each other. The absence of notable
shifts of the absorption peaks with respect to the bare states in this
case signals theweak-coupling regime. Todistinguishbetween the two
regimes, we analyze with a full quantummodel themodification of the
energies of molecular electronic states due to the interaction with the
nanoantennaplasmonmodes. First, in order to simulate the SP andMC
linear absorption spectra (experimental spectra are shown in the inset
in Fig. 1d, simulations can be found in Supplementary Note 2.1), the
respective molecular ground state geometries are optimized (see
Supplementary Fig. 5), and the vertical excitation energies to the first
eight excited states of each isomer are calculated. The S1 excited state
of MC is then optimized at the same level of theory (in a solvent
mimicking the polymer matrix), yielding the relaxed configuration of
MC in the S1 stateminimum (see Supplementary Fig. 6). The electronic
energy associated to this point is ~0.4 eV lower than the vertical exci-
tation energy at the ground state geometry,meaning that themolecule
is not in its equilibrium configuration upon vertical excitation from S0
to S1. Interactions between different MC molecules and the nanoan-
tennas is evaluated by means of an ad-hoc quantum model, which
extends the original Tavis-Cummings (TC) Hamiltonian49 by explicitly
quantizing themodes of arbitrarily shaped nanoparticles50. The choice
of this modeling strategy comes from the fact that the nanoantennas
do not display any sophisticated geometrical features that may lead to
“picocavity” formation51 and the associated single-molecule strong
coupling effects. Hence, investigating collective molecular phenom-
ena while retaining the geometrical shape of the nanoantennas is
required in this case. The calculations (Fig. 1e, f) corroborate the
interpretation of the experimental spectra (more details on the theo-
retical model can be found in the Methods section and in the SI. In the
latter, a quantitative discussion on the two coupling regimes is
reported, see Supplementary Note 2.2).

After assessing that the system can enter the strong coupling
regime by driving the long-axis LSPR, pump-probe measurements are
performed on the hybrid system in both weak and strong coupling
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regimes and referenced to a UV-exposed film (to trigger the SP→MC
isomerization) of pristine spiropyran molecules, i.e., without the pre-
sence of the nanoantennas, as well as to the antenna array without UV
switching the molecular film to the MC form.

The ultrafast response in all four cases (pristine molecules,
antennas immersed in SP, molecules weakly coupled, and molecules
strongly coupled to the nanoantennas LSPRs) is studied using a two-
color pump-probe scheme based on a broadly tunable fs-laser spec-
troscopy platform operating at multi-kHz repetition rate52. Pump pul-
ses with a temporal duration of 50 fs are tuned to photon energy of
2.3 eV, that is above the π� π* transition of the MC molecular form.
Time delayed broadband probe pulses span a spectral range from
1.75 eV to 2.5 eV and are compressed to below 20 fs duration. The
pump-induced change of probe transmission ΔT=T is monitored for
various time delays Δt between pump and probe pulses (see “Meth-
ods” section for more details). We first studied the transient trans-
mission of the bare MC film (see Fig. 2). Figure 2a shows ΔT=T as a
function of Δt and the probe photon energy. For positive Δt, a
broadband positive signal can be observed, indicating a transient
bleaching of the molecular absorption, as previously observed for
instance in ref. 53.

Such bleaching provides a direct measurement of the S1 excited
state population at each time, since less photons can be absorbed by
the remaining molecules in the MC ground state. In Fig. 2b, we plot
spectral cuts of the 2D map shown in Fig. 2a. A clear red-shifting of
ΔT=T with increasingΔt canbeobserved (seeSupplementaryNote 3.2.
for more details). This can be explained by probe-stimulated photo-
emission taking place during vibrational relaxation from the Franck-
Condon point (where the molecule is vertically excited) toward the S1

minimum, as sketched in Fig. 2c. The left panel in Fig. 2c shows the
excitation of MC into the Franck-Condon configuration of the S1 state.
The molecular structure then relaxes to a lower energy configuration,
subsequently leading to the observed redshift due to the stimulated
emission back into the ground state (right panel). From the experi-
ment,wefindamaximumspectral shift of +0.25 eV, consistentwith the
value obtained theoretically (+0.4 eV; see also Supplementary Fig. 6).

In the pump-probe experiments on the antennas without UV-
induced switching of the molecular film to the MC form, we see that
the contribution of the antennas to the transient signal is at least one
order of magnitude reduced compared to the response of the hybrid
system (see discussion in Supplementary Note 3.3). This experiment is
crucial to support that the effects observed in our experiments and
reported hereafter really stem from the interaction of the plasmonic
and molecular systems.

In Fig. 3, we show the ultrafast dynamics of the hybrid system
upon light irradiation polarized either along the long or short axes of
the nanoantennas, and using the same pump fluence as in the isolated
molecules experiments discussed above. In general, sample geometry
can lead to enhancement of certain spectral features in the ultrafast
response of the specimendue tomultiple interference, as observed for
example in optical cavity strong coupling (see ref. 54.). In such cases,
absolute absorption should be obtained via measuring both, transient
reflection as well as transient transmission. In our simple geometry,
however, interference is negligible in determining the ultrafast
response and we can reliably use the transient change in transmission
ΔT=T as a measure to follow the time-evolution of the polaritonic
states. In particular, temporal and spectral dynamics are not affected
by this choice.
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Fig. 1 | Hybrid systemconsisting ofphoto-switchablemolecules and aluminum
nanoellipse. a, b Sketch of the localized plasmon dipolar excitation along the long
(a) and short (b) axes of the nanoantenna. The plasmon near fields are schemati-
cally indicated by hot spots (orange and pink) in the sketch. c, d Experimental
extinction spectra for the long axis (c) and the short axis (d) before (colored) and
after (black) UV-induced photoswitching of the spiro isomer (SP) to the mer-
ocyanine isomer (MC). The inset in d shows the absorption of a molecular film
before (dash-dotted) and after (solid) UV irradiation, where the π–π* molecular

absorption emerges at 2.15 eV (also indicated by the blue dotted lines).
e, f Absorption cross sections obtained from our model Hamiltonian for long (e)
and short (f) axis excitation of the hybrid system. Bottom inset in f shows the
simulated molecular absorption cross section obtained after ground state opti-
mizations of the molecular structure in the SP (dash-dotted) and MC (solid) con-
figurations. Top insets show confined electric near fields at both plasmonic
resonances calculated using the finite elements method.
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The transient transmission for the long-axis pumping is shown in
Fig. 3a as a function of Δt and the probe photon energy. For positive
time delays, we observe a characteristic positive-negative-positive
(red-blue-red) spectral shape. Furthermore, our time and energy
resolutions allow to track the spectral evolution of ΔT=T , as shown in
Fig. 3b, where spectral cuts of the pump-probe 2D map (Fig. 3a) are
plotted for increasing values of Δt. As indicated by the blue dashed
arrow in Fig. 3b, we observe a blueshift of around 20meV of the
negative ΔT=T peak within 1 ps after the optical excitation. The
observed positive-negative-positive transient spectral lineshape was
previously reported, for example, in molecules vibrationally coupled
to a cavity23, so called plexcitonic systems55, or in an excitonic transi-
tion coupled to a plasmonic lattice20. It can be interpreted as a shift of
the absorption peaks towards each other, and thus a reduction of the
spectral separation of the UP and LP bands, seen as negative differ-
ential transmission around 2.1 eV. While this may be intuitively
understood as a pump-induced decrease of the number of molecules
effectively coupled to the mode36,56,57 – thus resulting in a reduction of
the Rabi splitting – explaining the spectral time evolution of ΔT=T as
shown in Fig. 3b requires a more advanced analysis. After impulsive
optical excitation, the upper polariton states of the hybrid system are
populated and quickly dephase within few tens of femtoseconds, well
below the time resolution of our experiment (≈ 50 fs).

We then assume that the molecule contributing most to the
polariton (some molecules are more coupled to the modes than oth-
ers, depending on their distance and orientation with respect to the
nanoantennas) starts to relax on its S1 excited state, eventually
resulting in a system composed by N-1 molecules in their ground state

and one molecule vibrationally relaxing on its S1 excited state. We
remark that N here should be interpreted as the number of molecules
in strong coupling with the given plasmon mode, rather than all irra-
diated molecules (see also Supplementary Note 2.2). Being in their
ground state, the S0→S1 electronic transition for the N-1 remaining
molecules is still resonant with the long-axis plasmon; instead, the
relaxation of the individual molecule on its excited state entails a red-
shift of the stimulated emission (we note that this is the typical com-
position that can be obtained for a dark state).

The polaritonic energy landscape is thus transiently modified by
the intramolecular dynamics of the individual molecule, observable as
a spectral time evolution ofΔT=T probed by the delayed optical pulse.
To interpret the experimental results, we simulated the transient signal
by taking the difference between the absorption spectrum of the 1-
excitation-space polaritons (shown in Fig. 1), which is the transient
spectral signature of ground state bleaching (GSB), and the signal
coming from the localized red-shifting excited molecular state. The
latter term requires computing both the stimulated emission (SE) to
the ground state and the absorption toward the 2-excitation-space
polaritonic manifold (excited state absorption, ESA)58. These quan-
tities are then combined according to Eq.1 (see Numerical calculations
section), yielding the transient data of Fig. 3c, f. (note that ESA and SE
contributions do have opposite signs). Here, we perform the 2-
excitation-space calculations (see Methods section for additional
details) for increasing energy shift of the molecular transition, thus
resembling the vibrational relaxation of the molecular structure. The
energy shift values are based on the TDDFT results and consistent with
experimental energy shifts of Fig. 2. The 2-excitation calculations have
been repeated for different frequency shifts of the target molecule,
and can reproduce the blueshift of the transient signal observed
experimentally. By tracking the spectral position of the negative dip in
the ΔT=T spectra (Fig. 3b, c), we obtain blueshifts of ~20meV in the
experiment and 25meV in the simulation. The time dynamics of the
relaxation process is not directly simulated, but is modeled by fitting
the experimental data, as described in Fig. 3 and related discussion in
the Methods section.

Moreover, we emphasize that the spectral blueshift of ΔT=T
within the first picosecond is not an optically induced shift, but rather
originates from a molecular excited state energy shift due to vibra-
tional relaxation. Notably, simulating the transient signal via calcula-
tion of both the 1- and 2-excitation-space polaritonic manifold can
reproduce well both the positive-negative-positive motive of the
experimental transient spectra and the slight blueshift of the negative
peak at increasing Δt, as we show in Fig. 3c. The observed spectral
evolution ofΔT=T can thereforebe reasonably assigned to amolecular
vibrational relaxation that affects the composition of the polaritonic
states manifold.

A simplified sketch describing the resulting rearrangement of
electronicenergy levelsuponoptical pumping is depicted inFig. 4. The
origin of the positive-negative-positive motive follows from what was
already anticipated above: the arrival wavefunction following the
probe absorption in our modeling approach is dominated by the
product state of an excited molecule state times the 1-excitation
polariton of the remaining N-1 molecules (2UP/LPN−1 in Fig. 4c). The
corresponding UP-LP splitting is therefore reduced compared to the
ground state absorption, thus leading to the characteristic differential
positive-negative-positive ΔT/T transient spectral signature. This is
schematically represented in Fig. 4d where the peak-to-peak separa-
tion of the blue curves is smaller than the corresponding oneof Fig. 4b,
the latter showing the linear absorption spectral shape. Besides, note
that SE is providing a minor contribution to the signal (see Supple-
mentary Fig. 13 for explicit comparison of GSB, ESA, and SE
contributions).

Upon vibrational relaxation, the state before probe absorption
(red energy level of Fig. 4c) is decreasing its energy faster thanwhat the
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arrival 2-excitation states do (2UPN−1 and
2LPN−1 of Fig. 4c) leading to a

slight blueshift of the transient signal (see the blue-shifting ESA con-
tribution of Fig. 4d whose time evolution is schematically indicated by
the blue arrow and corresponding dashed curve). This is reasonable,
since the starting state is essentially a localized excited state of the
molecule, while in the arrival state the excitation is partly delocalized
on vibrational unrelaxedmolecules,with higher energy.On a sidenote,
we observe that the magnitude of the simulated ΔT/T signal increases
over time, in contrast to what is being observed experimentally. Such
discrepancy is expected and is explained by the lack of population
decay in the simulations, which physically may be caused by either
stimulated emission or non-radiative decay to the ground state. To
phenomenologically account for this signal decay, we added an
exponential decay on top of the simulated signal (details can be found
in the Numerical calculations section), thus resulting in the simulated
spectral cuts of Fig. 3c, f that indeed feature a decreasing magnitude
over time.

In Fig. 3d, the transient transmission in the weak coupling regime
(i.e., for the short-axis pumping system) is shown. In contrast to the
strong coupling case, we nowobserve a differential (positive-negative)
transient spectral lineshape, indicative of a shift in linear absorption of
the system. Spectral cuts are shown in Fig. 3e. There are spectral
changes of the differential signal over time, however, no clear spectral
shift can be identified.

The same differential signal is again well captured by the theore-
tical simulations shown in Fig. 3f. In this case, due to the initial fre-
quencymismatch between the short-axis nanoantenna resonance and
the MC transition, the pump quickly drives the system towards a

regime where only N−1 remainingMCs are actually able to couple with
the short-axis plasmonmode, already at early times, thus reducing the
redshift of themolecular absorption caused by the weak couplingwith
the plasmoncompared to ground state absorption, leading then to the
positive-negative spectral feature observed. We remark that even in
the weak coupling regime the signal that is being observed is not
coming frommere isolatedmolecules, but it is rather originated by the
modified molecular and plasmon responses because of the locally
enhanced plasmonic field.

We now discuss the timescales of the observed ultrafast
dynamics inmore detail (see Fig. 5). The transient transmission of the
bareMC film is shown in Fig. 5a, where the signal at the probe photon
energy of the π� π* transition (2.1 eV) is shown by the red circles.
The bi-exponential behavior follows from an ultrafast (on femtose-
cond timescale) spectral shift of ΔT=T and a subsequent picosecond
decay. More in detail, the induced stimulated emission from the S1
state quickly redshifts due to vibrational relaxation of the molecules
from the Franck–Condon configuration towards the S1 minimum,
leading to a sub-ps (200 fs) change of ΔT=T at fixed probe photon
energy. At lower probe photon energy of 1.85 eV (blue circles), cor-
responding to the excited state S1 minimum, only a slower (on
picosecond timescale) decay of ΔT=T is observable, related to the
transition of the molecules back to the ground state, with a time
constant of 12 ps. Interestingly, in the weak coupling case (Fig. 5b), a
sub-ps decay appears at the relaxed transition energy of 1.85 eV. This
can be inferred to an initial plasmonic component of the decay,
which is due to the weak interaction of the molecular transition with
the plasmon. After the localization of the wavepacket on the
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Fig. 3 | Ultrafast dynamics of the hybrid system in the strong and weak cou-
pling regimes. a Transient transmission as function of time delay between pump
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excitation energy of the MC isomer. b Spectral cuts of the pump-probemap in a at
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absorption cross section (with a minus sign) upon pumping, corresponds to tran-
sient transmissivity up to a constant multiplicative factor. Spectral dynamics are
well reproduced by red-shifting the molecular transition of one MC (see sketch in
Fig. 4c) according to vibrational relaxation of themolecule. The energy shift values

employed correspond to those obtained at 200 fs, 600 fs, 1 ps, and 5 ps after
excitation (see numerical calculations section for more details on this energy shift-
to-time delay connection). d–f Transient transmission, spectral cuts and simulated
transient response for the excitation along the short axis of the nanoantennas,
where theMC isomer are off to the plasmon resonance andone of them is gradually
red-shifted by the same values as in c. Dashed line is the zero-crossing of the
transient signal. In this case, the excited state relaxation does not influence the
dynamicsof theweakly coupled system, due to the large initial frequencymismatch
with the plasmon resonance. The corresponding simulated 2D maps can be found
in Supplementary Fig. 12.
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molecular states, the system decays in the same way as the bare
molecules. By subtracting the response of the unperturbed mole-
cules (see Supplementary Note 3.4. for more details), we can extract
this ultrafast component induced by the weak coupling of the
molecular transition to the plasmonic excitation (blue diamonds in
Fig. 5b), yielding an exponential relaxation with time constant of
400 fs (dashed line in Fig. 5b). In the strong coupling case (Fig. 5c),
the same analysis reveals the ultrafast response at the UP (upper
panel in Fig. 5c) and LP (lower panel in Fig. 5c) hybrid states, yielding
time constants of 350 fs and 360 fs, respectively. The acceleration of
excited state decay both in the weak and strong coupling case
compared to the bare molecules most likely occurs by plasmonic
interaction via enhancement of non-radiative decay channels, as well
as Purcell-like enhancement of radiative decay (see Supplementary
Note 2.3 for a theoretical analysis). It should be noted however, that
at this point we cannot quantitatively distinguish between non-
radiative and radiative decay contributions in our experiments.

In their seminal work on spiropyranmolecules coupled to optical
cavities, Hutchison et al.36 observed a quick decay of the upper
polariton state to the lower polariton state and a longer-lived popu-
lation of the lower polariton of several picoseconds. In contrast, we
observe the samedecay constants at the LP andUP spectral position. In
agreement with the theoretical model (Fig. 4), this suggests that we
merely observe the decay of themolecule excited state (thus affecting
the overall ultrafast response), that is accelerated due to interaction
with the metal nanoantennas. This apparent discrepancy between the
two experiments can be explained by the poor quality factor (and thus
higher damping) of plasmon modes as compared to cavity modes,
resulting in shorter lifetimes of the coherent hybrid excitations, as for
example shown in22. Thus, our combined analysisfinds a dominant role
of the accelerated intramolecular dynamics on the ultrafast response
of the hybrid photoswitch-nanoantennas that is at least one order of
magnitude faster than is expected from the transition of uncoupled
excited MC molecules back to the ground state. Therefore, this is the
right timescale to be probed to reveal strong-coupling effects on
molecular photochemistry and photophysics.

Discussion
We presented an in-depth study combining advanced quantum mod-
eling and pump-probe spectroscopy of light-matter coupling in a
prototypical photoswitchable molecular-plasmon system stably
working at room temperature. The optical anisotropy of the plasmonic
resonator allows simultaneous access to weak and strong coupling
regimes, depending on the incoming light polarization with respect to
the nanoantennas two main axes. In both weak and strong coupling
regimes, experiments show the potential to affect the chemical energy
landscape of the hybrid system on sub-picosecond timescales, obser-
ving a significantly faster dynamics of the excitationwith respect to the
purely molecular relaxation time. We demonstrate that this effect
cannot be explained by a simple plasmon non-radiative decay, which
occurs in the first few tens of femtoseconds, but rather originates from
the complex intramolecular dynamics within the coupled plasmon-
molecules system. A quantum model based on the extension of the
Tavis-CummingHamiltonian,which can capture theultrafast dynamics
in both theweak and the strong coupling regimes, was developed. This
theoretical framework allows also to closely map the ultrafast
dynamics to changes of the electronic states in the hybrid system. Our
synergistic approach combining ultrafast spectroscopy and advanced
quantum modeling paves the way for deep understanding of the
ultrafast dynamics in coupled plasmon-molecules systems in general.
We believe that our results provide exciting foundation for the further
exploration of the synthesis and characterization of strongly coupled
photoswitch systems, towards a full control of ultrafast chemical
processes at the nanoscale.

Methods
Fabrication and steady-state optical characterization
Aluminun nanoellipses are fabricated via hole-colloidal lithography59.
Briefly, a sacrificial layer of PMMA is spin-coated on a quartz substrate,
with a thickness around 250 nm. After depositing polystyrene (PS)
beads of 100nm diameter, a Cr mask is evaporated on top while the
sample is tilted 45° with respect to the surface, allowing to cast a
shadow on the PMMA surface with an elliptic shape. After tape-
stripping the beads from the surface, O2 plasma etching generates
holes that allow the deposition of Al by e-beam evaporation. The final
metasurface sample isobtainedby liftingoff the PMMAwith acetone in
an ultrasonic bath.

SP molecules were mixed with PS polymer in toluene and spin-
coated on top of the Al metasurface and leave to evaporate at room
temperature, forming a thin film covering the Al ellipses. More details
regarding the fabrication are reported in the Supplementary
Information.
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Steady-state optical characterization shown in Fig. 1c, d was per-
formed with white light polarized along the LA and SA of the Al
nanoellipses, respectively. To convert the SP to its MC configuration,
the sample was continuously illuminated with UV light (365 nm). The
photoconversion was monitored by measuring the absorption at the
π� π* transition (2.1 eV).

Pump-probe spectroscopy
The experimental platformused in this study is based on a commercial
Yb:KGW regenerative amplifier system working at a laser repetition
rate of 50 kHz. Pump pulses are generated by a noncollinear optical
parametric amplifier (NOPA) working in the visible spectral range,
where a bandpass filter is used before the parametric amplification to
restrict the spectrum to a central photon energy of 2.3 eV and spectral
bandwidth of 50meV. The pump-induced change of transmission is
probed by a white-light supercontinuum generated from sapphire
between 1.75 eV and 2.5 eV, which is temporally compressed using
dielectric chirped mirrors. The pump pulse energy is set to 20 μJ/cm2

and the probe pulse energy is adjusted to ensure at least a 1:10 energy
ratio compared to the pump. Using a spherical mirror with 300mm
focal length, spot sizes of 120μm and 150μm are set for probe and
pump pulses, respectively. Pump and probe pulses have parallel
polarization and interact with the sample at a small noncollinearity
angle, allowing to spatially block the pump pulse after sample inter-
action. Remaining scattering from the pump is then removed from the
data in post-processing. A fast spectrometer camera spectrally
resolves the probe pulse after sample interaction. For all measure-
ments, the dye molecules are prepared in their MC configuration, as
described above. Photoisomerization of some MC molecules during
the pump-probe measurements is taken into account (see Supple-
mentary Note 3.1 for more details).

Numerical calculations
Quantum mechanical calculations of isolated bare SP and MC mole-
cules were performed by means of Gaussian 1660, the solvent was
considered as an implicit medium through the default Gaussian
implementation of the IEF-PCM formalism61. The choice of using
ethylbenzene as implicit solvent to reproduce the polystyrene envir-
onment was done because of its close structural resemblance to the
styrene molecule (they also present almost identical dielectric con-
stants) and its prompt availability in the Gaussian package. The alu-
minum nanoellipse was created through the Gmsh code62, (see
Supplementary Fig. 7) and the coupling numerical values were com-
puted through our homemade code TDPlas50. More precisely, one

single nanoparticle (considering the elliptical shape, see Supplemen-
tary Fig. 7) is surrounded bymanyMCmolecules following an elliptical
grid pattern (shown in Supplementary Fig. 8), where each molecule is
described as a point dipole oriented perpendicularly to the metal
surface. Unlike the standard TC Hamiltonian, here we do not assume a
constant coupling. Instead, we evaluate the coupling of eachmolecule
with each plasmon mode, depending on its position and orientation
w.r.t. the electromagnetic field associated to the plasmonic modes. In
addition, we consider simultaneously the two (LA and SA) plasmon
modes to include the two individual field distributions (electric near-
field calculated via finite elements method shown inset of Fig. 1e, f).
The coupling values for each molecule are numerically evaluated
considering a Drude-Lorentz quantized description of the metallic
response50 and are then used to set up a Hamiltonian (see Eqs. 7–8,
Supplementary Note 2.2) through which the steady-state absorption
spectrum can be simulated. The eigenvalues and eigenvectors of the
resulting Hamiltonian, that is, the energies and state composition of
the polaritonic states, are then used to obtain the steady-state (linear)
spectra by making use of a linear response expression of the polariz-
ability, evaluated as a sumover the polaritonic energy levels. The same
Hamiltonian written in the 2-excitation space (see Supplementary
Note 2.2) is then diagonalized to obtain information about the 2-
excitation-space polaritons and simulate the transient signal observed
in the pump-probe experiments shown in Fig. 3, according to:

-Δσ =GSB� ðESA+SEÞ, ð1Þ

where the explicit theoretical expression for computing each term of
Eq. 1 is described in the SI (Supplementary Note 2.2).

The simulated raw data for the LA-SA case of Fig. 3c, f featured
constant deviations from the zero baseline, so a-posteriori constant
shifts have been applied to each transient spectrum to obtain the data
reported in Fig. 3c, f. More precisely, each simulated curve has been
overall positively shifted to make its inflection point aligned with the
zero baseline. Moreover, to quantitatively estimate the time scale of
the vibrational relaxationdynamics, and thus allowingus to have a 1-to-
1mapping betweenmolecular energy shifts (which are the actual input
in the calculations) and time delays reported in Fig. 3c, f, we fit the
experimental energy shift of bare relaxing MC molecules (see Fig. 2
and Supplementary Note 3.2) to obtain the time constant of the
vibrational relaxation. We then express the energy shift as
ΔωðtÞ=Δωmax 1� e�t=τ2

� �
with Δωmax = 200meV and τ2 = 200 fs, as

shown in Supplementary Fig. 19. We note that this procedure does not
take into consideration that pump and probe pulses have a finite

Fig. 5 | Ultrafast dynamics of molecular and polaritonic states. a Time-resolved
cut of the 2D pump-probe data of the bare merocyanine reference film at the
energy of the steady-state molecular transition, 2.15 eV (orange), and at the S1
excited state minimum, 1.85 eV (blue). Ultrafast component corresponds to the
vibrational relaxation of the molecule, while the slower picosecond component is
related to the transition back to the ground state.bCut for the hybrid system in the

weak coupling case at the S1 minimum. The gray curve is the raw data and blue
curve is the remaining femtosecond decay, obtained by subtracting the slower
component shown in a. c Ultrafast decay in the strong coupling case at the energy
of the upper (2.4 eV) and lower (1.8 eV) polariton states, respectively. The slow
component has been subtracted as in b.
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temporal width and that even polaritons, which are formed at early
times, also feature a small-yet-finite lifetime. Both these contributions,
that we are neglecting in the fitting procedure, may slightly affect the
connection between molecular energy shifts and time delays that we
are making use of in Fig. 3c, f. We remark that this 1-to-1 mapping is
used to facilitate the comparison with the experimental data, creating
a bridge between the molecular energy shift and time delay.

In addition to that, as described in the main next, the lack of
population decay in the simulations leads to an ever-increasing mag-
nitude of theΔT/T simulated signal, so to phenomenologically account
for suchmissing feature we added an exponential decay on top of the
simulated data like e�t=τ1 for t < 1 ps with τ1 = 400 fs (based on the
experimental signal). Moreover, since the experimental data of
Fig. 3a, d presents a constant magnitude after ≈1 ps that is roughly 1/5
of the intensity at early times, the same constant feature has been
applied to the simulated data to recover a similar spectral trend at
longer times (>1 ps).

Similar approaches that use fitted rates and phenomenological
decays in theoretical models to better comprehend experimental sig-
nals have been widely used before63–67.

As a final note, the linewidths (decay rates) associated with each
polaritonic transition that are required for the simulated spectra are
obtained by resorting to a non-Hermitian formulation of the Hamilto-
nian where energies of the uncoupled states bring an imaginary com-
ponent which corresponds to either a molecular or plasmonic decay
rate, corresponding to vibrational broadening and plasmon damping,
respectively (see SI for the values considered)68,69. The diagonalization
of such Hamiltonian directly returns the decay rates of the polaritons
as imaginary component of their associated eigenvalues70. We high-
light that the decay rates employed in the Hamiltonian are used to
account for the broadening of the transitions (corresponding to a
lifetime of ≈ few fs for the plasmon linewidth and ≈100 fs for the
molecular transition, see SI), whereas the phenomenological decay
previouslymentioned (τ1 = 400 fs) was used to account for population
decay (i.e. signal intensity decrease) over timebecauseof non-radiative
decay. Explicit theory formulation can be found in the SI.

Data availability
The authors declare that the data supporting the findings of this study
are available within the paper, its supplementary information files, and
from the corresponding authors upon request.

Code availability
The code used for the simulations is available upon reasonable request
from M.R. and S.C.
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temporal width and that even polaritons, which are formed at early
times, also feature a small-yet-finite lifetime. Both these contributions,
that we are neglecting in the fitting procedure, may slightly affect the
connection between molecular energy shifts and time delays that we
are making use of in Fig. 3c, f. We remark that this 1-to-1 mapping is
used to facilitate the comparison with the experimental data, creating
a bridge between the molecular energy shift and time delay.

In addition to that, as described in the main next, the lack of
population decay in the simulations leads to an ever-increasing mag-
nitude of theΔT/T simulated signal, so to phenomenologically account
for suchmissing feature we added an exponential decay on top of the
simulated data like e�t=τ1 for t < 1 ps with τ1 = 400 fs (based on the
experimental signal). Moreover, since the experimental data of
Fig. 3a, d presents a constant magnitude after ≈1 ps that is roughly 1/5
of the intensity at early times, the same constant feature has been
applied to the simulated data to recover a similar spectral trend at
longer times (>1 ps).

Similar approaches that use fitted rates and phenomenological
decays in theoretical models to better comprehend experimental sig-
nals have been widely used before63–67.

As a final note, the linewidths (decay rates) associated with each
polaritonic transition that are required for the simulated spectra are
obtained by resorting to a non-Hermitian formulation of the Hamilto-
nian where energies of the uncoupled states bring an imaginary com-
ponent which corresponds to either a molecular or plasmonic decay
rate, corresponding to vibrational broadening and plasmon damping,
respectively (see SI for the values considered)68,69. The diagonalization
of such Hamiltonian directly returns the decay rates of the polaritons
as imaginary component of their associated eigenvalues70. We high-
light that the decay rates employed in the Hamiltonian are used to
account for the broadening of the transitions (corresponding to a
lifetime of ≈ few fs for the plasmon linewidth and ≈100 fs for the
molecular transition, see SI), whereas the phenomenological decay
previouslymentioned (τ1 = 400 fs) was used to account for population
decay (i.e. signal intensity decrease) over timebecauseof non-radiative
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Supplementary Note 1. Sample fabrication. 

 
Supplementary Note 1.1 – Fabrication procedures 

Quartz substrates (2 x 2 cm2) were cleaned by immersing them consecutively in acetone and 

isopropanol in an ultrasonic bath, to be finally rinsed in DI water and dried with nitrogen. Hole-

mask colloidal lithography (HCL) [1] nanofabrication technique was employed to deposit Al nano-

ellipses. Briefly, a PMMA layer (950 PMMA A4) was spin-coated for 60 seconds at 3000 rpm. After 

a brief O2 plasma treatment (5 s, 250 mTorr at 50 W), an aqueous polyelectrolyte layer of PDDA 

solution at 0.2% was pipetted into the surface and rinsed with DI water after 1 minute. Then, an 

aqueous solution of polystyrene (PS) beads of 100 nm-diameter (0.2 % in volume) were pipetted 

and rinsed with DI water after 2 minutes. A 10 nm Cr layer is then evaporated on top of the tilted 

substrate, so the shadow of the PS beads generates an elliptical-hole mask. After tape-stripping 

of the PS beads, O2 plasma etching (5 min, 250 mTorr at 50 W) generates the holes in the PMMA, 

and 60 nm e-beam evaporated Al is deposited. Finally, hot acetone in an ultrasonic bath is used in 

the final lift-off step. The final nanoellipses have a long axis of around 140 nm and short axis of 

100 nm. The spiropyran (1,3,3-Trimethylindolino-6´-nitrobenzopyrylospiran, from Tokyo Chemical 

Industry) is mixed with poly(styrene) standard (MW= 45730, Aldrich Chem. Co.) (PS) in a ratio 

spiropyran:PS of 2:0.5 wt% and dissolved in toluene (Merck). The as-prepared solution is spinned 

onto the Al nanoellipse sample at 3000 rpm for 60 seconds. This generates a transparent thin film 

with a thickness of around 50 nm, determined by profilometry (Surface profiler Tencor AS700). 

The samples were characterized using scanning electron microscopy (SEM) (Zeiss Supra 55VP at 

30 kV, see Supplementary Figure 1) and in tapping mode AFM (Bruker Dimension 3100 SPM, see 

Supplementary Figure 2). 

 

 

 

Supplementary Figure 1: SEM image of the aluminum nanoellipses prepared by hole-mask colloidal 

lithography. 
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Supplementary Figure 2: AFM characterization of the samples. a height profile of the nanoellipse 

without SP layer along the dashed line indicated in (b). b AFM amplitude (b) measured on the sample 

without SP layer. c,d Same as (a),(b) for sample with the SP layer. Scale bar is 200 nm. 

 

Supplementary Note 1.2 – Determination of the molecular density and photoconversion yield 

In order to determine the molecular density in a SP thin film, we dissolve a substrate of 1.5 x 1.5 cm2 

containing a film of polystyrene and SP molecules as described in Supplementary Note 1.1 

(Supplementary Figure 3, black line) in 1.5 ml of acetonitrile (molar absorption coefficient for SP [2]: 

=7500 M-1 cm-1 at 341 nm, Absorption maximum = 0.206) in a 4 mm optical path cuvette 

(Supplementary Figure 3, red line). The concentration is around 68 M, and with a film thickness of 

50 nm we obtain a molecular density of around 5,5 SP molecules/nm3.  

Finally, we determined the photo-conversion yield of the SP isomer to the MC isomer in the thin film. 

Comparing the efficiency of the UV-induced SP →MC isomerization in the molecular film (without 

ellipses) to the corresponding process in acetonitrile fluid solution using identical light flux and sample 

geometry, we found that the rate of ring opening in acetonitrile was a factor around 6 faster (ksol = 

0.39 min-1 in acetonitrile, kfilm= 0.067 min-1 in the film, 365 nm UV light at 0.9 mW/cm2 at the samples). 

The isomerization quantum yield for this spiropyran in acetonitrile is reported to be 0.12 [3] implying 

that the corresponding number in the film is expected to be around 0.02.  
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Supplementary Figure 3: Spectra associated with the determination of the molecular density in the SP 

thin film. Black line spectrum represents the original SP thin film and the red line the spectrum of the 

same film when it is dissolved in acetonitrile. 

 

Supplementary Note 2. Computational part. 

Supplementary Note 2.1 – Quantum mechanical calculations of the isolated spiropyran and 

merocyanine molecules 

 

 

Supplementary Figure 4: a) Simulated linear absorption in Ethylbenzene at TD-DFT/B3LYP 6-31g(d,p). 

b) Experimental extinction spectra of the polystyrene film containing the molecules.  
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The ground state structures of the two molecules were optimized at B3LYP/6-31g(d,p) level of theory 

using the Gaussian 16 package [4] in vacuum: 

 

  

Supplementary Figure 5: a) Ground state optimized structure of the SP isomer. b) Ground state 

optimized structure of the MC isomer.  

 

From the two structures reported in Supplementary Figure 5, vertical excitation energies at TD-

DFT/B3LYP 6-31g(d,p) for the first 8 excited states were computed, including ethylbenzene as an 

implicit solvent using the standard IEF-PCM [5] implementation of the Gaussian 16 package. The 

resulting simulated linear absorption (obtained with a Half-Width-Half-Height broadening of 0.333 eV 

for each transition) is reported above in Supplementary Figure 4, displaying a very good agreement 

with the experimental counterpart. In addition to the ground-state optimized structures, the S1 state 

of the merocyanine isomer was optimized in solvent to find the closest excited-state minimum 

towards which the system can relax upon excitation. According to TDDFT/B3LYP 6-31g(d,p) vertical 

excitation energies computed at the two different nuclear geometries corresponding to ground and 

excited state minima  (the relaxed S1 structure is shown in Supplementary Figure 6 panel b), the 

predicted Stokes-shift  is ≈ 0.4 eV thus suggesting that the red-shift of the ΔT/T pump-probe signal 

reported in the main text Figure 2 (≈ 0.3 eV), can indeed be assigned to stimulated emission of excited 

MCs relaxing towards the S1 minimum.  

 

  

Supplementary Figure 6: a) Ground state optimized structure of MC b) Excited state optimized 

structure of MC. The bond lengths are in Å in both figures. c) S0→S1 bright transition of the MC (peaking 

at 2.45 eV in our simulations, see Supplementary Figure 4) mostly involves the HOMO → LUMO orbitals 

here reported.  

 

114



Supplementary Note 2.2 – Theoretical model to simulate the optical response of the coupled system 

The nanoellipse employed in the simulations throughout this work was created using the Gmsh code 

[6] (Supplementary Figure 7).Its associated extinction spectra obtained with different polarizations of 

the incoming electric field are reported in Supplementary Figure 10 panel a).  

 
 

Supplementary Figure 7: Nanoellipse created with the gmsh code and employed in the simulations: 

front view a), side view b). The surface elements, called tessera, that are here observable result from 

the surface mesh discretization operated by the gmsh code and it is necessary to numerically evaluate 

the coupling parameters with the MC molecules, see details below.  

 

In order to analyze the optical properties of the hybrid light-matter states (i.e. Polaritons) mentioned 

in the main text, we employed the quantization scheme of the metallic response based on a single 

Drude-Lorentz oscillator model of the dielectric function as developed previously [7]. In short, starting 

from a classical description of the nanoparticle within the PCM-NP framework [8] subject to an 

external frequency-dependent perturbation (in the quasi-static limit), one can obtain the following 

expression:  

 

q(ω) = QIEF(ω)V(ω) 

(1) 

 

Where q(ω) is a collection of polarization surface charges that account for the nanoparticle linear 

response under the external electrostatic potential V(ω) and QIEF(ω) is the frequency-dependent 

response function, that can be recast into a diagonal form as [9]: 
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QIEF(ω) = −S−
1
2TK(ω)T†S−

1
2 

(2) 

 

with 

Kp(ω) =
2𝜋 + 𝛬𝑝

2𝜋
ε(ω) + 1
ε(ω) − 1

+ 𝛬p

 

(3) 

where K(ω) is the diagonal response matrix derived from eigenvalues 𝛬p of the appropriate IEF matrix 

[9], ε(ω) is the frequency dependent dielectric function and S is the matrix storing the electrostatic 

potentials between discrete points of the dielectric. 

Based on this classical description and assuming a single Drude-Lorentz oscillator model for the metal 

dielectric function one can retrieve the following quantum response function[7]  

 

Qkj
quant(ω) = − ∑

⟨0|q̂k|p⟩⟨p|q̂j|0⟩

𝜔p + 𝜔 + 𝑖𝛤 2⁄
+

⟨p|q̂k|0⟩⟨0|q̂j|p⟩

𝜔p − 𝜔 − 𝑖𝛤 2⁄
p

 

(4) 

where each matrix element k, j of the matrix response function 𝑄𝑞𝑢𝑎𝑛𝑡(𝜔) is evaluated on the 
representative points of the tesserae k and j, and 𝜔𝑝 is the frequency of a given plasmon mode 

computed as:  

𝜔p
2 = 𝜔0

2 + (1 +
𝛬p

2𝜋
)

𝛺p
2

2
 

(5) 

 with 𝛺𝑝 being the plasma frequency of the bulk metal, and 𝛤 is the damping rate of the DL oscillator. 
It is important to notice that elements as ⟨0|�̂�𝑘|𝑝⟩ represent the quantized transition charges sitting 
on the k-th tessera related to the mode p, so for a given plasmon mode p a collection of quantized 
charges (one for each tessera) is given. These quantities, that are analogous to molecular transition 
densities, can be used to numerically evaluate the coupling strength between a selected plasmon 
mode and a given molecule, that reads:  

 

ĝp = ∑ 𝑞𝑝,𝑗V̂j

j

 

(6) 

 

Where V̂j is the molecular electrostatic potential operator evaluated at the position of the j-th 

tessera where the 𝑞𝑝,𝑗 charge related to the p mode lies on. 

 

Considering the previously mentioned theoretical background, in order to shed light on the optical 

response of the coupled system the aluminum nanoellipse of Supplementary Figure 7 was surrounded 

by many merocyanine molecules (MCs), each one described as a point-dipole and an ad-hoc Tavis-

Cummings-like Hamiltonian (in atomic units, au) was set up:   
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Ĥ = ∑ 𝜔MCσ̂i
†σ̂i + 𝜔LAâLA

† âLA + 𝜔SAâSA
† âSA + ∑ 𝑔i,LA(âLA

† σ̂i + âLAσ̂i
†)

N

i=1

N

i=1

+ ∑ 𝑔i,SA(âSA
† σ̂i + âSAσ̂i

†)

N

i=1

 

(7) 

Where the σ̂i and σ̂i
† are the typical molecular transfer operators and âLA

†  (âLA) is the creation 

(annihilation) operator related to the long-axis mode of the nanoellipse, whereas âSA
†  (âSA) is the 

corresponding operator for the short axis mode.  We also note that  𝜔MC = 𝜔MC − 𝑖𝛤MC , 𝜔LA =

𝜔LA − 𝑖𝛤LA and 𝜔SA = 𝜔SA − 𝑖𝛤SA where each imaginary component contains the corresponding 

decay rate of the uncoupled state. The inclusion of the decay rate as an imaginary part results in a 

non-Hermitian Hamiltonian, previously applied to the case of individual molecules [10-11] and more 

recently to plexcitonic systems [12]. The molecular decay rate is set to 𝛤MC = 1.5 × 10−4au based on 

the linewidth of the experimental data shown in Supplementary Figure 4, whereas 𝛤LA = 0.038au and 

𝛤SA = 0.053au were chosen on the basis of the fitted DL parameters as described in Supplementary 

Figure 10. 

In the 1-excitation-space the Hamiltonian shown above (7) reads: 

�̂� = ∑ �̅�𝑀𝐶|𝐺1. . 𝐸𝑖 . . 𝐺𝑁; 0,0⟩⟨0,0; 𝐺1. . 𝐸𝑖 . . 𝐺𝑁|

𝑁

𝑖=1

+ �̅�𝐿𝐴|𝐺1. . 𝐺𝑁; 1,0⟩⟨1,0; 𝐺1. . 𝐺𝑁|

+ �̅�𝑆𝐴|𝐺1. . 𝐺𝑁; 0,1⟩⟨0,1; 𝐺1. . 𝐺𝑁| + ∑ 𝑔𝑖,𝐿𝐴|𝐺1. . 𝐺𝑁; 1,0⟩⟨0,0; 𝐺1. . 𝐸𝑖 . . 𝐺𝑁|

𝑁

𝑖=1

+ 𝑎𝑑𝑗. + ∑ 𝑔𝑖,𝑆𝐴|𝐺1. . 𝐺𝑁; 0,1⟩⟨0,0; 𝐺1. . 𝐸𝑖 . . 𝐺𝑁|

𝑁

𝑖=1

+ 𝑎𝑑𝑗. 

(8) 

Where Gi stands for the ground state of the i-th molecule, Ei means the excited state of the i-th 

molecule and 𝑔i,LA (𝑔i,SA) is the coupling strength between the i-th molecule Gi->Ei transition and the 

long-axis (short-axis) plasmon mode. Note that unlike the original TC Hamiltonian, here each molecule 

features its own coupling strength and orientation with respect to the given plasmon modes (two 

simultaneously considered in this work). The values of 𝑔i,LA (𝑔i,SA) were calculated for each molecule 

by the interaction of the Gi->Ei transition dipole with the relevant plasmonic mode charges [7]. Since 

each molecule interacts differently with the given plasmon modes, not all of them equally contribute 

to the polaritonic states. The Inverse Partecipation Ration (IPR) defined as  IPR =
1

∑ |Ci|4N
i=1

   is a well-

known quantifier for measuring exciton delocalization over many different molecules, and it can also 

be used in our case to have a quantitative estimate of the degree of molecular delocalization of the 

polaritonic states[13]. In the ideal limit of N identical molecules equally coupled to a given mode, the 

analytical solution[17] of the TC Hamiltonian would give a coefficient on each molecular state 

participating to the polaritonic wavefunction of  
1

√2𝑁
 , and since in our simulation setup N is equal to 

590, the corresponding IPR coefficient in the case of N molecules all equally contributing to the 

polaritonic states should be IPR =
1
N

4N2

= 4N = 2360. In the LA case, the computed IPR is IPRLA = 1037, 

while in the SA case it is IPRSA = 370, thus clearly showing that in both cases the excitation of the 

collective polaritonic state is not equally shared among all molecules, since some of them are more 
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coupled to the modes than others. Therefore, changing the properties of a single molecule among 

those that are strongly contributing to the polaritonic state can provide appreciable effects in 

collective response. 

Diagonalization of such Hamiltonian (8) gives access to the 1-excitation-space polaritonic energies 

(eigenvalues) and corresponding polaritonic wavefunctions (eigenvectors). Transition dipoles from 

the GS to each 1-excitation-space polariton (1PL), that is ⟨GS|μ̂|1PL⟩ = 𝛍𝟏𝐏𝐋 , were calculated by 

linear combination of molecular terms obtained by the TDDFT calculations of the previous section, 

such as ⟨GS|μ̂|E1. . GN; 0,0⟩ = 𝛍𝟏 , and plasmonic terms, like ⟨GS|μ̂|G1. . GN; 1,0⟩ = 𝛍
𝐋𝐀

 and 

⟨GS|μ̂|G1. . GN; 0,1⟩ = 𝛍𝐒𝐀 . Such plasmonic transition dipoles are evaluated as ∑ 𝑞𝑝,𝑗𝐫𝐣j  ,where 𝐫𝐣 is 

the position of the center of each tessera where the quantized surface charge 𝑞𝑝,𝑗 lies on , for a given 

mode p. 

The decay rates (linewidths) 𝛤1PL associated to each polaritonic state are directly obtained from the 

imaginary component of the eigenvalues of the Hamiltonian (8).  

Once these quantities are computed, the linear response expression of the polarizability of the entire 

system (molecule+nanostructure) as a sum over the polaritonic states reads: 

αij(ω) = ∑
⟨GS|μ̂i|1PL⟩⟨1PL|μ̂j|GS⟩

𝜔1PL + 𝜔 + 𝑖𝛤1PL/2
+

1PL

⟨GS|μ̂i|1PL⟩⟨1PL|μ̂j|GS⟩

𝜔1PL − 𝜔 − 𝑖𝛤1PL/2
 

(9) 

with  ⟨GS|μ̂i|1PL⟩ = 𝛍𝟏𝐏𝐋,𝐢 being the i-th component of the transition dipole to a given polaritonic 

state 1PL with energy 𝜔1PL and damping rate 𝛤1PL. Such quantity (9) is used to evaluate the absorption 

cross section (reported in panels e-f, Figure 1 main text) through [14]: 

σii(ω) =
4𝜋𝜔

𝑐
Im{αii(ω)} 

(10) 

where ii is either xx or yy in our simulations for the LA or SA case, respectively. This is because the 

experiments are done with polarized light pulses, so only some components of the polarizability 

tensor become relevant.  

On a side note, we observe that the simulated spectra in the LA case (Figure 1e, main text) features a 

Rabi splitting that well reproduce the experimental one (Figure 1c) even though the simulated peaks 

appear to be broader. Indeed, by fitting the bare plasmonic experimental extinction spectrum with a 

Lorentzian function (see Supplementary Figure 11) we obtain a linewidth Γ of ≈ 0.022 au. (𝜏 ≈ 1.1 fs) 

that is slightly smaller than the corresponding simulated value (Supplementary Figure 10). On these 

grounds, to quantitatively assess which coupling regime we are dealing with in the LA case (which is 

the case corresponding to zero detuning between plasmon energy and molecules energies), we resort 

to the well-known ratio[15] 
2𝛺rabi

𝛤1+𝛤2
 , with  𝛺rabi being the energy separation of the polaritonic states 

and 𝛤1, 𝛤2 being the decay rates of the uncoupled system.  

Considering that 𝛤1 = 𝛤LA = 0.022 au  ,  𝛤2 = 𝛤MC = 1.5 × 10−4au (𝜏2 ≈ 150 fs) and that the computed rabi 

splitting value is ≈ 410 meV (≈ 0.015 au) , we obtain  
2𝛺rabi

𝛤LA+𝛤MC
 ≈ 1.4, thus corroborating that we are  
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at least undoubtedly at the onset[16] of a strong coupling regime, and proper polaritonic states are 

formed in the LA case. 

In order to simulate the pump-probe transient response shown in Figure 3 main text, ground state 

bleaching (GSB), stimulated emission (SE) and excited state absorption (ESA) terms of eq.1 (Numerical 

calculations section of main text) have to be computed. The GSB signal comes from eqs. 9-10, whereas 

the ESA term can be computed through the 2-excitation-space states (2PL), thus the following 

Hamiltonian has to be diagonalized: 

Ĥ = ∑ ∑ 2�̅�MC|EiEj. . GN; 0,0⟩⟨0,0; EiEj. . GN|

j>i

N

i=1

+ ∑(�̅�LA + �̅�MC)|Ei. . GN; 1,0⟩⟨1,0; Ei. . GN|

N

i=1

+ 2�̅�LA|G1. . GN; 2,0⟩⟨2,0; G1. . GN| + ∑ ∑ 𝑔j,LA|EiEj. . GN; 0,0⟩⟨1,0; EiGj. . GN|

j>i

N

i=1

+ adj. + ∑ √2𝑔i,LA|Ei. . GN; 1,0⟩⟨2,0; Gi. . GN|

N

i=1

+ adj. + corresponding terms of SA mode 

(11) 

We note that considering the 2-excitation-space polaritons, in addition to the more canonical 1-

excitation-space states, was recently suggested to be a theoretically robust way for interpreting 

transient pump-probe data of molecules in QED cavities by A. DelPo et al. [17]. We also remark that 

eigenenergies and eigenstates of our Hamiltonian (11) exactly match the analytical results reported in 

their work in the limit of identical molecules and couplings with all transition dipoles oriented along 

the direction of the cavity mode. 

As mentioned in the main text, we assume that the pump-induced excitation of the polaritonic state 

(see Figures 3-4, main text) leads to the population of one localized molecular state |MC∗⟩ upon 

plasmon dephasing, from which SE to the GS and ESA to the 2-excitation-space polaritons transiently 

take place. The SE spectrum is simulated using (9) and (10), based on the wavefunction of the emitting 

state |MC∗⟩  obtained through diagonalization of the 1-excitation Hamiltonian (8) with one red-shifted 

MC. Indeed, the formation of this localized state |MC∗⟩ comes from diagonalization of the Hamiltonian 

(8) once one of the diagonal elements �̅�MC corresponding to one MC molecule that was originally 

contributing most to the collective state gets red-shifted as �̅�MC∗ = �̅�MC − 𝛿 (with 𝛿 being the 

frequency shift because of vibrational relaxation, see Numerical calculations section, main text) and it 

can be easily understood in the framework of perturbation theory. In the LA case ,where 𝜔MC = 𝜔LA,  

the largest computed single-molecule coupling with the LA mode is ≈ 18 meV (after scaling the actual 

value by a factor of 15, see  Supplementary Figures 8-9 below and related discussion), so as 𝛿 increases 

(for instance it is already ≈ 50 meV at 50 fs after the pump excitation, see 1-to-1 mapping in Numerical 

calculation section of main text) we approach a perturbative regime where  
𝑔

𝛿
≪ 1 , therefore by 

diagonalizing the Hamiltonian (8) with such δ values we basically get one state corresponding to the 

red-shifted molecule, and collective polaritonic states of the N-1 remaining molecules, along with their 

associated dark states. In the SA case this regime is reached even more quickly as before applying any 

frequency shift there is already a zero-order frequency detuning between 𝜔MC  and 𝜔SA of ≈ 300 meV.  

 On the other hand, the ESA term can be obtained through equation (10), having: 
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αij(ω) = ∑
⟨MC∗|μ̂i|2PL⟩⟨2PL|μ̂j|MC∗⟩

(𝜔2PL − 𝜔MC∗) + 𝜔 + 𝑖|𝛤2PL − 𝛤MC∗|/2
+

2PL

⟨MC∗|μ̂i|2PL⟩⟨2PL|μ̂j|MC∗⟩

(𝜔2PL − 𝜔MC∗) − 𝜔 − 𝑖|𝛤2PL − 𝛤MC∗|/2
 

(12) 

Where the 2-excitation-space polaritons are in this case obtained through diagonalization of (11) with 

all the diagonal elements corresponding to the red-shifted MC molecule modified accordingly to 

account for the frequency shift (similarly to the frequency shift shown above for the 1-excitation 

Hamiltonian, but this time applied to all diagonal elements of (11) where that molecule appears). Since 

Figure 3 (main text) presents data at different time delays, which corresponds in our picture to 

different frequency shifts because of vibrational relaxation, the diagonalization of (8) and (11) with 

some red-shifted diagonal elements  have been performed multiple times, each time for a different 

frequency shift value corresponding to a given time delay, following the 1-to-1 mapping mentioned in 

the Numerical calculations section of main text.  

We remark that the N-1 simplified picture that we also make use of in the main text for explaining the 

results follows directly from this complete model once the shift is such that 
𝑔

�̅�LA/SA− �̅�MC∗
≪ 1 . Under 

this regime, diagonalization of (8) leads to the localized molecular state |MC∗⟩  on which the initial 

collective excitation is collapsed, and from this state the bright states that can be populated upon 

probe absorption (ESA contribution) which are obtained by diagonalizing (11) with corresponding 

shifted diagonal elements can be mostly seen as polaritonic states of the N-1 remaining molecules. 

 

 

Supplementary Figure 8: 2D slice of the elliptical grid employed in the simulations. Each blue dot 

represents a MC molecule described as a point-dipole oriented perpendicular to the metal surface. The 

nearest neighbor distance was set to 3 nm, which corresponds to the sample concentration of 2% wt 

(≈ 1 molecule per 26 nm3). Data provided in the main text was obtained with such setup on a 2D layer 

of molecules only, scaling the coupling values accordingly to match with the experimental linear 

absorption of the coupled system. More detailed information regarding the computed coupling 

strength with the full 3D grid are reported in Supplementary Figure 9. 
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As described in Supplementary Figure 8, the data reported in the main text was obtained considering 

a single 2D grid layer of molecules located at half height of the nanoellipse to save computational 

time, and the corresponding calculated coupling values have been increased until a good matching 

with the experimental linear absorption was found (see Figure 1 main text). (We recall the relation 

between the Rabi splitting energy 𝛺R and the number of molecules 𝑁res resonantly coupled to the 

mode in the simplified case of equal coupling for all the molecules, i.e., 𝛺R ∝ √𝑁res ). 

Despite this computationally convenient choice, calculations with full 3D grid of MCs surrounding the 

nanoellipse were also performed in order to assess whether the computed couplings of the real 3D 

system were large enough to correctly reproduce the experimental data (without any ad hoc increase). 

As shown in Supplementary Figure 9 panel a), two distinct grid steps have been tested, 3.0nm 

(corresponding to 1 molecule per 27 nm3) and 2.0 nm (corresponding to 1 molecule per 8 nm3) 

respectively, and it turned out that in the tightest 3D grid case (2 nm step size, green curve), by 

employing a multiplying factor of 2 for the computed couplings, the corresponding Rabi splitting is 

slightly larger than the experimental one, which perfectly matches with that predicted assuming 1 

single 2D layer with step size of 3nm and couplings scaled by a factor of 15 (blue curve). These 

numerical tests point out that in the realistic limit of a full 3D grid having an intermediate step size 

between 2 and 3 nm the calculated couplings would reproduce the experimental data, thus 

corroborating the theoretical model. 

 

Supplementary Figure 9: a) Simulated linear absorption of the polaritonic system (LA case) considering 

different grids and scaling factors for the computed couplings: 2D grid only (step size 3 nm between 

nearest neighbors and couplings scaled by a factor of 15) (blue line), 3D grid (step size 3nm and 

couplings scaled by a factor of 3.5) (orange line) and 3D grid (step size 2nm and couplings scaled by a 

factor of 2). b) Scheme of the 3D grid employed to obtain the orange line panel a. 
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Supplementary Figure 10: a) Simulated extinction spectra of the model nanoellipse computed by 

solving the full Maxwell equations through the MNPBEM code[18] for two distinct electric field 

polarizations of the incoming wave: long-axis direction (blue line) and short-axis direction (orange line). 

The aluminum dielectric function employed in the simulations is that of McPeak et al. [19] and the 

environment refractive index was set to 1.5. The two small insets display the surface charge 

distribution associated with the corresponding main peaks (dipolar plasmon resonances of interest); 

the yellow color represents positive charges, whereas blue represents negative ones. The two peak 

energies are very close to the experimental ones (2.15 and 2.45 eV after Spy deposition, Figure 1 panels 

c-d main text). b) Simulated quasistatic extinction spectra of the same nanoellipse by adopting a single 

Drude-Lorentz oscillator model for the dielectric function and tuning the corresponding parameters to 

reproduce the principal features of the two main dipolar resonances shown in panel a).  The plasma 

frequency was set to 0.025 au (eq. 5) and the following decay rates ΓLA=0.038 au and ΓSA=0.053 au for 

the long-axis (LA) and short-axis (SA) plasmons were employed.  

 

Supplementary Figure 11: Experimental plasmonic extinction spectrum in the LA case (blue curve) and 

corresponding fitted curve (orange) obtained with a Lorentzian function: 
𝛤

π∗((𝜔−𝜔0)2+𝛤2)
. The fitting 

procedure yielded Γ≈0.022 au (≈600 meV) that is somewhat smaller than the value obtained from 

simulations (Supplementary Figure 10). 
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Supplementary Figure 12: Pump-probe simulated 2D maps in the LA (a) and SA (b) case according to 
the procedure described in the Numerical calculations part of the Methods section, main text. Since 
the experimental signal shown in Figure 3 a-d (main text) presents a constant magnitude after ≈1 ps 
that is roughly 1/5 of the intensity at early times, the same constant feature has been applied here to 
recover a similar spectral trend at longer times (> 1ps). 
 
 

 
Supplementary Figure 13: Explicit GSB, ESA and SE contributions obtained through the theoretical 
model at 200 fs from the pump excitation. The time delay corresponds to a merocyanine frequency 
shift of 125 meV   (see 1-to-1 mapping between molecular energy shifts and time-delay in the 
Numerical calculations section of main text). The three contributions are combined according to eq.1 
(main text) to get the transient data reported in Figure 3c (main text). Note that GSB and ESA appear 
with opposite signs in that equation. The SE contribution is originating from a single molecule state 
(see Figure 4, main text), indeed it is considerably smaller than GSB or ESA contributions which are the 
predominant terms (the SE signal has been scaled by 102 in the plot to ease visual inspection).  
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Supplementary Figure 14: Different (1-5) randomly oriented merocyanines (here represented as 
point-dipoles) used to obtain the results reported in Supplementary Figure 12 to test the robustness 
of the theoretical simulations against different alignments of the dipoles with respect to the 
nanoantenna. 
 

 
 
Supplementary Figure 15: Simulated transient response in the LA case for each (1-5) set of randomly 
distributed dipoles of Supplementary Figure 14 considering a frequency shift of 100 meV for one MC 
molecule. Although some differences are visible, the overall qualitative signal trend always match with 
the experimental one (Figure 3 a-c, main text). In particular, we note that no spectral shift is observed 
for the different configurations, thus proving that dipoles’ orientation does not affect the 
interpretation of the ultrafast dynamics observed.  
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Supplementary Figure 16: Different thicknesses of the molecular layer around the nanoantenna (1-3). 
From 1 to 3 the thickness decreases and so does the number of emitters (merocyanines, here 
represented as point dipoles) coupled to the LA mode.  
The corresponding simulated linear and transient optical signals are reported in Supplementary Figure 
17. 
 
 

 
Supplementary Figure 17: Simulated linear(a) and transient(b) spectra of the corresponding setups of 
Supplementary Figure 16. The transient data of panel b is obtained considering a frequency shift of 
125 meV for a single MC molecule, which would correspond to the signal probed at 200 fs (see 
Numerical calculations section of main text for the energy-to-time delay mapping). All simulations have 
been performed by scaling the molecule-nanoantenna couplings so that setup n.1 yields a linear 
absorption matching the one of Figure 1c (main text) that was obtained considering a thicker layer of 
molecules (Supplementary Figure 8). Notably, as the molecular layer thickness (and so the number of 
emitters) decreases, the simulated transient signal (panel b) seems to approach a spectral line shape 
(green curve) that resembles what we get for the SA case (Figure 3f main text), which is the weakly-
coupled system.  
 

 
Supplementary Note 2.3 – Theoretical discussion on the experimental results of Figure 5 (main 

text)  

The data shown in Figure 5 (main text) illustrate the presence of an accelerated molecular decay 

both in the weakly (Figure 5b) and strongly coupled case (Figure 5c) compared to isolated molecules 

(Figure 5a). Interestingly, by following the wavefunction composition of the localized molecular state 

in the LA case during the vibrational dynamics we noticed that a residual coupling with the plasmon 

is still present. Notably, this coupling slightly increases when the localized molecular state 

approaches the energy of the lower polariton state of the remaining N-1 molecules. On this ground, 

we can reasonably relate the observed accelerated decay of the localized excitation to a plasmonic 
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effect, leading to the sub-ps decay that is shown in Figure 5b-c.  Indeed, this residual plasmonic 

component leads to a fast decay that can be estimated to be 𝛤MC∗ ≈ |𝐶MC∗−p|
2

∗ 𝛤LA (where 𝐶MC∗−p 

is the coefficient of the localized state wavefunction on the LA plasmonic state, whose squared 

modulus is ≈ 3.5*10-3,  and 𝛤LA = 0.038 au. (𝜏 ≈ 0.6 fs) is the LA plasmon decay rate, Supplementary 

Figure 10) which corresponds to a lifetime of ≈ 0.2 ps.   

A similar reasoning for the short axis case (SA) leads to a comparable value. 

Additionally, we can (although just theoretically) decompose such enhanced decay in a radiative and 

a non-radiative contribution. The radiative contribution can be estimated as[20]: 

𝛤rad
LA =

4

3

ω3

c3
|𝛍𝐭𝐨𝐭|

2 

(13) 

With𝛍𝐭𝐨𝐭 being the total dipole of the localized state calculated as described in section 2.2, which then 

presents a plasmonic contribution as mentioned above, and hence intrinsically accounts for the 

Purcell-enhanced radiative emission. In both the LA and SA cases we obtain that 𝛤rad
LA/SA

  is almost an 

order of magnitude smaller than the corresponding value of 𝛤MC∗  , pointing to the enhanced non-

radiative decay as prevailing. 

 

Supplementary Note 3. Time-resolved experiments. 

Supplementary Note 3.1 – Nonlinear optical response of Spiropyran and influence of 

photoisomerisation in pump-probe experiments 

To study the transient transmission of merocyanine molecules, as shown in the main manuscript, the 

molecular film is illuminated with UV light that photoswitches SP molecules to their MC isomer. The 

pump-probe measurements are then performed on the switched sample. Via continuous spectrum 

acquisition, we can track both the nonlinear optical response 𝛥 𝑇 𝑇⁄  and the linear transmission 𝑇 

simultaneously during the pump-probe measurement. The linear Transmission 𝑇 at 2.15 eV during 

one such measurement on the merocyanine thin film is shown in Supplementary Figure 18 a). After 

switching on the UV light source at time 𝑡 = 0, 𝑇 decreases rapidly due to activation of the MC 𝜋 − 𝜋∗ 

transition. Subsequently, 𝑇 increases again due to back-photoswitching of MC to the SP form induced 

by irradiation with the optical pump and probe pulses. Hence, this should lead to less MC molecules 

contributing to the pump-probe signal over time. We can track the magnitude of the pump-probe 

signal by repetitively performing the same pump-probe scan while monitoring the transient 

transmission 𝛥 𝑇 𝑇⁄ . More in detail, the 2D map shown in Figure 2 a) of the main manuscript is 

averaged in energy from 1.75 eV to 2.25 and then averaged in time from 0.5 ps to 5 ps, providing a 

measure of the signal magnitude of the individual pump-probe scan. The data for repetitive 

measurements is shown in Supplementary Figure 18 b). The source of the observed decrease is a 

decrease in the number of MC molecules due to visible-light-induced back-photoswitching to the SP 

form. Hence, we observe the same time constant of the decay as shown in a). Indeed, the SP molecules 

do not contribute to the pump-probe signal, as shown in Supplementary Figure 18 c), where a pump-

probe measurement is performed on the SP molecular film without prior UV illumination. Note that a 

small change of Δ T⁄T can be observed at the temporal overlap of pump and probe pulses. Such 

artefact can be caused by coherent interaction of pump and probe pulses mediated by higher-order 

susceptibilities of the molecular film[21]. However, such coherent artefacts are localized at t=0 and 
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thus do not contribute to the pump-probe signal at t>0. This allows a mapping of the pump-probe 

signal strength to the number of molecules that are still in their MC form. Thus, in order to correct for 

the decreasing number of molecules, the pump-probe data can be renormalized by the curve shown 

in a). 

 

 

Supplementary Figure 18: a) Linear transmission of the molecular film during pump-probe 

measurements. The UV light source is switched on at t=0 min. Illumination with visible light pulses 

causes MC molecules to switch back to the SP form. b) Energy(1.75-2-25 eV)- and time(0.5-1 ps)-

averaged 𝛥 𝑇 𝑇⁄  for repetitive pump-probe scans (blue diamonds) on the UV illuminated sample. Grey 

stars is data recorded on the film without UV illumination. c) 2D pump-probe spectrum acquired on the 

SP molecules without UV illumination. d) Photograph of the sample 2 days after performing ~100 

pump-probe scans. Irradiated spots appear with a purplish color, indicative of permanent damage of 

the sample.   

 

Finally, after performing many measurements on the same spot on the sample, a permanent change 

of color can be observed (Supplementary Figure 18 d), related to photodegradation of the molecular 

film. Such photodecomposition, i.e. irreversible side reactions that lead to unwanted byproducts, was 

also found in previous works [22]. Usually, up to ~108pump pulses (~1h of measurements) can be 

applied to one spot before permanent damage. To obtain measurements of the pristine sample, the 

sample can then be moved, such that a new spot is irradiated. 
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Supplementary Note 3.2 – Determination of vibrational relaxation time scale 

Supplementary Figure 19: Peak positions of 𝛥 𝑇 𝑇⁄  obtained via fitting of energy-resolved cuts of the 

2D pump-probe data shown in Figure 2 a) of the main manuscript with a Gaussian spectral profile. 

Error bars represent 95% confidence bounds and are obtained from the Gaussian fit. Inset is a zoom-

out of the data. A red-shift due to vibrational relaxation on the MC excited state is clearly reflected by 

the data. Solid line shows an exponential fit to the data. 

 

In order to determine the time scale of the molecular vibration on the MC excited state, energy-

resolved cuts shown in Figure 2 of the main manuscript are fitted with a Gaussian profile, allowing to 

obtain the peak position of 𝛥 𝑇 𝑇⁄  for each time delay (see Supplementary Figure 19). Clearly, the red-

shift that is observed in the 2D map shown in Figure 2 a) of the main manuscript is reflected by the 

fitted peak positions. Solid line shows an exponential fit yielding a time constant of (200 ± 100) fs. 

 

Supplementary Note 3.3 – Ultrafast response of aluminum ellipse antennas 

Supplementary Figure 20: Spectrally resolved 𝛥 𝑇 𝑇⁄  at pump-probe time delay of 150 fs  for excitation 

along the long (a) and short (b) axis of the antenna. Blue curves are recorded after UV switching of SP 

to MC and orange curves are recorded without UV switching. 
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In order to characterize individual elements composing the polaritonic system, we further studied the 

dynamic response of the aluminum ellipse antennas to the optical pump. Before coating the antenna 

array with the molecular film, the plasmonic resonances lie outside of the spectral region that is 

probed in our experiments, due to static change in the environmental refractive index. Hence, to 

mitigate this issue, we performed pump-probe experiments on the antenna array without UV 

switching the molecular film to the MC form. Since there is no observable dynamics of the molecules 

in their SP form (compare Supplementary Figure 18 panel b and c), this allows to retrieve the 

antennae’s response in their realistic environment. Results before (orange) and after UV switching 

(blue) are shown in Supplementary Figure 20 for long and short axis excitation. A small differential 

signal can be observed for the antenna response (orange), most likely due to local heating of the metal 

leading to a spectral shift of the plasmonic resonances. However, this contribution of the antenna to 

the transient signal is at least one order of magnitude reduced compared to the response of the hybrid 

system, confirming that the effect observed in our experiments really stems from the interaction of 

the plasmonic and molecular systems.  

 
Supplementary Note 3.4 – Fitting procedure of pump-probe time traces 

To obtain fitted curves presented in Figure 5 of the main manuscript, single-, 

𝑀(𝑡) =
1

2
[𝑒𝑟𝑓 (

𝑡 − 𝑡0

𝜎
) + 1] ⋅ [𝐴𝑒𝑥𝑝 (

−𝑡 − 𝑡0

𝜏1
) + 𝐶0], 

and bi-exponential, 

𝑀(𝑡) =
1

2
[𝑒𝑟𝑓 (

𝑡 − 𝑡0

𝜎
) + 1] ⋅ [𝐴𝑒𝑥𝑝 (

−𝑡 − 𝑡0

𝜏1
) + 𝐵𝑒𝑥𝑝 (

−𝑡 − 𝑡0

𝜏2
) + 𝐶0], 

fitting functions are used. More in detail, for the cut at the MC 𝜋 − 𝜋∗ transition (2.15 eV, orange 

curve in Figure 5 a), a bi-exponential fit is performed, thus reflecting the fast shift induced by 

vibrational relaxation of MC molecules (captured by 𝜏2), followed by the slow transition of excited MC 

molecules to their ground state (captured by 𝜏1). For the cut at the Franck-Condon minimum of the 

MC excited state (1.85 eV, blue curve), a single-exponential fit is performed, reflecting only the 

transition of excited MC molecules to their ground state. We note that a slightly slower rise of the 

curve compared to the previous case can be observed (increase in 𝜎) which is due to the vibrational 

relaxation of the excited MC molecules and subsequent shift of the stimulated emission towards the 

Franck-Condon minimum. In the following, the obtained time constant 𝜏1 serves as a reference for the 

transition time of excited MC molecules to their ground state. In order to separate this relaxation of 

uncoupled MC molecules from dynamics induced by coupling with the Al antennas, we subtract a 

single-exponential decay with time constant 𝜏1 from the time-traces of the coupled system. Raw data 

(grey) and data with the curve subtracted (blue) are shown in Figure 5 b in the main manuscript. 

Indeed, the subtraction leaves only a single-exponential decay that follows from interaction with the 

plasmons and can be fitted using a single-exponential function, now reflecting the time constant of 

the plasmonic-induced decay. The same subtraction is performed in Figure 5 c in the main manuscript, 

again leaving only the component induced by coupling with the plasmons. Raw data of Figure 5 c is 

shown in Supplementary Figure 21. 
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Supplementary Figure 21: 𝛥 𝑇 𝑇⁄  at spectral position of upper (a) and lower (b) polariton states, 

respectively. Grey is raw data and colored is the data after subtraction of the slow decay component, 

as shown in main manuscript Figure 5c. 
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Additional notes after thesis review

In the long axis case, the differential transmission signal (∆T
T ), which is proportional to the

simulated quantity −∆σ that is the minus change in absorption cross-section upon pumping,
features a negative peak around 2.1 eV. This spectral feature can be understood in light of the rabi
splitting contraction that is experienced by the collective system upon pump excitation. Indeed,
the initial pump pulse promotes the formation of a collective plexciton system that is formed
by N molecules strongly-coupled to the plasmon mode, whose linear absorption is schematically
represented below in Fig. 4a (solid black). After plasmon dephasing and consequent polaritonic
collapse, the remaining system wavefunction before probe absorption can be described as the
product state of an excited molecular state times N-1 molecules in the ground state. At this
stage the probe pulse arrives and promotes another collective polaritonic excitation that results
in a contracted rabi splitting as the LP-UP splitting in collective strong-coupling is proportional
to the square root of the number of molecules coupled to the mode. As a result of this the
corresponding system absorption lineshape features a reduced rabi splitting, as depicted in Fig. 4a
(solid red). Since the transient signal is computed as −∆σ, subtraction of the red spectrum from
the black one of Fig. 4a results in the positive-negative-positive transient spectral lineshape that
is observed (sketch in Fig. 4b).

Figure 4: a) Pictorial sketch of the absorption spectrum of the collective polaritonic system
before (solid black) and after (solid red) optical pumping. The corresponding differential
transmission signal is shown in panel b).



Chapter 5.
Identifying differences between semi-classical

and full-quantum descriptions of plexcitons

The principal finding that can be drawn from chapter 4 is that plasmon losses, which are in-
herently present in plasmonic metals, can drastically affect the plexciton lifetime and related
molecular electron dynamics. Therefore, a proper theoretical modelling of plexcitonic phenomena
cannot disregard an explicit inclusion of plasmonic relaxation dynamics. This concept directly
brings us to this chapter, which is reported as a manuscript draft currently in preparation and
also constitutes the final chapter of this PhD thesis.

In this chapter, a real-time molecular electron dynamics propagation of molecules interacting
with classical or quantized plasmonic nanostructures is reported. Plasmon dissipative losses are
explicitly taken into account by resorting to a Stochastic Schrödinger Equation (SSE) formalism,
which is a convenient way to include environment-induced effects within an open quantum sys-
tem extension of the standard Schrödinger equation. By building on previous PCM-NP works[1,
2], a full-quantum model, which involves both quantum chemistry molecular description and
quantized plasmon modes, is presented and directly compared to the semi-classical analogue, the
latter featuring a classical modelling of the plasmonic system. Given that both models share
the same theoretical ingredients, it is possible to theoretically and numerically compare them
on an equal footing, thus pinpointing fundamental differences between the two in describing
interactions between molecules and plasmonic structures under different interaction regimes and
driving conditions.
By inspecting the molecular excited state population upon excitation it is observed that under
high-intensity driving fields, the semi-classical model fails to properly describe the NP-induced
molecular excited state decay, thereby agreeing with previous studies[3, 4]. Furthermore, it is
surprisingly shown that even under the weak-coupling and low-intensity driving limits, where
the two descriptions are expected to yield identical results, a small-yet-observable discrepancy is
observed when plasmonic and molecular transitions are not resonant. Notably, this small differ-
ence is traced back to the different way resonant and anti-resonant plasmonic response properties
enter into the two models.

In this work, the code implementation of the full-quantum model and all simulations shown
in the manuscript have been performed by me. The derivation of the analytical models reported
in the Supporting Information that have been used to rationalize the results shown in the main
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text has been done by me under the supervision of Prof. Corni. The current manuscript version
has been drafted by me.
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Abstract

Strong light-matter coupling between molecules and plasmonic nanoparticles give

rise to new hybrid eigenstates of the coupled system, commonly referred to as polari-

tons, or more precisely, plexcitons. Over the last decade it has been amply shown

that molecular electron dynamics and photophysics can be drastically affected by such

interactions, thus paving the way for light-induced control of molecular excited-state

properties and reactivity. Here, by combining ab initio molecular description and

classical or quantum modelling of arbitrarily-shaped plasmonic nanostructures within

Stochastic Schrödinger Equation, we present two approaches, one semi-classical and

one full-quantum, to follow in real-time the electronic dynamics of plexcitons while re-

alistically taking plasmonic dissipative losses into account. The full-quantum theory is

compared with the semi-classical analogue under different interaction regimes, showing

(numerically and theoretically) that even in the weak-field and weak-coupling limit a

small-yet-observable difference arises.
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1 Introd ction

Plexcitonic systems, namely nanohybrid architectures composed of plasmonic nanostructures

interacting with molecular species, ha e been drawing e er-increasing attention o er the past

few years since they pro ed to be a non-in asi e way of changing molecular properties as a

result of light-matter coupling.1–6 Indeed, many recent works ha e illustrated the possibility

of using plasmonic platforms to affect not only absorption and emission properties of photo-

acti e molecules,7–15 but also energy transfer rates,16–20 photorelaxation channels21–26 and

photochemical reactions,5,27–33 just to mention a few.

The degree of coupling between molecular emitters and plasmonic resonators in such

cases can span different regimes, being defined ”weak” when it is small with respect to the

dissipati e losses of the coupled system, or ”strong” in the opposite scenario.34,35 Usually, in

the former case perturbati e semiclassical approaches are belie ed to suffice to capture the

modified molecular response due to the weak plasmon-molecule interaction and they ha e

been widely used to account for enhancement (Purcell effect) or suppression of radiati e

molecular emission, quenching of molecular excited states lifetimes and also molecular exci-

tation energies shifts because of the nearby plasmonic nanoparticles (NPs)36–44 (known as

”medium-induced Lamb shift”).

On the other hand, when the light-matter coupling is large enough to exceed the dissipati e

losses of the coupled system, and the molecular and plasmonic excitations are resonant, new

hybrid molecular-plasmonic eigenstates, commonly named plexcitons, are actually formed,

resulting in a coherent energy exchange between the molecular excited state and the plas-

monic system, thus defining the onset of the ”strong coupling” regime.28,34,45,46

Since the seminal work of Hutchison et al.,47 controlling photochemical reaction rates

and photocatalytic processes thanks to confined light modes has gi en rise to a  ibrant and

acti e area of research. If, on the one hand, plasmonic nanoca ities enable the confinement

of light in sub-nanometric  olumes, thus boosting the light-matter interaction to such an

extent that e en single-molecule strong coupling becomes feasible,48 on the other they are
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typically associated to large (fast) dissipati e losses because of the well-known ultrafast plas-

mon dephasing process, happening on a femtosecond (fs) time scale, which quickly leads to

a non-radiati e dissipation of the initial plasmonic excitation.49–51 Since these processes are

commonly faster than usual electronic processes taking place in photo-excited molecules,

tailoring them for chemical applications calls for theoretical models able to describe those

dynamical interactions, whether they are ”weak” or ”strong”, while realistically taking ac-

count of such dissipati e losses, as they can drastically affect the resulting molecular electron

dynamics and thus being impactful for possible applications.

In the following, building on the pre iously-de eloped modelling strategy aimed at de-

scribing in real-time the electron dynamics of molecules close to classically-described plas-

monic nanostructures,52–54 hereafter labelled as semi-classical (SC) approach, we push that

theory one step further to plexcitonic wa efunctions, based on the quantized description of

the plasmonic response.55 We refer to such picture as full-quantum model (FQ), but we re-

mark that it does not entail a full quantum field theory description of the ongoing interactions

among particles and fields. Indeed, the adopted plasmonic quantization scheme55 is deri ed

to obtain the  ery same classical macroscopic linear response polarization of the metal struc-

ture (in that sense full-quantum refers to full-quantization of classical field), in agreement

with pre ious macroscopic quantum electrodynamics (macroscopic QED) approaches.56,57

Limiting oursel es to time-dependent modelling, different approaches based on semiclas-

sical Maxwell-Bloch equations, coupled harmonic oscillator models, density-matrix propa-

gation through master equations and Heisenberg-Lange in equations ha e been used be-

fore,58–73 but in the majority of those cases the molecules are simply described as two-state

quantum emitters and the metallic NPs that are considered are typically characterized by

simple shapes for which analytical solutions of the scattering Green’s function are easily a ail-

able. In this context, full-quantum models rooted in macroscopic QED ha e also been used

to in estigate the population dynamics of multiple two-state emitters coupled to complex

bath spectral densities representing realistic metal en ironments.57,74–76 Other macroscopic
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QED-based approaches in estigated molecular emission features in the presence of planar

metallic mirrors,77–80 but in all these cases a simplified description of the emitters is con-

sidered. On the other hand, real-time ab initio in estigations based on using Real-Time

Time-Dependent Density Functional Theory (RT-TDDFT) for the full system ha e recently

started to emerge, but due to the high computational cost of such simulations only small

metal clusters consisting of at most tens of atoms ha e been described, thus limiting a di-

rect comparison with realistic experimental setups.81–92In particular, none of these models

couple an atomistic quantum description of real molecular structures with NPs of arbitrary

shape and dimension, thus tackling systems of real complexity and practical usage. This

is the core feature of the methods that we hereby present, which combine state of the art

quantum chemistry description of molecules with classical (SC) or quantum modelling (FQ)

of arbitrarily-shaped plasmonic NPs, laying the groundwork for a direct comparison of the

two regimes on an equal footing.

Dissipati e losses of the system are treated using a Stochastic Schrödinger Equation (SSE)

formalism, which is an alternati e approach to density-matrix based propagation that fo-

cuses on following directly in time the system wa e-function e olution under the influence

of the surroundings.93,94

Pre ious works59,95,96 ha e shown that the predicted total absorbed power by dipolar

emitters coupled to spherical plasmonic NPs differ between semi-classical and full-quantum

descriptions under high intensity dri ing fields. More precisely, results deri ed from semi-

classical Maxwell-Bloch equations leads to an o erestimation of the system absorbed power

compared to the exact full-quantum results obtained by full master equation propagation.

The origin of this di ergence has been related to non-linear effects that arise upon exciting the

system with high-intensity fields because of emitters saturation and optical bistability.97–100

On the other hand, when the weak-coupling and weak-field limits59,101,102 do apply, the

two approaches are expected to gi e the same results, e en in the presence of en ironment-

induced dissipation.59,101
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In the following, by pro iding a direct comparison between the two descriptions in a system

composed of a plasmonic NP and a molecule, we do numerically confirm the expected di er-

gence under strong-field excitation, but we also obser e a slight difference in the molecular

excited state population upon external dri ing when the molecular and plasmon systems

are not resonant, e en under linear excitation regimes. We find out that the origin of this

discrepancy is intimately connected to the anti-resonant term of the NP linear response po-

larizability, which enters in different ways in the SC and FQ models.

It is worth pointing out that these two approaches are theoretically and numerically compa-

rable since they share the same theoretical ingredients (the numerical response to an external

oscillating and spatially  arying electric field is identical for both by construction), thus al-

lowing to pinpoint fundamental differences in the way plasmon-molecules interactions are

described in the two cases.

2 Res lts and disc ssion

In the SC picture, the molecule is described at quantum mechanical le el, but the plas-

monic NP is treated as a classical polarizable continuum object with the PCM-NP model,

which has been pre iously de eloped in our group.39,54 It essentially relies on sol ing the

electromagnetic problem of coupling a quantum chemistry molecular description with the

nearby homogeneous plasmonic system by numerically sol ing the corresponding Poisson’s

equation through a Boundary-Element-Method (BEM)103 approach. The NP response to

external perturbations (e.g. molecular electron densities or external fields) is expressed in

terms of surface charges liying on the NP discretized surface whose discretization is needed

to numerically sol e the BEM problem (more details can be found in SI 1.1). In this picture,

the system Hamiltonian ĤS(t), here renamed ĤSC(t) for the actual SC case, reads:

ĤSC(t) = Ĥmol − ⃗̂µ · E⃗ext(t) + (qref (t) + qpol(t)) · V̂ (1)
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where Ĥmol is the time-independent molecular Hamiltonian, E⃗ext(t) is the time-dependent

external electric field that is used to dri e the system, ⃗̂µ is the molecular dipole operator,

qref (t) and qpol(t) are  ectors collecting the NP response charges on the NP’s discretized

surface induced by direct polarization of the incoming exciting field (qref (t)) and by the time-

dependent nearby molecular electron density (qpol(t)), and V̂ is the molecular electrostatic

potential operator e aluated at the nanoparticle surface where response charges lie on.39,54

We point out that the qpol(t) term leads to a non-linear self-interaction effect because those

response charges are induced on the NP by the presence of the nearby molecular density

and can in turn generate an electric field that can act back on the molecule itself. In the SC

limit, under the quasi-static approximation, the imaginary component of this self-interaction

contribution leads to an additional non-radiati e decay rate for molecular excited states,

representing energy transfer to the NP, where the excitation is then quickly dissipated.38,40

This decay process is typically faster than any other intrinsic molecular decay rate15,104 when

molecules are  ery close to metallic NPs (< 1 nm) and so its effect cannot be neglected.

Herein, since the main goal of the present work is to compare the SC and FQ models on a

perfectly consistent ground, we solely focus on this NP-induced decay channel. Therefore, in

the SC picture the wa efunction time-propagation is directly performed with the Hamiltonian

ĤSC(t) of eq.1 and no additional decay operators ha e to be included (see SI 1.1).

On the other hand, in the FQ picture the plasmonic NP is also quantized, so the system

Hamiltonian becomes

ĤFQ(t) = Ĥ0,FQ − ⃗̂µ · E⃗ext(t) (2)

where Ĥ0,FQ is the full plasmon-molecule Hamiltonian,55

Ĥ0,FQ = Ĥmol +
∑

p

ωpb̂
†
pb̂p +

∑

pj

qpjV̂j(b
†
p + bp) (3)

where ωp is the frequency of the pth quantized plasmon mode of the NP and b̂†p, b̂p are the

corresponding plasmonic creation and annihilation operators, respecti ely. In eq.3, the j in-
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dex labels the jth surface element of the NP (called ”tessera”) after numerical discretization

that is needed to sol e the BEM equations, leading then to the corresponding quantized

surface charge qpj for a gi en pth plasmon mode. V̂j is instead the molecular electrostatic

potential operator e aluated at the jth tessera.

The full deri ation of the Q-PCM-NP quantization scheme has been detailed elsewhere.55

Here it is important to remark that the quantum model is deri ed to pro ide the  ery same

linear response polarization in the nanoparticle as the classical one. Further details on the

FQ model can be found in SI 1.2.

The wa efunction propagation is then performed in a SSE framework to consistently in-

clude plasmon-induced losses as in the SC picture. This is achie ed by using the following

Hamiltonian,

ĤSSE,FQ(t) = ĤFQ(t) +
∑

p

lp,FQ(t)Ŝp,FQ − i
2

∑

p

Ŝ†
p,FQŜp,FQ (4)

with

Ŝp,FQ =
√
Γp1mol ⊗ (|0⟩ ⟨1p|) (5)

where 1mol is the identity operator on the molecular states, and Γp is the decay rate of the

pth quantized mode. The second term of the r.h.s of eq.4 is a fluctuation term modelled by a

Wiener process lp,FQ(t), i.e. white noise associated with the Marko approximation, whereas

the last term of eq.4 represents en ironment-induced dissipation.52,94 Propagation with the

Hamiltonian of eq.4 is performed by means of a quantum jump algorithm94 (further details

in SI 1.3).

The SC and FQ models ha e been compared on a system composed of a plasmonic

ellipsoidal NP and N-methyl-6-quinolone molecule (for simplicity we will refer to the latter

simply as quinolone), as shown in Fig.1. The choice of such molecular species has been made

due to its interesting and pre iously-in estigated excited state properties,105 but for the

purpose of the present work other molecules may ha e been chosen. The quinolone molecule
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is described at the le el of Configuration Interaction Singles (CIS) and only its lowest excited

state (|e⟩) is considered in the following for simplicity. The coupled system is dri en by a

pulse of gaussian shape resonant with the lowest NP plasmon mode frequency ωp = 2.95 eV

(further computational details can be found in SI 2).

Figure 1: System under in estigation composed of a plasmonic gold NP of ellipsoidal shape
and N-methyl-6-quinolone molecule. The molecule -NP dimensions are not to scale.

Under high intensity dri ing fields the two approaches are expected to di erge.98–101 An

intuiti e qualitati e explanation of the origin of this di ergence can be grasped by considering

an oscillating two-state dipolar emitter close to a classically described plasmonic body.106 In

that case, the time-dependent emitter’s wa efunction can be expressed as |ψ(t)⟩ = Cg(t) |g⟩+

Ce(t) |e⟩ e−iωegt and so the corresponding oscillating dipole moment becomes ⟨ψ(t)| µ̂ |ψ(t)⟩ =

⟨g| µ̂ |g⟩ |Cg|2 + ⟨g| µ̂ |e⟩ 2ℜ(C∗
gCe)cos(ωegt) up to first-order. The oscillating contribution

polarizes the nearby plasmonic body whose reaction field can act back on the dipole itself,

thus leading to a self-interaction contribution mediated by the metal that is ∝ |Cg|2|Ce|2f =

(1 − |Ce|2)|Ce|2f with f being a complex function that accounts for the plasmon response.

In the quasistatic limit the imaginary component of this self-interaction accounts for the

emitter decay to the plasmonic system106 and only when |Ce|2 << 1 the expression just

deri ed reduces to the excited state population times the decay rate. In the opposite limit
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Figure 2: Molecular excited state population o er time obtained  ia SC (blue) and FQ
(orange) models under resonance condition (δ = ωe − ωp = 0) for different dri ing field
intensities a)-c). The same setup of Fig. 1 is excited with a Gaussian pulse (SI 2) resonant
with the lowest NP plasmon mode ωp = 2.95 eV featuring an intensity of a) 3.5×104W/cm2,
b) 3.5× 108W/cm2 and c) 3.5× 1010W/cm2. The extreme limit where the entire molecular
population would be in the excited state is reported in d), where the system is initiated in
the molecular excited state already at time zero. In this case time-propagation begins from
this extreme condition and no dri ing field is applied. The green dashed line is the result of
fitting the corresponding data points with an exponential decay function f(t) = ke−t/τ .

where the excited state population approaches 1 because of sufficiently-intense dri ing fields,

the decay probability becomes zero due to the (1 − |Ce|2) factor. In fact, in that limit and

from a semi-classical perspecti e, the emitter excited state would be fully populated, and

since it is a stationary solution it has no way to exchange energy with the plasmonic system

as its electron density do not oscillate o er time and so cannot perturb the NP. Con ersely,
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in the full-quantum description the purely molecular state is no longer an eigenstate of the

coupled Hamiltonian and so its time- arying electron density can oscillate, leading to decay

through the NP. This qualitati e explanation is numerically  erified in Fig. 2, where the

molecular excited state population upon excitation (SI 1.2, eq.19) under different dri ing

conditions is shown. As the dri ing field intensity increases (panels a-c of Fig. 2), the FQ

and SC approaches start to show discrepancies in the molecular excited state population o er

time, and that difference is e en more pronounced in the extreme limit of ha ing the entire

molecular population on the molecular excited state (panel d). In that case the SC model

does not predict any form of decay, since a stationary solution of the SC system is fully

populated and hence its electron density does not change o er time, which pre ents it from

interacting with the NP and so leading to plasmon-induced decay, as discussed abo e. On

the other hand, the FQ picture correctly captures the NP-induced molecular decay. Indeed,

by fitting the FQ results with an exponential decay function a lifetime of ≈ 10 ps is obser ed,

thereby confirming the presence of an excited state decay process. In this non linear regime

many quantum jumps take place (SI 1.3), resulting in the jagged profile of Fig. 2d, which is

obtained a eraging o er 1000 trajectories. A more formal description of this phenomenon

based on fluctuation-dissipation theorem can be found in refs.107,108

On the other hand, in the weak field and weak coupling limit one could expect that

both models pro ide the same results.59,101 Surprisingly, when there is a frequency detuning

between the molecular and plasmon frequencies (δ=ωe −ωp ̸=0), we obser e a small-yet-

appreciable difference in the results (Fig. 3a). Interestingly, when the system is taken into

resonance the discrepancy disappears(Fig. 3b).

In order to shed light on this obser ed mismatch, a slightly-simplified system is considered

so that an analytical model can be made to infer the origin of that discrepancy. Basically,

the same setup of Fig.1 is in estigated but the n. of plasmonic modes of Ĥ0,FQ is restricted

to one, namely only the lowest dipolar mode is considered. This approximation, which is

reasonable since the molecule-NP coupling at≈ 4 nm distance is mostly dominated by dipolar
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Figure 3: Molecular excited state population o er time obtained  ia SC (blue) and FQ
(orange) approaches under different frequency detuning cases, (a) δ = ωe − ωp ≈ 100meV
and (b) δ = 0. The system (Fig. 1) is excited with a Gaussian pulse resonant with the lowest
NP plasmon mode ωp = 2.95 eV and whose intensity is 3.5× 104W/cm2 (see SI 2).

interactions, is also coherently applied to the corresponding SC simulations by setting to zero

the contribution to the o erall classical response charges (eq. 1) originating from non-dipolar

modes embedded in the NP response function.54,55

Clearly, the results displayed in Fig. 4 show that when δ ̸= 0 there is a small-yet-obser able

mismatch between the two approaches which  anish under resonance condition, δ = 0.

This unforeseen result can be rationalized by resorting to an analytical model for the the

molecular excited state population
∣∣Ce,SC/FQ(t)

∣∣2 in the single mode case under the weak-

coupling and weak-field approximations. Indeed, using first-order perturbation theory it can

be shown that (deri ation is detailed in SI 3)

|Ce,SC(t)|2 ≈
E2

0 |µ⃗e|2
4

(
1 +

4|µ⃗p|4
Γ2
p|r⃗ |6

− 4|µ⃗p|4
(4ω2p + Γ2

p)|r⃗ |6
+

8|µ⃗p|2ωp
(4ω2p + Γ2

p)|r⃗ |3
)

1

δ2

|Ce,FQ(t)|2 ≈
E2

0 |µ⃗e|2
4

(
1 +

4|µ⃗p|4
Γ2
p|r⃗ |6

)
1

δ2

(6)

where |µ⃗e| and |µ⃗p| are the molecular and plasmonic transition dipoles, respecti ely. The

latter can be easily computed as
∑

j qpj r⃗j with r⃗j being the position  ector pointing to the
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Figure 4: Molecular excited state population o er time obtained  ia SC (blue) and FQ
(orange) approaches including only the lowest plasmon dipolar mode in the models. Results
under different detuning conditions are shown. Within each rank, from left to right the
absolute  alue of the plasmon mode frequency ωp is doubled each time and so the molecular
frequency ωe is coherently modified to preser e the same δ  alue among calculations displayed
in the same row. Each simulation is performed by dri ing the system with a Gaussian
pulse of same shape but resonant with the corresponding ωp  alue and whose intensity is
3.5× 104W/cm2.

jth quantized surface charge.

Notably, the origin of the two additional terms appearing solely in the SC expression can be

traced back to the anti-resonant term of the NP linear response polarizability (SI 3.1) which

defines the classical response charges of eq.1 and enters in different ways in the FQ and

SC models. Indeed, if simulations are repeated scaling the Drude-Lorentz dielectric function

parameters (SI 1.1, eq.2) such that the absolute  alue of ωp increases while keeping the  alues
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of plasmonic charges qpj and detuning δ fixed (SI 4), the obser ed discrepancy progressi ely

 anish, also in the case of δ ̸= 0. This can be understood in light of eq. 6 where the additional

terms only present in the SC expression roughly depend on ≈ (ωp)
−2 or ≈ (ωp)

−1, and so

their contribution becomes progressi ely more and more negligible as the absolute  alue of

ωp increases, while keeping all other quantities appearing in that expression constant. This

is indeed what is reported in Fig.4 for each  alue of δ mo ing from left to right. Remarkably,

in agreement with eq. 6 FQ cur es reported in Fig. 4 do not exhibit any appreciable change

as ωp increases, whereas SC cur es do  ary, approaching the FQ results for large ωp  alues.

The same beha iour is still obser ed when different absolute  alues of δ are considered.

On the other hand, when δ = 0 the two cur es are already almost-perfectly superimposed and

nothing more can be inferred from eq. 6 as both expressions di erge for δ → 0. Ne ertheless,

it can be qualitati ely shown (SI 3.3) that when the molecule and plasmon excitations are

resonant, the dominating contribution to the molecular excited state population is equally

described numerically by both models when the dri ing field is resonant with the plasmon

mode frequency, as in the in estigated case, thus justifying, albeit not quantitati ely, why

under resonance condition both models yield the same result.

3 Concl sions

In this work, by combining Stochastic Schrödinger Equation, ab initio description of target

molecules and BEM-based modelling of arbitrarily-shaped plasmonic nanoparticles within

the PCM-NP framework,38,39,52,54,55,94 we directly compare full-quantum and semi-classical

modelling of plexcitons, while realistically accounting for ultrafast plasmonic dissipati e pro-

cesses. The presented full-quantum theory is compared with the semi-classical analogue un-

der different excitation regimes. Upon high-intensity dri ing, sizeable differences between the

two approaches are obser ed, thereby confirming pre ious findings on similar systems.98–101

Furthermore, it is surprisingly disclosed that e en within the weak-field and weak-coupling
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limits an unexpected small-yet-appreciable difference arises in the molecular excited state

population upon low-intensity dri ing. By resorting to a simplified analytical model the

origin of such discrepancy has been traced back to the anti-resonant term of the classical NP

polarizability, which enters into the full-quantum and semi-classical models in different ways

and turned out to be responsible for the obser ed discrepancy. The illustrated theory pa es

the way for real-time in estigation of plexcitons beyond the linear regime while retaining

ab initio description of molecules and accurate modelling of arbitrarily-shaped plasmonic

nanostructures.

As the field of plexcitonic chemistry is drawing e er-increasing attention, we belie e the

theory presented here will be instrumental in narrowing the gap towards accurate control of

molecular excited-state processes by means of plasmon-molecule coupling.
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1 Theory

1.1 semi-classical (SC) model

In the semi-classical (SC) model, the molecule is described at quantum-mechanical le el

using standard quantum chemistry approaches, but the plasmonic NP is treated as a clas-

sical polarizable continuum object within the PCM-NP framework.1,2 In essence, plasmonic

NPs of arbitrarily complex shape are described in the quasi-static limit, i.e. retardation

effects are not included, and are coupled with a quantum chemistry description of molecules

through an integral equation formalism of the Polarizable Continuum Model (IEF-PCM)1

which basically boils down to sol ing the corresponding Poisson’s electrostatic equation. The

problem is numerically sol ed with a Boundary-Element-Method (BEM) approach3 which

entails a surface discretization of the NP, leading to a set of discrete surface elements, called

”tesserae”, that host polarization charges due to a gi en external perturbation (e.g. external

potential, molecular densities, etc.). Such set of charges represent the NP linear response

to the external perturbation and can be used to quantitati ely e aluate the molecule-NP

interactions and related effects.

Gi en these premises, the system Hamiltonian ĤS(t) (see also SI 1.3), here renamed ĤSC(t)

for the actual SC case, reads

ĤSC(t) = Ĥmol − ⃗̂µ · E⃗ext(t) + (qref (t) + qpol(t)) · V̂ (1)

where Ĥmol is the time-independent molecular Hamiltonian, E⃗ext(t) is the time-dependent

external electric field that is used to dri e the system, ⃗̂µ is the molecular dipole operator,

qref (t) and qpol(t) are the  ectors collecting the response charges on the nanoparticle’s dis-

cretized surface induced by direct polarization of the incoming exciting field (qref (t)) and

by the time-dependent nearby molecular electron density (qpol(t)), and V̂ is the molecular

electrostatic potential operator e aluated at the nanoparticle surface where response charges
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lie on.1,2

A time-dependent  ersion of Boundary Element Method pre iously de eloped2,4 (TD-BEM)

is used to propagate the surface charges describing the NP response that is coupled to the

molecule through the molecular electrostatic potential operator.

The nanoparticle dielectric function is described using a Drude-Lorentz (DL) model,

ϵ(ω) = 1 +
Ω2

plasma

ω20 − ω2 − iΓω
(2)

where Ωplasma is the metal plasma frequency, ω0 is the natural frequency of bound oscillators

and Γ is the relaxation time (damping rate) of the metal (see SI Sec. 2 for the actual  alues

used).

In the SC case, Ĥmol of eq.1 is purely the molecular Hamiltonian, so the full system wa e-

function, |ψS(t)⟩, here renamed as |ψSC(t)⟩, can be expanded on the basis of the molecular

stationary eigenstates |m⟩ as

|ψSC(t)⟩ =
Nstates∑

m

Cm(t) |m⟩ (3)

where the molecular eigenstates |m⟩ can be obtained with any quantum chemistry approach.

In our case we use Configuration Interaction Singles (CIS, SI 2) and the resulting Stochastic

Schrödinger Equation (see SI 1.3) we aim to sol e in matrix form reads:

i
∂C(t)

∂t
= HSSE,SC(t)C(t) (4)

with

ĤSSE,SC(t) = ĤSC(t) +
M∑

q

lq,SC(t)Ŝq,SC − i
2

M∑

q

Ŝ†
q,SCŜq,SC . (5)

C(t) is the  ector of the time-dependent coefficients of eq.3 describing the wa efunction at a

gi en time step t represented on the basis of the molecular eigenstates, whereas ĤSSE,SC(t)
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is the time-dependent Hamiltonian that is used for propagating the system wa efunction

according to a second-order Euler algorithm coupled with quantum jumps5 (see also SI 1.3).

The dissipati e operators Ŝq,SC in eq.5 are still to be defined. Indeed, different choices may

be taken, depending on the rele ant decay processes that are considered for a gi en system.

Herein, since the main goal of the present work is to compare the SC and FQ models on a

perfectly consistent ground, we solely focus on the NP-induced non radiati e decay, which

is intrinsically included in ĤSC(t) through qpol(t), as mentioned in main text.

Under such assumptions eq.5 simplifies to

ĤSSE,SC(t) = ĤSC(t). (6)

1.2 f ll-q ant m (FQ) model

In the full-quantum picture (FQ), the plasmonic NP is also quantized, so the system Hamil-

tonian becomes

ĤFQ(t) = Ĥ0,FQ − ⃗̂µ · E⃗ext(t) (7)

where Ĥ0,FQ is the full plasmon-molecule Hamiltonian,6

Ĥ0,FQ = Ĥmol +
∑

p

ωpb̂
†
pb̂p +

∑

pj

qpjV̂j(b
†
p + bp) (8)

with ωp being the frequency of the pth quantized plasmon mode and qpj being the corre-

sponding quantized surface charge lying on the jth tessera. b̂†p and b̂p are the corresponding

plasmonic creation and annhilation operators and V̂j is instead the molecular electrostatic

potential operator e aluated at the jth tessera. The complete deri ation of the Q-PCM-NP

quantization scheme that leads to eq.8 is reported in ref.6

Starting from eq.8 and assuming to consider two molecular states only |g⟩ , |e⟩, the Hamil-

tonian of eq.8 can be recast into a more familiar form after inserting the molecular identity
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operator 1mol = |g⟩ ⟨g|+ |e⟩ ⟨e| before and after V̂j, leading to

Ĥ0,FQ =ωg |g⟩ ⟨g|+ ωe |e⟩ ⟨e|+
∑

p

ωpb̂
†
pb̂p +

∑

pj

qpj

(
V̂ gg
j |g⟩ ⟨g|+ V̂ ee

j |e⟩ ⟨e|+

V̂ eg
j |e⟩ ⟨g|+ V̂ ge

j |g⟩ ⟨e|
) (
b†p + bp

)
(9)

where ωg and ωe are the energies of the corresponding molecular states and the shorthand

notation V̂ eg
j stands for ⟨e| V̂j |g⟩.The diagonal terms of the plasmon-molecule interaction

∑
pj qpjV̂

gg
j ,

∑
pj qpjV̂

ee
j in eq.9 lead to a correction of the molecular excitation frequency

ωe−ωg due to the nearby NP. This contribution is numerically negligible in the present case,

therefore upon setting ωg = 0 so that ωe becomes the molecular transition frequency, we end

up with the simplified expression

Ĥ0,FQ = ωeσ̂
†σ̂ +

∑

p

ωpb̂
†
pb̂p +

∑

pj

qpjV̂
eg
j

(
σ̂† + σ̂

) (
b†p + bp

)
(10)

where we ha e introduced the molecular transfer operators σ̂† = |e⟩ ⟨g|, σ̂ = |g⟩ ⟨e| and

V̂ eg
j can be taken to be real. Clearly, eq.10 leads to the well-known Jaynes-Cummings multi-

mode Hamiltonian7,8 after applying the usual rotating wa e approximation to the interaction

terms, namely

Ĥ0,FQ = ωeσ̂
†σ̂ +

∑

p

ωpb̂
†
pb̂p +

∑

p

gp(b̂
†
pσ̂ + b̂pσ̂

†) (11)

with gp being the corresponding transition coupling element computed as,

gp = ⟨e, 0|
∑

j

qpjV̂j(b
†
p + bp) |g, 1p⟩ (12)

in the single-excitation subspace. In eq.12 the shorthand notation |e, 0⟩ , |g, 1p⟩ has been

introduced which represents the molecular excited state with all plasmon modes in their

ground state and the pth plasmon mode singly excited with the molecule in its ground state,

respecti ely. Both approximations that ha e been applied mo ing from eq.9 to eq.11 were
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numerically tested in the in estigated case and they pro ed to be  alid .

The Hamiltonian of eq.11, expressed in the 1-excitation states basis,9,10 can be fully diag-

onalized to obtain the 1-excitation plexcitonic states (|m̃⟩), which can be generally expressed

as

|m̃⟩ =
∑

p

|e, 0⟩C m̃
e + |g, 1p⟩C m̃

p . (13)

In the FQ picture, the complete Hamiltonian that is used for time-propagation becomes

ĤSSE,FQ(t) = ĤFQ(t) +
∑

p

lp,FQ(t)Ŝp,FQ − i
2

∑

p

Ŝ†
p,FQŜp,FQ (14)

with

Ŝp,FQ =
√
Γp1mol ⊗ (|0⟩ ⟨1p|) (15)

where Γp is the decay rate of the pth quantized mode that is actually equal to Γ (eq.2) for

e ery pth plasmon mode originating from the Q-PCM-NP quantization scheme.6

Clearly, the form of the chosen decay operator of eq.15 is an assumption which implies that

the only source of dissipation in the current FQ picture comes from the plasmonic part of the

wa efunction. This approximation basically neglects any other intrinsic molecular relaxation

channel, which often take place on a longer time scale (tens/hundreds of picoseconds). The

same assumption has been consistently made in the SC model where only the NP-mediated

non radiati e decay has been included (see SI 1.1).

In the FQ picture the time-dependent wa efunction can be generally expressed in the

plexcitonic basis (eq.13) as

|ψFQ(t)⟩ =
∑

m̃

Cm̃(t) |m̃⟩ , (16)

thus leading to the following equation

i
∂C(t)

∂t
= HSSE,FQ(t)C(t) (17)
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which is the FQ analogue to eq.4, where nowC(t) is the  ector of time-dependent coefficients

representing the wa efunction on the plexcitonic basis. Propagation is thus performed in this

basis by means of a second-order Euler algorithm coupled with random quantum jumps using

a Monte Carlo technique5 (SI 1.3).

On this basis Ĥ0,FQ is diagonal, but Ŝ†
p,FQŜp,FQ is not. Indeed, using eqs.13-15 it is easy to

show that

⟨m̃| Ŝ†
p,FQŜp,FQ |m̃⟩ =

(
C m̃

p

)2
Γp

⟨ñ| Ŝ†
p,FQŜp,FQ |m̃⟩ =

(
C ñ

p C
m̃
p

)
Γp

(18)

where the coefficients C
ñ/m̃
p can be taken to be real because of the form of Ĥ0,FQ (eq.11).

The physical quantity that is in estigated in the present work to compare SC and FQ

descriptions (see Figs. 2-4, main text) is the molecular excited state population upon dri ing,

which according to eq.3 and eqs.13,16 respecti ely reads

|Ce,SC(t)|2 = |⟨e|ψSC(t)⟩|2 = |Ce(t)|2 ,

|Ce,FQ(t)|2 = |⟨e, 0|ψFQ(t)⟩|2 =
∣∣∣∣∣
∑

m̃

C m̃
e Cm̃(t)

∣∣∣∣∣

2

.
(19)

1.3 Stochastic Schrödinger Eq ation

In the Marko ian limit, an open-quantum-system description of the system-bath interaction

leads to the following Stochastic Schrödinger equation (SSE) expressed in atomic units (a.u.)

i
d

dt
|ψS(t)⟩ = ĤS(t) |ψS(t)⟩+

M∑

q

lq(t)Ŝq |ψS(t)⟩ −
i

2

M∑

q

Ŝ†
q Ŝq |ψS(t)⟩ . (20)

|ψS(t)⟩ and ĤS(t) are the system time-dependent wa efunction and Hamiltonian, respec-

ti ely, whose definitions depend on the model being used for describing the nanoparticle-

molecule system (see SI 1.1 and 1.2 ). The operators Ŝq describe the effect of the surroundings
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(bath) on the system through different M interaction channels, each one labelled as q and de-

fined according to the type of dissipati e process that is modelled (e.g. non-radiati e decay,

dephasing etc.). The non-Hermitian term of eq.20 , − i
2

∑M
q Ŝ

†
q Ŝq, represents dissipation due

to the en ironment, while
∑M

q lq(t)Ŝq is a fluctuation term modelled as a Wiener process lq(t)

i.e. white noise associated with the Marko ian approximation. In our case, the SSE (eq.20)

is propagated using a quantum jump algorithm which practically translates to accounting

for the explicit fluctuation term of eq.20 through a Monte-Carlo like method based on ran-

dom quantum jumps.5,11–13 We remark that the explicit form of the operators appearing in

eq.20 depend on the model that is used for describing the coupled system, which then differs

between the SC and FQ approaches described abo e. Since this is a stochastic process, an

independent number of trajectories Ntraj ha e to be performed and by a eraging the cor-

responding results, system properties, like populations and coherences for instance, can be

obtained. In the ideal limit of an infinite number of independent realizations, the a eraged

results match those coming from time-propagating the system reduced density-matrix with

a Lindblad-like master equation approach.5

2 Comp tational details

The quinolone molecule is described at ab initio le el, using CIS/6-31g* in a locally-modified

 ersion of GAMESS2,14 which accounts for the presence of the nearby NP in the determi-

nation of the molecular ground state at the classical le el. The molecular excited states are

determined assuming the NP classical polarization remains frozen to that proper for ground

state. This means that for both the SC and FQ models, the same set of states are used.

Moreo er, the use of the rotating wa e approximation (see eq.11) in the FQ model does not

pro ide further change to the ground state.

According to adopted le el of theory, the lowest bright excited state of quinolone features

an excitation energy of ≈ 2.95 eV. The NP optical response is modelled with a Drude-
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Lorentz dielectric function (eq.2) setting Ωplasma = 0.240 a.u. ≈ 6.5 eV, which is close to

 alues pre iously adopted for gold,15 ω0 = 0a.u. and Γ = 0.01515 a.u., that corresponds to

a lifetime of ≈ 2 fs. With such parameters, the lowest dipolar plasmon mode of the NP is

basically in resonance with the molecular transition (ωp ≈ 2.95 eV).The computed transition

coupling element (eq.12) between that mode, which is the most rele ant since all others lie

higher in energy and are scarcely coupled with the molecule, and the lowest quinolone bright

excitation is |g| ≈ 2.5meV which, gi en the  alue of Γ = 0.01515 a.u. ≈ 410meV, results in

|g|
Γ
<< 1, thus setting the present case in the weak-coupling regime.16

Time-dependent simulations ha e been performed by exciting the system with a pulse with

gaussian en elope, resonant with the dipolar plasmon mode frequency ωp = 2.95 eV,

E⃗ext(t) = r̂E0exp

(
−(t− t0)2

2σ2

)
cos(ωpt) (21)

where r̂ is the unit  ector pointing along the molecule-NP distance direction (Fig.1, main

text), E0 is the field amplitude set to 10−6a.u. unless differently specified (≈ 5 × 105V/m,

corresponding to 3.5× 104W/cm2 light intensity) which ensures the weak-field limit,17 t0 ≈

7 fs and σ ≈ 1 fs. The coefficients C(t) of eqs.4,17 are propagated  ia a second-order Euler

algorithm in combination with quantum jumps4,5 using a time step of 0.1 as. Under weak-

field dri ing 100 trajectories were run initially, but no quantum jump occurred under weak-

field excitation, so results shown in Figs. 3-4 (main text) actually originate from indi idual

wa efunction propagation. On the other hand, beyond the weak-field limit (Fig.2 main text)

quantum jumps do often occur in FQ simulations, and so a eraging o er 1000 trajectories

has been done in that case.
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3 Analytical models

3.1 semi-classical pict re in the weak-co pling limit

Starting from the full SC Hamiltonian of eq.1 and considering that the molecule-NP distance

of the in estigated setup (Fig.1 main text) is large enough to ensure that only dipolar

interactions are rel ant, we can apply the dipole approximation to the molecule-NP coupling

terms (rightmost terms of eq.1, SI 1.1). Additionally, the qpol(t) contribution to the classical

response charges of eq.1 is typically much smaller than qref (t) when the plasmonic system

is excited nearby plasmon resonance, the latter being directly related to the scattered field

of the NP due to external dri ing, and so it can be neglected, thus leading to

ĤSC(t) = Ĥmol − ⃗̂µ · E⃗ext(t)− ⃗̂µ · E⃗scatt(t) (22)

where E⃗scatt(t) is the scattered field of the NP at the molecule location upon external exci-

tation. In other words, this contribution accounts for the plasmonic local field enhancement

effect.

Figure S1: Schematic representation of the NP-molecule setup considered for the analytical
model. µ⃗p and µ⃗e represent the plasmonic and molecular transition dipoles, respecti ely.

The setup that has been in estigated (Fig.1 main text) features a large molecule-NP dis-

tance which basically ensures the  alidity of the weak-coupling condition. Under these
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circumstances, the scattered field of the NP at the molecule position is dominated by the

plasmonic dipolar response, which can then be formally expressed as

E⃗scatt(ω, r⃗) =
3
[(
E⃗ext(ω)αNP (ω)

)
· r̂
]
r̂ − E⃗ext(ω)αNP (ω)

|r⃗ |3 (23)

with r̂ being the unit  ector pointing along the NP-molecule direction (Fig.S1) and αNP (ω)

being the frequency-dependent NP polarizability expressed as6

αNP (ω) =
∑

p

⟨0| µ̂ |p⟩ ⟨p| µ̂ |0⟩
ωp − ω − iΓp

+
⟨p| µ̂ |0⟩ ⟨0| µ̂ |p⟩
ωp + ω + iΓp

(24)

where ωp and Γp are the frequency and damping rate of the corresponding pth plasmonic

mode.

In principle the sum of eq.24 should run o er all the plasmon modes of the NP, howe er,

in the in estigated weak-coupling limit the NP-molecule distance is large enough such that

only dipolar resonances significantly contribute to the scattered field at the molecule location,

thus eq.24 can be reasonably approximated to

αNP (ω) ≈
|µ⃗p|2

ωp − ω − iΓp

+
|µ⃗p|2

ωp + ω + iΓp

(25)

with |µ⃗p|2 being the squared modulus of the transition dipole moment of the only-rele ant

dipolar plasmonic mode.

In our model, the NP dipolar mode is exactly aligned with the direction of the incoming

external field and the molecular transition dipole (Fig.S1), thus eq.23 simplifies to

E⃗scatt(ω, r⃗) =
2E⃗ext(ω)αNP (ω)

|r⃗ |3 (26)
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and the Hamiltonian of eq.22 becomes

ĤSC(t) = Ĥmol − ⃗̂µ · E⃗ext(t)

(
1 +

2αNP (ω)

|r⃗ |3
)
. (27)

Gi en these premises, the excited state molecular population plotted in Fig.4 main text

can be inferred by means of time-dependent perturbation theory, where the second (time-

dependent) term of the r.h.s of eq.27 is the actual perturbation V̂ (t). First-order time-

dependent perturbation theory leads to the usual expression for excited state coefficients,18

namely

C
′
e,SC(t) = −i

∫ t

−∞
⟨e| V̂ (t) |g⟩ eiωetdt

= i

∫ t

−∞
⟨e| µ̂ |g⟩ · E⃗ext(t)

(
1 +

2|µ⃗p|2
(ωp − ω − iΓp)|r⃗ |3

+
2|µ⃗p|2

(ωp + ω + iΓp)|r⃗ |3
)
eiωetdt

(28)

where ωe is the excitation frequency of the considered molecular transition.

Assuming then the external dri ing is a monochromatic oscillating perturbation in resonance

with the plasmon frequency and oriented along the transition dipoles (Fig.S1), that is

E⃗ext(ωp) = r̂E0
(eiωpt + e−iωpt)

2
(29)

we end up with

C
′
e,SC(t) = i

E0|µ⃗e|
2

(
1 +

2|µ⃗p|2
(−iΓp)|r⃗ |3

+
2|µ⃗p|2

(2ωp + iΓp)|r⃗ |3
)∫ t

−∞
ei(ωe−ωp)t + ei(ωe+ωp)tdt (30)

where |µ⃗e| is the molecular transition dipole associated to the transition between the ground

and the first excited state (|g⟩ → |e⟩). Sol ingI the integral of eq.30 and rearranging some

ITo be formally correct one should consider a slowly switching perturbation as limϵ→0 e
ϵtV̂ (t) which

basically enable us to set the value of the integral at the lower limit to zero. This has been implicitly done
passing from eq.30 to eq.31

171



terms results in

C
′
e,SC(t) =

E0|µ⃗e|
2

(
1 +
i2|µ⃗p|2
Γp|r⃗ |3

+
2|µ⃗p|2(2ωp − iΓp)

(4ω2p + Γ2
p)|r⃗ |3

)
·
(
ei(ωe−ωp)t

ωe − ωp
+
ei(ωe+ωp)t

ωe + ωp

)

=
E0|µ⃗e|

2

(
1 +
i2|µ⃗p|2
Γp|r⃗ |3

+
2|µ⃗p|2(2ωp − iΓp)

(4ω2p + Γ2
p)|r⃗ |3

)
·
(
eiδt

δ
+
ei(2ωp+δ)t

2ωp + δ

) (31)

where δ = ωe − ωp, which is the frequency detuning between the molecular and plasmon

frequencies, has been introduced for con enience.

Finally, taking the squared modulus of eq.31 leads to the 1st-order expression of the molecular

excited state population, that is

|C ′
e,SC(t)|2 =

E2
0 |µ⃗e|2
4

(
1 +

16|µ⃗p|4ω2p
(4ω2p + Γ2

p)
2|r⃗ |6 +

8|µ⃗p|2ωp
(4ω2p + Γ2

p)|r⃗ |3
+

4|µ⃗p|4
Γ2
p|r⃗ |6

+
4|µ⃗p|4Γ2

p

(4ω2p + Γ2
p)

2|r⃗ |6

− 8|µ⃗p|4
(4ω2p + Γ2

p)|r⃗ |6
)
·
(
1

δ2
+

1

(2ωp + δ)2
+ 2Re

{ e−i2ωpt

(2ωp + δ)δ

})

(32)

which simplifies to

|C ′
e,SC(t)|2 =

E2
0 |µ⃗e|2
4

(
1 +

4|µ⃗p|4
Γ2
p|r⃗ |6

− 4|µ⃗p|4
(4ω2p + Γ2

p)|r⃗ |6
+

8|µ⃗p|2ωp
(4ω2p + Γ2

p)|r⃗ |3
)
·

(
1

δ2
+

1

(2ωp + δ)2
+ 2Re

{ e−i2ωpt

(2ωp + δ)δ

})
.

(33)

Eq.33 is the main result of the SC deri ation that is compared in the following to the

analogous quantity obtained from the FQ model (SI 3.2, below).

3.2 f ll-q ant m pict re in the weak-co pling limit

In the FQ model, the Hamiltonian of interest is

ĤFQ(t) = Ĥ0,FQ − ⃗̂µ · E⃗ext(t) (34)
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and Ĥ0,FQ (SI 1.2) in the single-mode case reads

Ĥ0,FQ = ωeσ
†σ + ωpb

†
pbp + gp(b

†
pσ + bpσ

†). (35)

As explained in SI 1.2, the molecule-NP interaction in the FQ picture enters directly into the

0th order time-independent Hamiltonian, and the remaining time-dependent perturbation is

just the interaction with the external field.

Diagonalization of eq.35 in the 1-excitation states manifold leads to the usual expression of

plexcitonic wa efunctions

|LP ⟩ = |e, 0⟩CLP
e + |g, 1⟩CLP

p

|UP ⟩ = |e, 0⟩CUP
e + |g, 1⟩CUP

p .

(36)

The first-order wa efunction upon interaction with the external field can be expressed as18

|ψ′
FQ(t)⟩ = C

′
g(t) |g, 0⟩ e−iωgt + C

′
LP (t) |LP ⟩ e−iωLP t + C

′
UP (t) |UP ⟩ e−iωUP t (37)

and since the focus of the present deri ation is to obtain an analytical expression for the

molecular excited state population so as to compare with the SC analogue (eq.33), we ha e

C
′
e,FQ(t) = ⟨e, 0|ψ′

FQ(t)⟩ = C
′
LP (t)C

LP
e |LP ⟩ e−iωLP t + C

′
UP (t)C

UP
e |UP ⟩ e−iωUP t. (38)

Time-dependent pertubation theory can be again used to obtain an expression for first-order

coefficients, namely

C
′
UP (t) = i

E0

2

∫ t

−∞
⟨UP | µ̂ |g, 0⟩ · r̂

(
ei(ωUP−ωp)t + ei(ωUP+ωp)t

)
dt

C
′
LP (t) = i

E0

2

∫ t

−∞
⟨LP | µ̂ |g, 0⟩ · r̂

(
ei(ωLP−ωp)t + ei(ωLP+ωp)t

)
dt

(39)

where the same monochromatic field as in the semi-classical case (eq.29) has been used.
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Gi en the relations of eqs.36,39 and considering that the electric field direction (r̂) is aligned

with both the molecular and plasmonic transition dipoles, substitution of eq.39 into eq.38

upon sol ing the integrals leads to

C
′
e,FQ(t) =

E0

2

(∣∣CUP
e

∣∣2 |µ⃗e|+ CUP
e

(
CUP

p

)∗ |µ⃗p|
)( e−iωpt

ωUP − ωp
+

eiωpt

ωUP + ωp

)
+

E0

2

(∣∣CLP
e

∣∣2 |µ⃗e|+ CLP
e

(
CLP

p

)∗ |µ⃗p|
)( e−iωpt

ωLP − ωp
+

eiωpt

ωLP + ωp

)
.

(40)

Eq.40 can be further manipulated to obtain an expression more similar to the SC analogue.

Indeed, since we are in the weak-coupling limit (with δ = ωe−ωp > 0) time-independent per-

turbation theory can be used to obtain an approximate quantitati e expressions for C
UP/LP
e

and ωUP/LP , resulting in18

ωUP ≈ ωe +
g2

δ̃

ωLP ≈ ωp −
g2

δ̃

|UP ⟩ =
(
|e, 0⟩ − |g|

δ̃∗
|g, 1⟩

)
N

|LP ⟩ =
(
|g, 1⟩+ |g|

δ̃
|e, 0⟩

)
N

N =
1√

1 + g2

δ2+Γ2
p

(41)

where we ha e phenomenologically introduced ωp = ωp− iΓp and so δ̃ = δ+ iΓp to explicitly

reco er the damping rate of the plasmon mode in the FQ model, which also appears in the

SC expression of eq.33. Besides, to ease the notation we set gp = g (which is also real), and

gi en that the molecule-NP distance is large enough to ensure that only dipolar interactions

are rele ant, the coupling g can be explicitly expressed as

|g| = 2|µ⃗p||µ⃗e|
|r⃗ |3 (42)
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which is the dipolar coupling between two aligned dipoles. Since the two dipoles point in the

same direction, g < 0, and so the upper state |UP ⟩ of eq.41 features the minus combination.

Plugging the results of eq.41 into eq.40 leads to

C
′
e,FQ(t) =

E0

2
N

(
|µ⃗e| −

|g|
δ̃
|µ⃗p|
)(

e−iωpt

δ + g2

δ+iΓp

+
eiωpt

2ωp + δ +
g2

δ+iΓp

)
+

E0

2
N

(
g2

δ2 + Γ2
p

|µ⃗e|+
|g|
δ̃
|µ⃗p|
)(

e−iωpt

−iΓp − g2

δ+iΓp

+
eiωpt

2ωp − iΓp − g2

δ+iΓp

)
.

(43)

The expression of eq.43 can be further simplified considering that in the weak-coupling limit

we are dealing with, both conditions g << δ and g << Γp are satisfied, which implies that

2nd-order terms like g2

δ2+Γ2
p
≈ 0 can be safely neglected and N ≈ 1. It also follows that

δ + g2

δ+iΓp
≈ δ and −iΓp − g2

δ+iΓp
≈ −iΓp apply too, thus resulting in

C
′
e,FQ(t) =

E0

2

[(
|µ⃗e| −

g

δ̃
|µ⃗p|
)(
e−iωpt

δ
+
eiωpt

2ωp + δ

)
+
g

δ̃
|µ⃗p|

(
e−iωpt

−iΓp

+
eiωpt

2ωp − iΓp

)]
. (44)

Substituting the expressions of eqs.41-42 into eq.44 and grouping the corresponding rotating

(∝ e−iωpt) and counter-rotating field terms (∝ eiωpt), we end up with

C
′
e,FQ(t) =

E0

2

[( |µ⃗e|
δ

− 2|µ⃗p|2|µ⃗e|(δ − iΓp)

|r⃗ |3(δ2 + Γ2
p)δ

+
i2|µ⃗p|2|µ⃗e|(δ − iΓp)

|r⃗ |3(δ2 + Γ2
p)Γp

)
e−iωpt+

(
|µ⃗e|

2ωp + δ
− 2|µ⃗p|2|µ⃗e|

|r⃗ |3δ̃(2ωp + δ)
+

2|µ⃗p|2|µ⃗e|
|r⃗ |3δ̃(2ωp − iΓp)

)
eiωpt

] (45)

which after some simple algebraic manipulation leads to

C
′
e,FQ(t) =

E0|µ⃗e|
2

[(
1 +

2i|µ⃗p|2
|r⃗ |3Γp

)
e−iωpt

δ
+

(
1 +

2|µ⃗p|2
|r⃗ |3(2ωp − iΓp)

)
eiωpt

2ωp + δ

]
. (46)

Taking the squared modulus of eq.46 results in an expression for the molecular excited state
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population in the FQ picture, that is

|C ′
e,FQ(t)|2 =

E2
0 |µ⃗e|2
4

[(
1 +

4|µ⃗p|4
|r⃗ |6Γ2

p

)
1

δ2
+

(
1 +

4|µ⃗p|4
|r⃗ |6(4ω2p + Γ2

p)
+

8|µ⃗p|2ωp
|r⃗ |3(4ω2p + Γ2

p)

)
·

1

(2ωp + δ)2
+ 2Re

{
e−i2ωpt

(2ωp + δ)δ

(
1 +

2i|µ⃗p|2
|r⃗ |3Γp

+
2|µ⃗p|2

|r⃗ |3(2ωp + iΓp)
+

4i|µ⃗p|4
|r⃗ |6Γp(2ωp + iΓp)

)}]
.

(47)

The most dominant terms of the SC and FQ expressions (eqs. 33 and 47, respecti ely) are

those originating from the rotating-wa e terms of the incoming field, that is those terms that

stem from the field component ∝ e−iωpt. Therefore, retaining only those in the corresponding

expressions finally brings us to

|C ′
e,SC(t)|2 ≈

E2
0 |µ⃗e|2
4

(
1 +

4|µ⃗p|4
Γ2
p|r⃗ |6

− 4|µ⃗p|4
(4ω2p + Γ2

p)|r⃗ |6
+

8|µ⃗p|2ωp
(4ω2p + Γ2

p)|r⃗ |3
)

1

δ2

|C ′
e,FQ(t)|2 ≈

E2
0 |µ⃗e|2
4

(
1 +

4|µ⃗p|4
Γ2
p|r⃗ |6

)
1

δ2

(48)

which clearly shows that the small-yet-non-null discrepancy obser ed in the results of Fig.3

(main text) can be traced back to the anti-resonant term of the polarizability (eq.25) which

is responsible for the additional terms of |C ′
e,SC(t)|2 that are absent in |C ′

e,FQ(t)|2 in eq.48.

3.3 Comparison of SC and FQ models  nder resonance condition

In Fig.4 (main text) it is shown that when the molecular and plasmonic transitions are

resonant (δ = 0) the FQ and SC molecular excited state population profiles are always

perfectly superimposed regardless of the absolute  alue of ωp, which is something that can

not be easily understood by looking at the expressions of eq.48 deri ed abo e, since both

di erge in this limit. This feature can be actually rationalized considering a more general

model still rooted in time-dependent perturbation theory.
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In the FQ picture, the full system Hamiltonian in general terms reads

Ĥtot = Ĥ + V̂ (t) (49)

where Ĥ is the molecule-plasmon Hamiltonian and V̂ (t) = V̂ e−iωt + V̂ †eiωt is a monochro-

matic oscillatory perturbation of frequency ω. The shape of V̂ (t) guarantees that Ĥtot is

hermitian.19 Starting from eq.49 and considering the ground state |g⟩ and two molecular

and plasmon excited states |e⟩ , |p⟩, the full system wa efunction at time t can be repre-

sented as |ψ(t)⟩ = Cg(t) |g⟩ + Ce(t) |e⟩ + Cp(t) |p⟩ and usual time-dependent perturbation

theory leads to the following expressions for excited state coefficients,

iĊe = ωeCe +HepCp +
(
Vege

−iωt + V ∗
gee

iωt
)

iĊp = ωpCp +HpeCe +
(
Vpge

−iωt + V ∗
gpe

iωt
) (50)

where the shorthand notation ⟨e| Ĥ |e⟩ = ωe and ⟨e| Ĥ |p⟩ = Hep has been introduced for

con enience.

Gi en that the monochromatic perturbation has two separate resonant (∝ e−iωt) and anti-

resonant (∝ eiωt) terms, the molecular and plasmon coefficients can be partitioned accord-

ingly as

Ce(t) = Ce+e
−iωt + Ce−e

iωt

Cp(t) = Cp+e
−iωt + Cp−e

iωt

(51)

with Ce+ (Ce−) representing the resonant (anti-resonant) contribution to the molecular time-

dependent excited state coefficient Ce(t). The same goes for Cp(t).

Upon differentiation of eqs.51 and substitution into eqs.50, the following relations arise after

177



collecting resonant and anti-resonant terms,

Ce+ = −HepCp+ + Veg
ωe − ω

Ce− = −HepCp− + V ∗
ge

ωe + ω

Cp+ = −HpeCe+ + Vpg
ωp − ω

Cp− = −HpeCe− + V ∗
gp

ωp + ω

(52)

which interestingly show that resonant and anti-resonant molecular and plasmonic terms

do not mix in the FQ model. In other words, the resonant response of the plasmonic

system solely determines the resonant response of the molecule and the same goes for the

anti-resonant contribution. Eqs.52 can be made more explicit by recognizing that in the

in estigated case, where the molecular system is  ery far from the metallic surface, the

coupling matrix element Hep can be expressed in terms of plasmonic and molecular transition

dipoles (eq.42, SI 3.2), here renamed as µtrp = ⟨g| µ̂ |p⟩ , µtre = ⟨g| µ̂ |e⟩, thus resulting in

Ce+ = −Ap+ + Veg
ωe − ω

, Ap+ =
µtre µ

tr
p Cp+

r3

Ce− = −Ap− + V ∗
ge

ωe + ω
, Ap− =

µtre µ
tr
p Cp−

r3

Cp+ = −Ae+ + Vpg
ωp − ω

, Ae+ =
µtrp µ

tr
e Ce+

r3

Cp− = −Ae− + V ∗
gp

ωp + ω
, Ae− =

µtrp µ
tr
e Ce−

r3
.

(53)

The quantity that is analyzed in Fig.4 (main text), is the molecular excited state popu-

lation upon dri ing the system with a field resonant with the plasmon frequency (ω = ωp),

which can be computed by taking the squared modulus of the molecular coefficient Ce(t) of

eq.51. Gi en the expressions of eq.53 and that excitation is resonant with ω = ωp, Ce+, which

depends on the resonant plasmonic term Cp+, always dominate, e en when the molecular

and plasmonic transitions are not resonant i.e. δ = ωe − ωp ̸= 0, and so the anti-resonant
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terms Ce−, Cp− are always negligible.

On the other hand, in the SC picture the molecule is still described at quantum-mechanical

le el but the plasmonic object is classical. In this case the corresponding equations of motion

for the molecular and plasmonic systems become20

iĊe = ωeCe +
µpµ

tr
e

r3
+
(
Vege

−iωt + V ∗
gee

iωt
)

µ̈p + µpω
2
p = K

(µe
r3

+
(
V e−iωt + V ∗eiωt

)) (54)

where µp and µe correspond in the FQ picture to the oscillating first-order plasmonic and

molecular contributions to the expectation  alue of the dipole operator upon dri ing the

coupled system, namely

µp =
[
µtrp Cp+ + (µtrp )

∗C∗
p−
]
e−iωt +

[
µtrp Cp− + (µtrp )

∗C∗
p+

]
eiωt = µp+e

−iωt + µp−e
iωt

µe =
[
µtre Ce+ + (µtre )

∗C∗
e−
]
e−iωt +

[
µtre Ce− + (µtre )

∗C∗
e+

]
eiωt = µe+e

−iωt + µe−e
iωt.

(55)

Therefore, µpµtr
e

r3
of eq.54 represents the interaction of the molecular quantum system |e⟩ due

to the classical scattered field of the plasmonic dipole µp whose equation of motion is that

typical of an harmonic oscillator20 dri en by the external dri e and by the nearby oscillating

molecular dipole. The latter term is proportional to µe

r3
and is nothing but the scattered field

of dipole µe at the nanoparticle position. K is a numerical factor representing the squared

plasma frequency entering into the definition of the metal dielectric function (see ref.20 for

more details on the classical equation of motion).

Starting from eq.54 and by applying the same partitioning strategy of eq.51 to both Ce(t)
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and µp the following expressions come up

Ce+ = −Ap+ + Veg
ωe − ω

, Ap+ =
µtre µp+
r3

Ce− = −Ap− + V ∗
ge

ωe + ω
, Ap− =

µtre µp−
r3

µp+ = (Ae+ + V )
K

2ωp

(
1

ωp − ω
+

1

ωp + ω

)
, Ae+ =

µe+
r3

µp− = (Ae− + V ∗)
K

2ωp

(
1

ωp − ω
+

1

ωp + ω

)
, Ae− =

µe−
r3

(56)

with µe+ and µe− defined according to eq.55.

Interestingly, by comparing eqs.53,56 it can be obser ed that in the FQ model, Ce+, which

represents the most dominant contribution to the molecular excited state population upon

dri ing, solely depends on Cp+ which is ∝ (ωp−ω)−1, whereas in the SC picture Ce+ depends

on µp+ that is ∝ (ωp − ω)−1 + (ωp + ω)
−1. Recalling that external excitation is always

resonant with the plasmonic system (ω = ωp), it can be obser ed that under resonance

condition (δ = 0 and so ω = ωe = ωp) the most dominant contribution to Ce+ (and so

Ce), is numerically equally described by both models since it originates from the component

∝ (ωe −ω)−1(ωp −ω)−1 that is present in both cases, thus justifying why FQ and SC cur es

of Fig.4 (main text) under resonance conditions are always superimposed. In other words,

in this limit both models treat in the same way the most dominant contribution to the

molecular excited state population, which comes from the resonant terms, thus leading to

identical results.

On the other hand, when the plasmonic and molecular systems are not in resonance (δ ̸=

0) also the term ∝ (ωp + ω)
−1 contributing to Ce+ in the SC model and absent in the

corresponding FQ expression plays a small-yet-obser able role, as shown in Fig. 4 (main text).

Besides, under this condition also Ce− can be significant and this term enters differently in

the two cases. More specifically, in the FQ model (eqs.53) this contribution only depends

on the anti-resonant plasmonic response that is proportional to ∝ (ωp + ω)
−1, whereas in

the SC picture (eqs.56) Ce− depends on µp− that in turn has two contributions respecti ely
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proportional to ∝ (ωp − ω)−1 and ∝ (ωp + ω)
−1. The first of these two terms, which is absent

in the corresponding FQ expression, is numerically non-negligible because external dri ing is

always resonant with the plasmon frequency, thus constituting an additional plausible source

of discrepancy when δ ̸= 0.

4 Scaling NP plasmonic q antities

In the case of a plasmonic NP described by a Drude-Lorentz (DL) dielectric function model,

the NP quantization scheme that has been detailed pre iously6 leads to the following ex-

pressions for plasmon mode frequencies ωp and corresponding quantize surface charges qpj,

ω2p = ω
2
0 +

(
1 +

λp
2π

)
Ω2

plasma

2

qpj ∝
√
ω2p − ω20
2ωp

(57)

where λp is the pth eigen alue of the NP-PCM diagonalized response function,6 ω0 is the

frequency of DL bound oscillator and Ωplasma is the metal plasma frequency, as defined in

eq.2 (SI 1.1).

Starting from eq.57 it can be shown that for a gi en λp the corresponding plasmon frequency

ωp can be scaled n-times, with n being a positi e integer, while keeping the  alue of qpj

constant if ω0 and Ωplasma are respecti ely multiplied by two real numbers a and b, such that

a2 =

(
ω2p
ω20

(n− 1) + 1

)
n

b2 = n .

(58)

Indeed, upon substituting ω0 → aω0 and Ωplasma → √
nΩplasma in eq.57 with a,b satisfying
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the conditions of eq.58 it follows that

a2ω20 +

(
1 +

λp
2π

)
b2Ω2

plasma

2
= n2ω2p

qpj ∝
√
ω2p − ω20
2ωp

=

√
n2ω2p − a2ω20

2nωp

(59)

where the last equality can be easily pro ed to be true using the relations of eq.58.

Eq.59 shows that with such a,b scaling parameters the plasmon mode frequency is scaled

n-times while the corresponding quantized charge does not  ary, thus enabling us to per-

form multiple simulations (Fig.4, main text) where the absolute  alue of ωp is progressi ely

increased while keeping all the other plasmonic quantities of eq.48 fixed.
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Conclusions and outlook

This PhD thesis aimed at shining light on the complex and rich physico-chemical properties
arising from coupling molecules with plasmonic nanostructures, thus placing itself in the field
of Molecular Plasmonics. The focus of the overall work has been on investigating the impact
of plasmonic effects on molecular excited state phenomena, such as molecular light absorption
and emission, energy transfer, and plexciton properties and dynamics. This has been done by
employing state of the art theoretical modelling, combining quantum chemistry description of
target molecular systems with classical or quantum treatment of plasmonic structures, the latter
modelled as homogeneous polarizable objects of arbitrary shape.

Each reported chapter features either applications of previously developed theoretical meth-
ods to hybrid molecular-plasmonic systems of scientific relevance or new methods development
that were needed to make preceding approaches more versatile and complete. There is a well-
defined line connecting the various chapters which is intimately connected to the thesis aim, that
is, applying and developing theoretical tools to explore light-matter interactions in molecular-
plasmonic systems under different scenarios, moving from simplified single-molecule pictures to
more complex interaction regimes.

The thesis begins with an investigation of one molecule interacting with a classically-described
plasmonic nanostructure. In this first chapter tip-enhanced photoluminescence experiments on
single-molecules are addressed by means of the PCM-NP theory. It is shown that geometrical
features of usual STM tips employed for such kind of experiments drastically affect the spatial
distribution and frequency dependence of the local field acting on the molecule, thus revealing
the physical reasons why TEPL imaging is heavily influenced by the characteristics of plasmonic
tips usually employed in experiments.

Moving from chapter 1 to chapter 2, one additional molecule comes into play, while a
classically-described plasmonic STM tip is still present. By doing so, the molecular complexity
of the system being investigated is pushed further and new excited state phenomena can be
investigated, like molecular energy transfer. In this chapter, building on the theoretical mod-
elling of TEPL experiments presented in chapter 1, the role of the plasmonic system in mediating
molecular energy transfer is assessed. It is disclosed that common rules widely used in the energy
transfer community to distinguish between Förster and Dexter mechanisms of energy transfer, i.e.
exponential vs d−6 decay, are no longer appropriate due to the relevance of nanoscale plasmonic
effects taking place in such STM junctions. Comparison with state of the art experiments on the
same target system shows that the efficiency of energy transfer between a donor-acceptor pair
nearby a plasmonic STM tip can exhibit an exponential decay trend even if plasmon-mediated
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classical electromagnetic effects are solely considered, and so without resorting to quantum over-
lap of donor-acceptor wavefunctions. The latter condition is usually expected to be responsible
for such steep decays in standard Dexter-like energy transfer among bare molecules.

From chapter 3 onwards, the complexity of the system being investigated is not only increased
by acting on the molecular side, but also the plasmonic description changes, moving from a
classical treatment of the metallic system to a fully quantum one, thus focusing on strongly-
coupled molecular-plasmon nanosystems. In this regard, chapter 3 features a methodological
development to include multimode effects in ab initio single mode QED theories by devising an
effective mode approach that is applied to the QED-CC method. It is shown that effective mode
QED-CC significantly improves upon the original single-mode QED-CC theory when multimode
effects are relevant and non-negligible, approaching exact QED-FCI results while retaining the
same computational scaling of single-mode QED-CC.

In chapter 4 collective strong-coupling is addressed by combining theory and experiments.
More specifically, the focus of this chapter is on investigating the ultrafast dynamics of plexciton
states arising from a collection of merocyanine molecules strongly-coupled to plasmonic alu-
minum nanoellipses. To this end, a quantum model of the coupled system is devised and applied
to simulate the ultrafast transient response upon optical pumping. A synergistic comparison be-
tween theoretical simulations and pump-probe experiments reveals that the collective plexciton
state that is formed as a result of initial optical excitation quickly collapses to a purely molecular
excited state because of plasmon dephasing, happening on a fs timescale. The transient dynamics
that is probed by the time-delayed optical probe pulses is indeed ascribed to an intramolecular
dynamics of purely molecular excited state whose relaxation decay is accelerated due to the
interaction with the plasmonic local field. The observed strong impact of plasmonic losses on
plexcitons’ lifetime raises serious questions about the use of plasmon-molecule strong-coupling
towards controlling photochemical reactions.

Finally, in the last chapter of this thesis a direct comparison between full-quantum and semi-
classical modelling of plexcitonic systems is reported, thus pinpointing fundamental differences
between the two descriptions in modelling hybrid molecular-plasmonic systems under different
interaction regimes. The semiclassical theory, which was employed in the first two chapters, is
here directly compared with the full-quantum one, the latter scheme being closely connected to
chapters 3 and 4. On the one hand, it is shown that under high-intensity driving fields, going
beyond the linear regime, the semiclassical theory fails to reproduce the correct behaviour of
some important system’s physical quantities, such as the molecular excited state population upon
driving. On the other, even within the linear regime, where the two approaches are expected
to yield comparable results, it is revealed that a subtle-yet-observable difference arises, thus
highlighting a fundamental discrepancy in the way plasmon-molecular interactions are described
in the two cases.

The work that has been carried out during this thesis has set the stage for further investiga-
tions in the Molecular Plasmonics field, spanning different excited state phenomena and coupling
regimes. As future perspectives, there are surely two direct follow-ups. On the one hand, the
methods and computational schemes that have been tested and developed in this thesis could
be used to probe other promising and exciting applications, such as plasmon-mediated chirality,
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which is nowadays attracting so much scientific attention that is even emerging as a standalone
research field, usually referred to as "Chiral Plasmonics" [1–4]. Clearly, the possibility of using
plasmonic systems to boost chirality at the nanoscale could lead to a vast range of useful ap-
plications, ranging from sensing, enantiomer discrimination and enantioselective catalysis, just
to name a few. On the other hand, the plasmonic quantization scheme that has been employed
throughout this thesis essentially relies on a simple Drude-Lorentz model for the metal dielec-
tric response, which is sometimes unable to capture the full features of real materials dielectric
functions, especially when multiple interband transitions kick in[5]. Therefore, a more complete
quantization scheme to overcome such limitation is desirable. To this end, a valuable starting
point consists in modelling real metals dielectric functions, which are experimentally measured,
with a fitted function built as a sum of Drude-Lorentz oscillators, defining what has been named
"generic dielectric function" approach[6]. Up to now, this method has only been applied to
model the classical response of plasmonic systems, therefore its extension to quantum models is
desirable.
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