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Abstract

A picture is worth a thousand words, the adage reads. However, pictures cannot re-
place words in terms of their ability to e�ciently convey clear (mostly) unambiguous
and concise knowledge. Images and text, indeed reveal di↵erent and complementary
information that, if combined will result in more information than the sum of that
contained in a single media. The combination of visual and textual information can
be obtained by linking the entities mentioned in the text with those shown in the pic-
tures. To further integrate this with the agent’s background knowledge, an additional
step is necessary. That is, either finding the entities in the agent knowledge base
that correspond to those mentioned in the text or shown in the picture or, extending
the knowledge base with the newly discovered entities. We call this complex task
Visual-Textual-Knowledge Entity Linking (VTKEL). In this thesis, after providing
a precise definition of the VTKEL task, we present two datasets called VTKEL1k*
and VTKEL30k. These datasets consisting of images and corresponding captions,
in which the image and textual mentions are both annotated with the corresponding
entities typed according to the YAGO ontology. The datasets can be used for training
and evaluating algorithms of the VTKEL task. Successively, we developed a base-
line algorithm called VT-LinKEr (Visual-Textual-Knowledge Entity Linker) for
the solution of the VTKEL task. We evaluated the performances of VT-LinKEr
on both datasets. We also developed a supervised algorithm called ViTKan (Visual-
Textual-Knowledge Alignment Network). We trained the ViTKan algorithm using
features data of the VTKEL1k* dataset. The experimental results of ViTKan on
VTKEL1k* and VTKEL30k datasets improved the accuracy with respect to the base-
line.
Keywords: AI, NLP, Computer Vision, Machine Learning, Knowledge Represen-
tation, Semantic Web, Entity recognition and linking.
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Chapter 1

Introduction

The universe of digital data is huge and a large amount of this data consists of
multimedia data. A major portion of the multimedia data is available in the form
of images and some text which described the contents of the image called image
caption. On a daily basis, this digital data is growing exponentially and in the
future after the implementation of 5G technology[1], these trends will be double.
Thousands of news organizations are publishing their content on social networks,
websites, repositories, hard drives, and other media. Approximately 95% of these
news contents are in the form of some images and text, which describes the news
(story) about war, pandemic, accident, technology, weather, sports, etc.,. This big
amount of data (i.e. pictures with textual descriptions) conveys a huge quantity of
information. Given a portion of news, which consists of a picture and some text,
for human its take less time to understand, because most of the time human know
the contents of images and text from their background knowledge. However, for
the machines, it’s a twofold challenging problem. In the first aspect, the machine
should understand what is shown in the image and what is described in the textual
part. While in the second aspect, the machine will interpret and understand the
background knowledge of image and textual contents.

To process, this huge amount of multimedia data, we need automatic tools that
analyze and extract the visual and textual portion of a document, with their back-
ground knowledge in an e↵ective and e�cient way. These tools, which based on
artificial intelligence techniques will solve the tasks in the domain of vision and
language more e�ciently.

Understanding the contents of documents composed of images and text is an
important task, which jointly described one particular topic. With the growing
maturity and reliability of Natural Language Processing (NLP) and Computer Vi-
sion (CV) technologies have set the basis for deploying them in many products and
real-world applications. However, the independent processing of the textual and
visual part of a document is not su�cient to fully understand its content. We need
a more integrated process. While focusing on the pictorial and textual parts of a
document, it mostly consists of entities, which provide complementary information
about them. For instance, in a news about a car accident, the text may mention the
brand and model of the car involved in the accident as well as the name of the driver,
while the picture may reveal the car brand and model as well, but also the car color
and its status after the accident. Redundant information between text and images
(c.f., the car brand, and model) enables matching the visual and textual mentions
(i.e., portion of image or spans of text denoting some entities or facts) of the same
entity (c.f., the car). Matching mentions, in turn, allows joining the complemen-
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6 CHAPTER 1. INTRODUCTION

tary information (c.f., name of the driver, car color, and status after the accident)
contributed independently by the two media. Furthermore, this information is usu-
ally interpreted by human agents also in the light of some background knowledge.
This background knowledge, typically operationalized in terms of a knowledge base
(=T-box + A-box), actually plays a double role: on the one side it is used as input
for processing and understanding the content of the document; and, on the other
side it is augmented with the additional knowledge resulting from the interpretation
of the document, i.e., new facts contained in the document about entities either
already present or to be added in the background knowledge base. We call this task
Visual-Textual-Knowledge Entity Linking (VTKEL). More precisely, the VTKEL
task aims at detecting and linking the maximum visual and textual portions of a
document that refer to the same or individual entities of the document, a.k.a. entity
mentions, with the corresponding entity (or a newly created one) in a knowledge
base.

Given a document, composed of image and text, VTKEL is a complex task,
which can be solved by using start-of-the-art tools in NLP, CV, and Knowledge
Representation & Reasoning (KRR) communities. The VTKEL task can be ana-
lyzed and solved in di↵erent phases, where each phase described the interpretation
of image, text, and ontological resource.

First Phase: This phase analyzed the contents of the image and text. The first
task is to discovered (and analyzed) the objects (with their labels of classifica-
tion) in the image. Moreover, it is possible to discover some attributes of the
localized objects, such as, the shape, color, age, and gender (if the object is
a person), etc. in this way, there is also the possibility to know what are the
objects and where they exist in the image. Analysis of this portion is called
object detection and localization of detected objects within bounding boxes (a
rectangle around the object). In the second task, we have to analyze the tex-
tual part of the document for entity recognition and localization in the text.
To solve this task, we have to process the given text with the help of a tool
based on NLP techniques for entity recognition and classification.

Second Phase: The detected bounding box is called visual mention and the
corresponding object, which is the instance of the class label, is called visual
entity. The textual portion which consists of a noun (or more than one noun),
is called noun-phrase, (e.g. “a man in a white shirt”, consists of two nouns,
man and shirt) and their corresponding instances are called textual-mentions.
After, visual and textual entity recognition and classification, the next task is
to link them with the classes in the knowledge base called entity linking [2, 3].

Third Phase: In this phase, we have to make the alignment between visual and
textual entity mentions. For this task, we have to exploit the class/sub-class
hierarchy between the classes in the knowledge base. Let TE and V E be the set
of textual and visual entities (te & ve) that are mentioned in a visual-textual
document, and that is present in the knowledge base with a given type. The
coreference task has the objective of finding the coreference relation (CR) [4]:
CR ✓ V E ⇥ TE such that the following consistent properties hold:

1. For every ve 2 V E there is at least one hve, tei 2 CR;

2. For every ve 2 V E there is at most one hve, tei 2 CR;
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3. If hce, vei (ce is the coreference entity) and ve and te are of type Cv and
Ct respectively then either Cv v Ct or Ct v Ce holds in the knowledge
base.

The VTKEL task and its solution enable a set of important applications in the
area of multimedia indexing, retrieval, and vision-language tasks. Here, we enlist
some of the examples:

Information Extraction from Multimedia Systems:
A structured description of an image and text contents allows the retrieval
of a given query (i.e. noun-phrase grounding or phrase-localization [5]) from
visual and textual mentions. With the help of background knowledge, the
system can process that query more intelligently. For example, in a forensic
system, a textual structured query can retrieve all the people images (with
their bounding boxes/visual mentions) having ”weapon in their hand” from
the documents automatically.

Visual Question Answering (VQA):
To help a blind and visually impaired user, a VQA system could provide infor-
mation about an image on the web or social media. For example, ”Are there
any human?”, ”how many players are in the image excluding the referee?”, ”Is
it raining?” etc.. can be solved by the VQA system.

Visual Dialogue System:
In the Visual Dialog (VD) system, an AI agent is responsible to answers a multi-
round of questions about an image (visual-contents) from humans in natural
(conversational) language. The VD system is addressing both the VQA and
how to infer the co-reference between questions and the dialog history. For
example, ”How many lamps are in the table?”, ”Are they on or o↵?”, ”What
is the color of the left lamp?” etc.,.

Image Captioning:
Image captioning is the process of passing an image to an AI agent to automat-
ically generate the natural language description of that image. It connects the
CV and NLP tools and approaches to solve the task of image captioning. In
this task, the AI agent extracts the visual features, detect visual concepts (ob-
jects, regions, attribute, events, etc.), and in the final stage generates natural
language sentences for the description of a given image.

Robotics:
A robot moving in an environment interact with di↵erent objects and scene,
enforce him to perform a set of actions. By injecting the contextual plus
structural (Ontological) knowledge, the robot can perform these actions in a
more intelligent way. For example, ”a can of coke” (i.e. cold drink tin) on the
table can be grasped avoiding ”the cup of tea” (warm drink).

Complex Image and Textual Querying:
The structured image and textual information with background knowledge can
be converted to Resource Description Framework (RDF) graph [6]. This will
enable us to perform structured queries on both images and text by utilizing
Semantic Web languages, such as SPARQL [7]. The semantic base query can
process a complex scenario, which consists of more than one query in an appro-
priate and e�cient way. For example, retrieve those images showing “a person
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with German-shepherd during the hiking”. In this query, the challenge is not
just to predict a person and a dog, but also the “hilly area” showing trees and
mountains.

The aim of this Ph.D. thesis is to develop novel datasets and algorithms to solve
the problem of the VTKEL. The solution of the VTKEL problem closed the loop
between the scientific community of CV, NLP, and KRR. However, the VTKEL
problem becomes challenging in some aspects:

Datasets: Recently the scientific community of NLP and CV devoted a reason-
able e↵ort in investigating the interaction and integration of text and image
processing. However, there is not a single dataset that combines, NLP, and CV
with KRR. The development of those datasets, which stored the annotations
of visual, textual, and knowledge-base contents is one of the big challenges.

Hybrid Domain: The visual and textual entity-mentions can be represented in
semantic, knowledge, and numeric features. The semantic features of visual
and textual entities are (i) the labels describing the types of objects, for exam-
ple, “person”, “car” and “dog”, (ii) the image region for objects (localization),
and portion in the text for the noun-phrase. The knowledge-based features can
be (i) class-hierarchy (i.e. subclass or superclass), (ii) entity gloss (i.e. descrip-
tion of entity mention), or (iii) synonyms of visual and textual entity mentions.
The numeric features can be, (i) the bounding box coordinates of objects, (ii)
the visual-features extracted with the help of CV techniques, (iii) the location
(in characters) of the textual entity in the sentence, or (iv) embedding [8] of
textual entity mentions.

Multimodal Domain: Processing a document consists of images and text [5, 9]
in di↵erent domains (e.g. news, social media, image-captioning, etc.) is a
challenging task for machines. Moreover, the visual data and their features
are di↵erent from the textual part. If we add the knowledge base (Ontolog-
ical) to the visual and textual parts, the problem becomes more challenging,
but in return provides the possibility to utilized huge structured background
knowledge [2, 10, 11].

Ambiguity: The entities shown in images and described in the text and their
relationships with each other make events (scenario) [12]. Sometimes it is
di�cult for a machine to fully understand that scenario. For example, in a
picture, if a person is with a dog and in the background there is also a Llama
(Lama). Most of the time the CV tool predicts Lama with horse and some time
with sheep. Similarly, in the text “A woman holds a man’s arm at a formal
event”, the machine sometimes predicts “arm” with weapon class instead of a
human limb.

1.1 Contributions

The main contributions of this thesis are as follows:

C1 - The VTKEL task: We introduce a complex and novel task called VTKEL,
which aims are linking the maximum visual and textual portions of a docu-
ment that refer to the same individual entity a.k.a entity-mentions, with the
corresponding entity (or a newly created one) in a knowledge base.
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C2 - The VTKEL datasets: The second contribution of this thesis is the as-
sembling of ground-truth datasets for the VTKEL task. We developed two
datasets called VTKEL1k*1 and VTKEL30k2. These datasets can be used for
the training and evaluations of algorithms to solve the VTKEL problem.

C3 - The VT-LinKEr (baseline) algorithm: The third contribution of this
thesis is the development of an unsupervised algorithm called VT-LinKEr
(Visual-Textual-Knowledge-Entity Linker). The VT-LinKEr algorithm solv-
ing the VTKEL task by combining state-of-the-art NLP, CV, and Ontological
reasoning tools and techniques.

C4 - The ViTKan algorithm: The fourth contribution of this thesis is the
development of a supervised algorithm called ViTKan. This algorithm solves
the task of VTKEL with great accuracy.

1.2 Structure of the Thesis

The roadmap of the thesis is structured as follows:

Chapter 2: This chapter provides the definition of research problem in details.

Chapter 3: This chapter provides state-of-the-arts literatures and approaches
used in this Ph.D. thesis.

Chapter 4: This chapter provides background of the state-of-the-art tools in
the scientific communities of CV, NLP and KRR: including Flickr30k entity
dataset[5], Knowledge-base (YAGO)[13], PIKES[14], Keras-RetinaNet[15], and
VGG16[16].

Chapter 5: This chapter provides the VTKEL datasets, their development, repre-
sentation, and evaluations. This chapter represents Contribution C1 and C2.
We have published the results of this chapter in the proceedings of the 35th an-
nual ACM Symposium on Applied Computing(SAC2020) (Semantic Web, and
applications track)[17].

Chapter 6: This chapter represents the introduction of VT-LinKEr algorithm,
their experiments, and evaluations in details. The Contributions C3 are repre-
sented in this chapter. We have published the scientific results of this chapter in
the 24th European Conference on Artificial Intelligence (ECAI2020), the 14th
IEEE International Conference on Semantic Computing (IEEE-ICSC2020),
and the 25th International Conference on Natural Language & Information
Systems (NLDB2020).

Chapter 7: In this chapter, we described ViTKan algorithm in details. This
chapter represents Contribution C4. We have submitted the scientific results
of this chapter with Contribution C1, C2, C3 at the scientific Journal of Data
and Knowledge Engineering (March 2021).

Chapter 8: This chapter provides the conclusion of Ph.D. thesis. This chap-
ter also provides some possible futures research directions, strong points, and
limitations of this thesis.

1This gold-standard dataset consists of 1000 documents.
2This big dataset consists of more than 30k documents.
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1.3 Publication Note

The publications which comprise this Ph.D. thesis are listed below:

Shahi Dost, Luciano Serafini, Marco Rospocher, Lamberto Ballan, and Alessan-
dro Sperduti. ”VTKEL: a resource for visual-textual-knowledge entity link-
ing.” In the Proceedings of the 35th Annual ACM Symposium on Applied Com-
puting, SAC 2020, Brno, Czech Republic, March 30 – April 3, 2020, pages
2021-2028. ACM, 2020. [17]

Shahi Dost, Luciano Serafini, Marco Rospocher, Lamberto Ballan, and Alessan-
dro Sperduti. ”VT-LINKER: Visual-Textual-Knowledge-Entity Linker.” In
24th European Conference on Artificial Intelligence (ECAI), Santiago de Com-
postela, Spain, August 29 – September 5, 2020, pages 234-235. 2020. [18]

Shahi Dost, Luciano Serafini, Marco Rospocher, Lamberto Ballan, and Alessan-
dro Sperduti. ”On Visual-Textual-Knowledge Entity Linking.” In IEEE 14th
International Conference on Semantic Computing (ICSC), San Diego, Califor-
nia, USA, February 3-5, 2020, pages 190-193. IEEE, 2020. [19]

Shahi Dost, Luciano Serafini, Marco Rospocher, Lamberto Ballan, and Alessan-
dro Sperduti. ”Jointly linking visual and textual entity mentions with back-
ground knowledge.” In 25th International Conference on Natural Language &
Information Systems (NLDB), DFKI Saarbrücken, Germany, June 24 – 26
September 5, 2020, pages 234-235. Springer Nature, 2020. [20]

Shahi Dost, Luciano Serafini, and Alessandro Sperduti. “Semantic Interpre-
tation of Image and Text”. In the Proceedings of the Doctoral Consortium
(DC) co-located with the 17th Conference of the Italian Association for Artifi-
cial Intelligence (AI*IA 2018), Trento, Italy, November 20-23, 2018., volume
2249 of CEUR Workshop Proceedings, pages 48-53 (CEUR-WS.org, 2018).
[21]

Shahi Dost, Luciano Serafini, Marco Rospocher, Lamberto Ballan, and Alessan-
dro Sperduti. ”ViTKan: A supervised algorithm for visual-textual knowledge
entity alignment and linking. ”Journal of the Data & Knowledge Engineer-
ing”. [22].

1.4 Artifacts

The main artifacts supporting this thesis are listed below:

A1 The VTKEL datasets for 300, 1000 and 30K+ documents are available online
at: VTKEL1, VTKEL2, VTKEL3 respectively.

A2 The source code for the paper in [17] is available at: https://github.com/

shahidost/VTKEL

A3 The source code for the papers in [19],[20],[21] is available at: https://github.
com/shahidost/Baseline4VTKEL

1https://bit.ly/2Bxu5mU
2https://bit.ly/3etlbWq
3https://bit.ly/2Bxu5mU

https://github.com/shahidost/VTKEL
https://github.com/shahidost/VTKEL
https://github.com/shahidost/Baseline4VTKEL
https://github.com/shahidost/Baseline4VTKEL
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A4 A source code for the paper in [22] is available at:https://github.com/shahidost/
VTKEL-KENN

https://github.com/shahidost/VTKEL-KENN
https://github.com/shahidost/VTKEL-KENN
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Chapter 2

The Problem

In this thesis, we are interested to understand the contents of a document composed
of an image and text. The visual part of the document consists of objects and
the textual part described these objects and their relationship (visual contents)
in natural language. We need to develop an artificial agent that involved cross-
modal learning from image and text data and predicts the objects (i.e. visual entity
mentions) shown in the image and parallelly recognized the textual entities mentions
described in the text. After recognizing the visual and textual entity mentions, the
agent will link them to its background knowledge by using the knowledge-bases (e.g.
DBpedia [23], YAGO [13] etc.,).

Visual-Textual-Knowledge Entity Linking (VTKEL) is the task of taking in input
a document composed of an image and text1. More precisely, a document d is a pair
hdt, dii, where dt is a text in natural language represented as a string of characters
and di is an image, represented as a 3-channel (w ⇥ h)-matrix. Notice that, for
the sake of simplicity, we ignore all the structural information about the document,
e.g. the relative position of the image w.r.t. the text, the explicit references to the
figures, etc. If e is an entity of the domain of discourse in a document d, for example
a specific car or a person, a textual mention of e in d is a portion of the text dt

that refers to the entity e. Such a mention can be identified by an interval hl, ri
with 0  l < r  len(dt), corresponding to the characters (in dt) of the mention.
Analogously, a visual mention of an entity e is a region of the picture di that shows
(a characterising part of) the entity e. E.g., the region of a picture that shows the
(face of a) person is a visual mention of that person. If we restrict to rectangular
regions (a.k.a. bounding boxes) a visual mention can be represented by a bounding
box encoded by four integers hx, y, x+ w, y + hi with 0  x, x+w  width(di) and
0  y, y + h  height(di), where hx, yi represents the position of the pixel in the
top left corner of the bounding box, and w, h represent the width and height of the
bounding box (in pixels).

A logic-based Knowledge-base 2 is a logical theory that states attributes and
relations about a set of entities, called the domain, using a logical language. In
description logics, a knowledge-base is composed of a T-box and an A-box. The
T-box contains a set of axioms of the form C v D and R v S, for some concept
expressions C and D and relations R and S stating that C is a sub-class of D (R
is a sub-relation of S). The A-box contains assertions of the form C(e) (the entity

1For the sake of simplicity, we consider only documents that contain one single picture. The exten-
sion to multiple pictures, though intuitive, presents additional challenges that are out of the scope of this
thesis

2
https://en.wikipedia.org/wiki/Knowledge_base
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e is of type C) and R(e, f) (the pair of entities he, fi are in relation R) where e

and f are entities of the Knowledge-base and C and R are concept and role ex-
pressions respectively. The entities of a knowledge-base are constant symbols that
explicitly occur in some axiom of the T-box or assertion of the A-box. For in-
stance, the T-box may contain the knowledge that every car has a manufacturer
and that a manufacturer is a company. This knowledge can be formalized by the
axioms Car v 9 hasManufacturer.Manufacturer and Manufacturer v Company, where
Car, Manufacturer, and Company are concept names and hasManufacturer is a relation
(or role). The A-box may contain the knowledge that a specific car (an entity), say
car22, is a BMW and that BMW is a Manufacturer. This is formalized by the asser-
tional axioms Car(car22), hasManufacturer(car22,BMW), and Manufacturer(BMW).

Problem 1 (VTKEL). Given a document d composed of a text dt and an image
di and a Knowledge-base K, V TKEL is the problem of detecting all the entities
mentioned in dt and shown in di, and linking them to the corresponding named
entities in K, if they are present, or linking them to new entities, extending the
A-box of K with its type assertion(s), i.e. adding C(enew) for each new entity e

new

of type C mentioned in d.

Example 1. To understand the VTKEL problem in details, consider the docu-
ment shown in Figure 2.1, which is composed of one picture and two short sen-
tences (image captions) in natural language. In Figure 2.1, one can find four visual
mentions, shown in colored rectangles in the picture, and five3 textual mentions,
colored in the text. One could find many visual mentions in the picture (e.g.,
grass, white-line, t-shirt etc.) but suppose we are only interested in the mentions
of certain types. Let us consider a Knowledge-base (e.g., YAGO [13]) that con-
tains knowledge about the named entities eplayer, ewoman, ecourt, eball and eracket for
”Player”, ”Woman”, ”Court”, ”Ball” and ”Racket” respectively, with the corre-
sponding types person(eplayer), person(ewoman), location(ecourt), artifact(eball), and
artifact(eracket). Let us suppose that the Knowledge-base contains also the con-
cepts woman, and ball, and we want to describe these mentioned concepts. The
visual (blue box) and textual (blue text) mentions of a woman refer to the same
entity, and they should be linked together and typed (using rdf:Type) according to
the YAGO class Woman1107874704. The visual mention of player should be typed
according to the YAGO class Player1104398515. The textual mentions woman

and player (blue text) are refer to the same visual mention person (blue box) be-
cause woman and player are the rdfs:subClassOf person in the Knowledge-base
YAGO. For the instance, if there are two women showing in the picture, we will as-
sign woman

1 and woman
2 to di↵erentiate them and type the visual mentions with

YAGO class Woman110787470. The textual mention court (yellow text) and visual
mention location (yellow box) are related entity and they are typed with YAGO
class PlayingF ield108570758 6. The remaining visual and textual mentions should
be linked to entities with the corresponding YAGO type i.e., we should add the
assertion ball and reacket to Ball102778669 7 and Racket104039381 8 respectively.

3From the syntactic analysis of the noun phrase, for the instance we are only considering the head
of the noun-phrase. For example, in “the group of people”, the head of the noun-phrase is “group” while
“people” is a modifier.

4The URI http://dbpedia.org/class/yago/Woman110787470 stored all the background knowledge
of class Woman110787470 from YAGO ontology in structured (RDF) graph.

5
http://dbpedia.org/class/yago/Player110439851

6
http://dbpedia.org/class/yago/PlayingField108570758

7
http://dbpedia.org/class/yago/Ball102778669

8
http://dbpedia.org/class/yago/Racket104039381

http://dbpedia.org/class/yago/Woman110787470
http://dbpedia.org/class/yago/Player110439851
http://dbpedia.org/class/yago/PlayingField108570758
http://dbpedia.org/class/yago/Ball102778669
http://dbpedia.org/class/yago/Racket104039381
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1. A young woman on a tennis court with a

ball coming from behind her.

2. A female tennis player casually swinging

her tennis racket .

entity

location
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person

womanplayer

artifact

racket ball
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sub class of
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Figure 2.1: The picture shows the output of the VTKEL task, which takes in input a
picture with related text and an ontology. The output consists in a set of visual men-
tions (c.f. the bounding boxes in the image) and textual mentions (c.f. the highlighted
words in the sentences), corresponding to the mentioned entities (in this case: a ball, a
woman, the tennis court and a racket), and the extension (or alignment) of the ontology
with entities of the correct (most specific) type.

The VTKEL is a complex task that requires the solution of a set of well-studied
elementary tasks in CV, NLP, and KRR. In particular, the following are the key
subtasks of VTKEL:

1. The named entity recognition and classification (i.e. typing) in texts [24];

2. Visual Objects detection and classification in images [25];

3. Textual co-reference resolution9 [26];

4. Linking textual entity to the Knowledge-base(Ontology) [2];

5. Linking visual entity to the Knowledge-base(Ontology) [27, 28];

6. Visual and textual co-reference resolution [29, 30, 31].

In the recent literature, a number of approaches focusing on one specific task, or
a subset of the VTKEL tasks can be found. However, it is well-established in many
areas of NLP and CV (see chapter 3) that there is a clear advantage in solving
complex tasks in a collective/joint manner, rather than combining the results of
task-specific tools used as a black-box. It is indeed clear that, the relation among
the appearance of an entity in an image, its associated linguistic properties within

9The co-reference here means that when two or more expressions in a text refer to the same per-
son or thing (i.e. they have the same referent), e.g. David said he would become pilot ; the proper noun
David and the pronoun he refers to the same person, namely David.



16 CHAPTER 2. THE PROBLEM

the text, and the semantic/axiomatic knowledge contained in the Knowledge-base,
can jointly contribute to the solution of the complex task altogether.

We are particularly interested in this Ph.D. thesis, to develop a dataset (chapter
5) which is annotated with all the ground-truth data needed for the VTKEL problem.
A baseline algorithm (chapter 6) to solve the problem of VTKEL by using state-
of-the-art tools and techniques in the community of CV, NLP, and KRR. In the
end, we want to solve the VTKEL problem by using supervised techniques (i.e.
artificial-neural-network model) (chapter 7).
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Chapter 3

State of the Art

The previous chapter defines the problem of Visual-Textual-Knowledge Entity Link-
ing (VTKEL) in detail. In this chapter, we described the state-of-the-art methods
and techniques used in this thesis and to accomplished the challenging tasks. We
also described some of the approaches that are related to VTKEL problem, dataset,
baseline algorithm (VT-LinKEr), and the ViTKan model, separately in chapter
4, 5, 6, and 7 respectively.

3.1 Vision and Language Integration

There are several approaches and datasets that combined text and images (multi-
modal), however, none of them have the three components that are vision, language,
and knowledge necessary for the VTKEL task. A review of language and vision
datasets are presented by Francis et al. [32]. They categorized these datasets with
respect to the tasks on image to language and vice-versa. VisualGenome [33] is an
extremely large dataset that contains pictures in which objects are annotated with
their types, attributes, and relationships. Annotations are mapped to WordNet1

synsets. Objects can also be annotated with a short sentence that describes some
qualitative property of the object. E.g., ”The girl is feeding the elephant” or ”a
handle of bananas”. However, there is no alignment between the objects mentioned
in these phrases and the objects shown in the picture. E.g., there is no bound-
ing box for the object ”bananas” or ”elephant”. The Visual Relationship Dataset
(VRD) [12] is a dataset of images annotated with bounding boxes around key ob-
jects. Furthermore, VRD contains annotations about relationships between objects
in the form of triplets hobject type, relation, subject typei describing the scene. Ex-
amples of annotations are hman, riding, bicyclei and hcar, on, roadi. However, these
annotations are not aligned to any knowledge base.

TheMicrosoft COCO dataset [34] contains pictures associated with five captions.
They are annotated with object regions of any shape (not simple bounding boxes)
and each region is assigned with an object type. This dataset does not contain any
information about the relation between object regions, and the relation between
regions and mentions in the captions. Conceptual Captions [35, 36] is a recently
introduced dataset that has been developed for automatic image caption genera-
tion. It contains one order of magnitude more items than Microsoft COCO. It is
a realistic dataset as images with captions have been automatically extracted and
filtered from the web. However, there is no visual/textual mention annotation and

1https://wordnet.princeton.edu/

18



3.1. VISION AND LANGUAGE INTEGRATION 19

visual textual entity linking. VizWiz [37] is a dataset generated by mobile users by
talking pictures from their mobile, with image descriptions(captions), and recorded
spoken questions about the picture. This dataset is very well known nowadays for
developing models to assist people who are blind to overcome their daily (real) visual
challenges. However, there is no background knowledge (Ontological) that described
either pictures, captions, or voices contents of the dataset. Also, there is no visual,
textual, and audio entity mentions annotations between each other.

Grew et al. [38] recently proposed a dataset called GQA for real-word visual
reasoning and compositional questions answering to leverage key limitation in the
Visual-Questing-Answering (VQA) datasets. It consists of 113K images and 22M
questions of assorted types with answers. In their dataset, images, questions, and
corresponding answers are all represented by semantic matching. Each image is an-
notated with a dense scene-graph, which represent objects, attributes, and relations
it contains. Each question is associated with a functional-program, which lists the
series of reasoning steps needed to be performed to reach into the answer. Each
answer is enlarged with both visual and textual justification, denoting (pointing)
to the corresponding region in the image. In this dataset, the image regions are
annotated with the portion of the text, however, they missed the annotation of tex-
tual entity mentions (of dt) with the corresponding visual objects (of di). Ferrari et
al. [39] propose a Localized Narrative, a new form of multimodal image annotations
technique connecting vision and language by using voice and mouse-trace. During
the annotations process, they ask annotators to describe an image with voice, while
simultaneously hovering their mouse over the image region they are describing. The
voice and the mouse pointer are aligned, which in return localized every word of
text with image region. They annotated 849k images with Localized Narratives ex-
ploiting from COCO, Flickr30k, ADE20K, and 671k images of Google-Open-Images
datasets. The drawback of this dataset is that no background knowledge of vision
or language contents is associated, which is necessary for the VTKEL task. Google
Open Images [40] dataset consists of 9.2 Million images with unified annotations
for image classification, object detection and, visual relationship detection. This
dataset o↵ers large scale across several dimensions: (i) 30.1M image-level labels for
19.8k concepts, (ii) 15.4M bounding boxes for 500 object classes, and (iii) 375k
visual relationship annotations involving 57 classes. For object detection, in partic-
ular, the authors provide 15 more bounding boxes than the next largest datasets
(15.4M boxes on 1.9M images). The images often show complex scenes with several
objects (8 annotated objects per image on average). They have annotated visual
relationships between them, which support visual relationship detection, an emerg-
ing task that requires structured reasoning. This dataset is state-of-the-art and
recently widely used for competitions in the area of object detection, classification,
and visual-relation detection. However, there are no captions that described the
contents of images with textual portions.

From the analysis and literature, it becomes clear that there is not any dataset,
which combines images, texts, and the background knowledge of them. This justifies
the development of VTKEL1k* and VTKEL30k datasets, which not only combined
images and corresponding text but also their background knowledge in the form of
Ontological (structured) data.



20 CHAPTER 3. STATE OF THE ART

3.2 Multimodal Interpretation

There is a huge research history of investigating the intersection and integration of
vision and language called multimodal interpretation. The NLP and CV scientific
communities are trying to solve various tasks such as textual grounding [5, 41, 42],
visual question answering[43], and visual reasoning [44, 45] and various models have
developed to solve them.

For an exhaustive survey of the approaches in the area of entity information
extraction and linking, we refer the reader to [46]. In particular: [31] exploits nat-
ural language descriptions of a picture in order to understand the content of the
scene itself. The proposed approach solves the image-to-text coreference problem.
It successively exploits the visual information and visual-textual coreference previ-
ously found to solve coreference in text. In their approach, they did not mention
the use of semantic or ontological knowledge of natural language descriptions and
associated pictures contents. The work described in [47, 48] tackles the problem of
ranking the concepts from the knowledge base that best represents the core message
expressed in an image. This work involves the three elements: Image, Text, and
Knowledge, but it does not provide information about the entities mentioned in the
text and shown in the image. The approach in [49] adapts Markov Random Fields
to represent the dependencies between what is shown in the frames of videos about
the wild-life animal and the subtitles. The main objective is to detect the animal
shown in a frame, and the mentions of animal in the subtitle. The set of entities
are the animal names available in WordNet [50]. Object detection is not performed:
the approach assumes that only one animal is shown in a frame, and the vision part
consists of image classification. Furthermore, no background knowledge about ani-
mals is used. [27] proposes a basic framework for visual entity linking to DBpedia
[23] and Freebase [51]. The approach involves also textual processing since the link
of bounding boxes to DBpedia and Freebase entities is found passing through an
automatically generated textual description of the image. The approach uses the
Flickr8k dataset, which is a subset of the Flikr30k-Entities dataset. A combina-
tion of textual coreference resolution and linking of image and textual mentions is
described in [52] with the objective of solving the problem of assigning names to
people appearing in TV-show.

The approach in [53] presented the real logic and their implementation with Logic
Tensor Network (LTN). The LTN is capable of learning from numerical data and
logical reasoning via integrating with the help of first-order logic syntax for Semantic
Image Interpretation. They used LTN for the task of classifying visual objects and
their parts (e.g. “left hand of a person”) in images, using state-of-the-art object de-
tectors by exploiting part-of ontology. They did not address particularly the task of
recognizing visual (in di) and textual (in dt) entity mentions, established alignment,
and later linking them with the class instances of YAGO knowledge-base. The task
of Referring expression comprehension (REF) is identifying a particular object in
a scene by a natural language expression. The approaches for solving the prob-
lem of REF need to jointly process both the textual resource with visual domains
[54, 55, 56]. In their approaches, they rely only on visual and textual data, and
the semantic information coming from their contents. The work in [57] proposed
a supervised algorithm called Cops-Ref (COmPoSitional Referring expression com-
prehension), which utilized their developed dataset for solving referring expression
task. The Cosp-Ref takes in input a natural language referring expression, and a
set of similar images, to make predictions on the REF task. They are not using
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the background knowledge of input images and corresponding natural language re-
ferring expressions. The approach in [58] proposed an integrated framework that
connects classification algorithms for the recognition of simple visual objects while
using ontologies to recognize the complex objects by means of reasoning. They are
using ontological knowledge in the visual part, but there is no textual descriptions
or annotations which connect the image portions (objects) with textual data. In
[59], the authors presented an unsupervised clustering method for automatic video
contents annotation with Ontologies. In their approach, they present pictorially
enriched ontologies and discuss a solution for their implementation for the soccer
videos. The annotations are performed associating occurrences of events, or enti-
ties, to higher-level concepts by checking their proximity to visual concepts that are
hierarchically linked to higher-level semantics. They based on visual data only, and
there is no textual data or background knowledge linked to the description of soccer
videos. The overview and analysis presented by [60] used the background knowl-
edge and ontologies to provide a rich image understanding and image annotation in
order to e�ciently solve the tasks of retrieval. In the systematic review, they dis-
cussed a number of techniques and approaches which solved image annotation and
interpretation to narrow the “semantic gap”. They also highlight the importance of
reasoning and contextual knowledge in the image understanding process, emphasizes
the limitations of current approaches, and provide solutions that can overcome these
limitations. They have very limited textual data and annotations between textual
and image entities. In [61] design a systematic approach using ontologies for visual
activity recognition tasks from the video. In their approach, they draw on general
ontology design principles and adapt them to the specific domain of ontology of hu-
man activities for bank and airport tarmac surveillance domains. Gomez et al. [62]
developed a framework by using Ontology-based context representation and reason-
ing on object tracking and scene interpretation in videos. They have constructed a
symbolic model of the scene by integrating tracking data and contextual ontological
information. The scene model represented a formal ontology and supports the exe-
cution of reasoning procedures in order to: (i) obtain a high-level interpretation of
the scenario; and (ii) provide feedback to the low-level tracking procedure to improve
their performance. [63] uses a low-level action recognition on which an ontological
approach works at the activity recognition level. In both object tracking and activ-
ity, recognition approaches, they have missed textual descriptions, which necessary
for the VTKEL task, by connecting visual entity mentions in di with textual entity
mentions in dt.

The main limitations of the above approaches are either (i) using visual contents
with ontological knowledge but missing textual descriptions, or (ii) using both visual
and textual contents but missing the background knowledge. In the problem of
VTKEL, we are using the three modalities i.e. vision, text, and background knowledge
in one pipeline. This justified the creation of VTKEL datasets, and algorithms for
solving VTKEL.

3.3 Visual Grounding

Given an image and textual description of the image, the problem of phrase ground-
ing tries to localize visual objects in the image with the corresponding phrases
described in the captions. The main challenge in the phrase grounding problem is
the correlation between visual and textual modalities. Karpathy et al. [30] align
noun-phrases and image regions, using (i) convolutional neural network (CNN) over
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images, (ii) bidirectional recurrent neural network (RNN) over sentences, and (iii) a
structured objective that aligns the two modalities. One of the popular baselines for
image-text embedding is Canonical Correlation Analysis (CCA), which finds linear
projections that maximize the correlation between projected vectors from the two
image-regions and text domains described in [64]. Wang et al. [65] employ struc-
tured matching of phrases and regions which develop the semantic relations between
phrases to agree with the visual relations between image-regions. They formulate
structured matching as a discrete optimization problem into a linear program and
use neural networks for embedding visual regions and phrases into vectors.

Plummer et al. [5] augment the CCA model to leverage extensive linguistic
cues in the phrases. Rohrbach et al. [66] propose grounding by reconstruction, an
approach using an attention mechanism for phrase grounding by ranking proposal
in an unsupervised scenario. During training their approach encodes the phrase
using a recurrent network language model and then learns to attend for the rele-
vant image region in order to reconstruct the input phrase. Hu et al. [67] propose
a Spatial Context Recurrent ConvNet model which based on a 2-layers LSTM to
rank visual proposals using embedded query and visual features. Dogan et al. [68]
proposed a sequential and contextual process, which encode region proposals and
all phrase into two stacks of LSTM cells, along with so-far grounded phrase-region
pairs. These LSTM stacks collectively capture context for grounding of the next
phrase. The resulting architecture supports many-to-many matching by allowing an
image region to be matched to multiple phrases and vice versa. ViLBERT (Vision-
and-Language BERT)[69] learn representation jointly from both visual and textual
domains using two-stream co-attentional transformer layers independently. In con-
trast to ViLBET, VisualBERT[70] consists of a stack of transformer layers, which
indirectly align elements of an input text and regions in an associated input image
with self-attention. The VisualBERT further demonstrates elements of language to
image in syntactic relationships, for example, associations between verbs and image
regions corresponding to their arguments.

Yang et al. [71] propose a linguistic structured guided propagation network for
one-stage phrase grounding. In their model, they explore the linguistic structure
of the sentence and perform relational propagation among noun-phrases under the
guidance of the linguistics relation between them. Specifically, they first constructed
a linguistic graph parsed from the sentence and then capture visual and textual (mul-
timodal) feature maps for all noun-phrases nodes independently. Jing. et al. [72]
formulate the problem of phrase grounding as a graph matching problem to find the
nodes of visual and textual entities and to represent them in structured layouts of
the image and sentence respectively. In their approach, they build a cross-modal
graph convolutional network to learn cohesive node representations, which distin-
guish both node information and structured information to reduce the inconsistency
of visual and textual graphs. Yu et al. [73] propose a Cross-Model Omni Interaction
network (COI-Net) composed of (i) a neighboring interaction module, (ii) a global
interaction module, (iii) a cross-modal interaction module, and (iv) a multilevel
alignment module. They formulate the complex spatial and semantic relationship
between image regions and phrases using these multi-level multi-modal interactions.
To further enhance the interaction between two modalities, they use a co-attention
module with the cross-modal context for all image regions and phrases. [74] presents
a neural-symbolic approach on which instead of background knowledge to enhance
the explanation, a Knowledge-Base(KB) populated from the DNN’s training dataset
is created. A way to measure the alignment between textual and object entities is
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using semantic fidelity, a metric for which it is possible to optimize for [75]. An
approach that uses KBs to align compositional image classifiers with How does state
of the art with transformers performs with image captioning, as described by [76].

These existing methods lack the ability to model the background knowledge of
visual and textual modalities coming from the knowledge bases (Ontologies) by link-
ing the visual and textual entities mentions. From the above literature, it becomes
clear that there is not a single comprehensive approach, which used visual and tex-
tual modalities with the background knowledge for the task of phrase (noun, entity)
grounding.
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Chapter 4

Background

To solve the problem of VTKEL, we start by developing VTKEL dataset. We
used the Flickr30k-Entities dataset[5] is a starting point. The Flickr30k-Entities
dataset provides the annotation of coreference chains, i.e., linking mentions of the
same entities across di↵erent captions for the same image, and associating them
with 276k manually annotated bounding boxes. Such annotations are essential for
continued progress in automatic image description and grounded language under-
standing. They enable us to define a new benchmark for the localization of textual
entity mentions in an image. To link textual entities to an ontological resource,
namely YAGO [13], we use PIKES [10]. PIKES is a state-of-the-art tool to extract
knowledge from textual resources in the form of Knowledge graphs.

We developed a baseline algorithm called VT-LinKEr, which used state-of-the-
art tools and techniques in the fields of CV, NLP, and KRR. We used YOLO [77]
in the starting, and then MaskRCNN[78] object detector for the implementation
of VT-LinKEr. These algorithms are trained on COCO [34] dataset. The COCO
dataset consists of 328k images, every image has five captions (natural language sen-
tences). The visual objects are labeled with 80 classes (object types) and amount to
a total of 2.5 million instances (bounding-boxes) in the images. We linked manually
the 80 classes of the COCO dataset to the corresponding instances (classes) in the
knowledge base YAGO[13]. To checked the quality of VT-LinKEr (baseline) using
YOLO and MaskRCNN, we used VTKEL* and VTKEL datasets. After the de-
tailed experiments using YOLO and MaskRCNN as backbone object detectors, the
accuracy of VTKEL problem was not promising. Due to these limitations, we select
a better candidate for the object detection task called Keras-RetinaNet (KRN) 1.

One of the important tasks in the problem of VTKEL is the alignment of visual
entities in the image with the textual entities in the text. We developed a super-
vised algorithm using neural network architecture for the alignment of visual and
textual entities’ tasks. To train the supervised algorithm, we used the features of
visual entities (bounding box), features of textual entities (textual mention), and the
background knowledge of visual and textual entities. The details of the algorithm
are described in chapter 7.

The following sections provide in detail the background of tools and techniques
used during the development of the datasets and algorithms.

1
https://github.com/ZFTurbo/Keras-RetinaNet-for-Open-Images-Challenge-2018
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Figure 4.1: Flickr30k-entities dataset single entry. Each image has five captions and
the color-coding (for each visual co-reference chain) represents the visual entities in the
image with their corresponding textual-mentions in the text.

4.1 Flickr30k-entities dataset

In the development of VTKEL datasets, as a starting point, we used the Flickr30k-
Entities [5] dataset. Flickr30k-entities2 is a comprehensive dataset of image-region
to textual-phrase correspondences for image description. This dataset consists of
31k images and every image consist of five captions (total 158k captions). Every
document 3 is annotated with bounding-boxes (visual mentions) in the image part
and noun-phrase (textual mentions) in the captions part. In total, there are 244k
coreference chains 4 which are linking the bounding-box objects with the noun-
phrases of the same entity in the captions. Figure 4.1 illustrates a single document
entry of Flickr30k-entities dataset annotations in details. The textual mentions are
categorize into people, body-parts, animals, clothing, instruments, vehicles, scene,
other, and non-visual types.

The Flickr30k-Entities dataset has become a standard benchmark for sentence-
based image description tasks such as image captioning. The annotations of this
dataset are essential for grounded language understanding of visual data and they
have allowed the recent progress in the text-to-image reference resolution (i.e. noun-
phrase localization in an image) and bidirectional image-sentence retrieval tasks.
The availability of such ground-truth annotations is also a key resource for exper-
imenting in other high-level tasks, involving both visual and textual data, such as
Visual Question Answering (VQA), multimedia retrieval, and indexing.

2https://github.com/BryanPlummer/flickr30kentities
3Here we are considered one document, which consists of an image and five captions.
4Coreference chains are the ids, which annotated visual-objects (e.g. the bounding-box of a person in

the image) with the textual occurrence of the same entity in five captions. For example, the visual-entity
“person” may appear (1) “A man” in caption no.1, (2) “A young boy” in caption no.2, (3) “A player” in
caption no.3, and no.5 and (4) “A person” in caption no. 4.
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Figure 4.2: A segment of knowledge graph from YAGO, which represent fact about Max
Planck in the RDF form.

4.2 YAGO

YAGO 5 (Yet Another Great Ontology) is a large-scale semantic knowledge base au-
tomatically derived from several data sources, including Wikipedia (e.g., categories,
redirects, infoboxes, etc.,), WordNet (e.g., synsets, hyponymy, etc.,), and GeoNames.
Particularly, in YAGO an entity (e.g., person, organization, city, etc.,) is associated
with its corresponding page in Wikipedia, and facts about the entity are extracted
from the page infobox. Figure 4.2 represents a segment of knowledge graph (fact)
from YAGO for a well-known scientist Max Planck. In this knowledge graph, the
nodes represent entities and arc attached relationships (properties) between nodes.
The entities of the knowledge graph are typed according to the classes and organized
in a class/sub-class hierarchy obtained from the categories of the WordNet synset
taxonomy.

The current version (v3) of YAGO contains more than 350K classes and 17M
entities, with over 150M facts about them. YAGO is special in several aspects:

1. YAGO combines the taxonomy of wordnet with the richness of the Wikipedia
category system, which assigns the entities to more than 350K classes.

2. The accuracy of YAGO has been manually evaluated with confirmed accuracy
of 95%. Every relation is annotated with its confidence value.

3. YAGO is anchored in time and space, which are linked to a temporal dimension.

4. YAGO extracts and combines entities and facts from 10 di↵erent languages.

5. YAGO also has thematic domains such as “music” and “science” from Wordnet
domains.

5https://yago-knowledge.org/
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4.3 PIKES

PIKES 6 is state-of-the-art frame-based framework for extracting knowledge from
the natural language text resource. PIKES extracts entities and complex relations
between entities by identifying semantic frames in a text, i.e., events and situations
describing relations between entities (i.e., frame participants). PIKES works in two
phases. In the first linguistic feature extraction phase, an RDF graph of mentions
is obtained by running and combining the outputs of several state-of-the-art NLP
tools, including Stanford CoreNLP7 (tokenization, lemmatization, part-of-speech
tagging, temporal expression recognition and normalization, named entity recogni-
tion and classification, coreference resolution, parsing), DBpedia Spotlight8 (entity
linking), UKB9 (word sense disambiguation), Semafor10 and Mate-tools11 (semantic
role labeling).

In the second knowledge distillation phase, the mention graph is transformed into
an RDF knowledge graph through the evaluation of mapping rules, using the RDF-
pro12 [14] tool for RDF processing. In the DBpedia-YAGO and WordNet-YAGO
mappings, entities resulting in the final RDF knowledge graph are typed according
to the classes in YAGO. In the mention graph, each node uniquely identifies an en-
tity of the world, event, or situation, and arcs represent relations between them (e.g.,
the participation and role of an entity in an event). Figure 4.3 represents the men-
tion graph (two phases) of caption passing through the PIKES tool in detail. In the
caption, woman, court, ball and, tennis are the entity nodes and linked with YAGO
class Woman110787470 13, Court108329453, Ball102778669, and Tennis100482298
respectively. However come and young are the event/situation nodes of the knowl-
edge graph. In Figure 4.3, each arc of the knowledge graph represents relations
between the nodes. For the instance, age and arriving are the relations between
(young, woman) and (ball, come) respectively.

4.4 Object Detection

Visual-object detection is a well studies task in the community of CV, which involves
identifying the presence, location, and type of one or more than one object in a
given photograph (image) or videos (frames). It is not a simple task, and requires
the development of methods to solve sub-tasks of object recognition (e.g. where the
visual-objects are), object localization (e.g. what are the extent of the objects), and
classification (e.g. what are the type of objects). To solve the problem of VTKEL,
one of the important tasks is the visual entities (objects) detection and linking to
a knowledge base (YAGO Ontology in our case). We used state-of-the-art object
detectors YOLO[77], Mask-RCNN[78] and KRN14 for visual-entities detection and
classification tasks in the VTKEL problem. The details of these object-detectors

6
http://pikes.fbk.eu/

7
https://nlp.stanford.edu/software/corenlp.shtml

8
https://www.dbpedia-spotlight.org/

9
http://ixa2.si.ehu.es/ukb/

10
http://www.cs.cmu.edu/~ark/SEMAFOR/

11
https://code.google.com/archive/p/mate-tools/

12
http://rdfpro.fbk.eu/

13The URI http://dbpedia.org/class/yago/Woman110787470 stored the background knowledge
information of class Woman110787470 from YAGO ontology in the form of structured data (i.e. RDF
triples).

14
https://github.com/ZFTurbo/Keras-RetinaNet-for-Open-Images-Challenge-2018

http://pikes.fbk.eu/
%20https://nlp.stanford.edu/software/corenlp.shtml
%20https://www.dbpedia-spotlight.org/
%20http://ixa2.si.ehu.es/ukb/
%20http://www.cs.cmu.edu/~ark/SEMAFOR/
%20https://code.google.com/archive/p/mate-tools/
http://rdfpro.fbk.eu/
http://dbpedia.org/class/yago/Woman110787470
https://github.com/ZFTurbo/Keras-RetinaNet-for-Open-Images-Challenge-2018
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Figure 4.3: Passing caption “A young woman on a tennis court with a ball coming from
behind her.” through the PIKES tool. In the mentioned graph, nodes represent the en-
tity, event, or situation and arcs represent relations between them.

are listed below.

4.4.1 YOLO

The “You Only Look Once” or YOLO15, is the family of end-to-end deep learning
models for fast object detection and classification in real-time. The YOLO object
detector involves a single deep convolutional neural network, which splits the input
image into a grid of cells and each cell directly predicts a bounding box and object
classification. In the result, a large number of candidate bounding boxes are con-
solidated into a final prediction by a post-processing step. There are three main
versions of YOLO objects detector that is YOLOv1, YOLOv2, and YOLOv3. We
use a version of YOLO that detects and classifies objects according to 80 pre-defined
categories16, such as person, car, dog, etc. YOLO reasons globally about the image
unlike sliding window or proposal-based techniques, while making predictions on the
basis of seeing the entire image and encodes contextual information about classes
as well as their appearance. We used the third version of YOLO, with an image
resolution of 416x416 (i.e. YOLOv3-416).

4.4.2 Mask-RCNN

The Mask-RCNN is one of the most recent variations of the family models and
supports both object detection, classification, and segmentation. We utilized the
object detection, and classification portion of Mask-RCNN in this thesis. The Mask-
RCNN achieves state-of-the-art results on CV benchmark datasets. We used the pre-

15https://pjreddie.com/darknet/yolo/
16c.f. COCO dataset https://bit.ly/2KuioA0
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trained model of mask-RCNN on the COCO dataset, which detects and classifies
objects according to the 80 categories (classes).

In Mask-RCNN, the Region-based Convolution-Neural-Network (R-CNN) ap-
proach is used for bounding-box object detection to obtain a number of candidate
object regions. The R-CNN approach also evaluates convolution networks indepen-
dently on each region of interest (RoI). The MaskR-CNN is conceptually simple,
e�cient, and works on three branches. For each candidate object, a class label and a
bounding-box o↵set are generated using the two branches, while a third branch out-
puts the object mask. The key element of Mask-RCNN is pixel-to-pixel alignment,
which is the main missing piece in Fast R-CNN[79] and Faster R-CNN[80].

4.4.3 Keras-RetinaNet

At the start, we used YOLO and Mask-RCNN object detectors for the develop-
ment of a baseline algorithm called Visual-Textual-Knowledge-Entity Linker (VT-
LinKEr). These object detectors performed e�ciently on the categories of people,
vehicles and animals. However, they failed to make predictions on visual entities in
the categories of clothing, human body part, and other from the VTKEL dataset.
On the basis of these shortcomings, the quality of our baseline algorithm was not
good. The second problem was the limited classes (80) of the COCO dataset on
which these object detectors are trained. To solve these problems, we select a better
object detector which can make prediction on more than 80 classes and perform
very well in all the categories of the VTKEL dataset.

The KRN [15] is a single-stage detector but at the cost of being slower. It is
composed of a unified network with a backbone network and two task-specific sub-
networks. The backbone is responsible for computing a convolutional features map
over an entire input image and is an o↵-the-self convolutional network. The first sub-
net performs convolutional object classification on the backbone’s output; the sec-
ond subnet performs convolutional bounding box regression. The two subnetworks
feature a simple design that we propose specifically for one-stage, dense detection.
KRN uses a feature pyramid network to e�ciently detect objects at multiple scales
and introduces a new loss, the Focal loss function, to alleviate the problem of the
extreme foreground-background class imbalance.

We used KRN object detector, trained on the Google-Open images (GOI) 17

dataset. This dataset has approximately 17 million images, which are annotated
with 121.95 million bounding boxes over 500 categories (classes). We linked the
500 classes of GOI dataset to their corresponding class instance in the knowledge
base YAGO manually. This object detector has covered the majority of the classes
of the VTKEL dataset. We achieved very good results during the evaluations of
VT-LinKEr algorithm. It also covers the categories of human-body part, clothing,
instruments, and other in an e�cient way which was missed by YOLO and Mask-
RCNN in the first version of the baseline.

4.5 VGG16

VGG16[16] is a convolution neural network (CNN) architecture, which was used
for the competition of Large Scale Visual Recognition Challenge (ILSVR) using
Imagenet[81] dataset. It is working on convolution layers of 3x3 filter with a stride

17
https://opensource.google/projects/open-images-dataset

%20https://opensource.google/projects/open-images-dataset
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1 and always used the same padding and maxpool layer of 2x2 filter of stride 2.
It considers one of the excellent vision model architectures to date. It follows the
arrangement of convolution and max pool layers consistently throughout the whole
architecture. In the end, it has 2 FC (fully connected layers) each with 4096 nodes
and followed by a softmax classifier for the output. The 16 in VGG16 refers to 16
layers that have weights.

We used VGG16 architecture to find the visual features from the bounding boxes
and used these features to train our supervised neural network to solve the problem
of visual and textual entity alignment task. We passed the ground-truth bounding
boxes of the VTKEL dataset through VGG16 architecture for visual features. We
detach the last FC layers and received a 4096 features matrix to be used as visual
features.

In this chapter, we described the Flickr30k-Entities dataset, tools, object de-
tectors, and approaches used in the development of our VTKEL dataset, baseline
algorithm, and supervised way of solving the task of Visual-textual entity alignment.
The importance of this chapter is to have in-depth knowledge of these approaches
to understand better the rest of the chapters.
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Chapter 5

VTKEL Dataset

In the previous chapter, we described in detail the background of state-of-the-art
dataset (Flickr30k-Entities), tools, and techniques used in this thesis. In this chap-
ter, we are introducing state-of-the-art dataset, its development, and the evaluation
procedure for checking the quality. We also described the representation schema in
the form of an RDF graph for storing the information of the dataset.

The scientific community of Natural Language Processing (NLP) and Computer
Vision (CV) have devoted a reasonable e↵ort in investigating text and image pro-
cessing. In this thesis, we also added the community of Knowledge Representation
(KR) by adding the background knowledge of visual and textual resources, extracted
from a knowledge-base (Ontology). One can find a bunch of works and datasets
which consist of images, text (caption), and the intersection of visual and textual
modalities. However, there is not a single work that combines the three modalities
necessary for our dataset.

To build Visual-Textual-Knowledge Entity Linking (VTKEL) dataset. We start
from the Flickr30k-Entities dataset [5], which provides documents composed of a pic-
ture and five captions, describing the contents of an image. The Flickr30k-Entities
dataset, also provides the annotation of coreference chains, i.e., linking mentions of
the same entities across di↵erent captions for the same image, and associating them
with 276k manually annotated bounding boxes. Such annotations are essential for
continued progress in automatic image description and grounded language under-
standing. They enable us to define a new benchmark for the localization of textual
entity mentions in an image.

VTKEL was automatically derived by (i) applying a knowledge graph extraction
tool (PIKES [10]) to the textual captions of the Flickr30k-Entities dataset, and
(ii) leveraging the picture-caption coreference annotations contained in the original
Flickr30k-Entities dataset. As a result, visual and textual mentions of each picture
and captions are annotated and aligned to entities typed with classes from YAGO
[13], a well-known Semantic Web (SW) ontology. Such a dataset is essential for
providing training and evaluation material for automatic algorithms tackling the
VTKEL task.

To check the quality of our automatically developed VTKEL 1 dataset, we ran-
domly sample 1000 documents and developed a subset of VTKEL dataset called
VTKEL1k*2. For every caption, we manually checked the correctness of the YAGO

1The VTKEL30k dataset can be download from the link:https://figshare.com/articles/VTKL_
dataset_file/7882781

2The VTEKL1k*(1000 documents) dataset can be download from the link:https://figshare.com/
articles/VTKEL_dataset/10318985
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class associated with each textual-mentions found by PIKES. The details are de-
scribed in the next sections.

5.1 Related work

There are several datasets available that combine text and images, however, none
of them have all the three components (i.e. NLP, CV, and KR) necessary for the
VTKEL task. A review of language and vision datasets are presented by Francis
et al. [32]. They categorized these datasets with respect to the tasks on image
to language and vice-versa. VisualGenome [33] is an extremely large dataset that
contains pictures in which objects are annotated with their types, attributes, and
relationships. Annotations are mapped to WordNet3 synsets. Objects can also be
annotated with a short sentence that describes some qualitative property of the
object. E.g., ”The girl is feeding the elephant” or ”a handle of bananas”. How-
ever, there is no alignment between the objects mentioned in these phrases and
the objects shown in the picture. E.g., there is no bounding box for the object
”bananas” or ”elephant”. The Visual Relationship Dataset (VRD) [12] is a dataset
of images annotated with bounding boxes around key objects. Furthermore, VRD
contains annotations about relationships between objects in the form of triplets
hobject type, relation, subject typei describing the scene. Examples of annotations
are hman, riding, bicyclei and hcar, on, roadi. However, these annotations are not
aligned to any knowledge base. The Microsoft COCO dataset [34] contains pictures
associated with five captions. They are annotated with objects regions of any shape
(not simple bounding boxes) and each region is assigned with an object type. This
dataset does not contain any information about the relation between object regions,
and the relation between regions and mentions in the captions. Conceptual Captions
[35] is a recently introduced dataset that has been developed for automatic image
caption generation. It contains one order of magnitude more items than Microsoft
COCO. It is a realistic dataset as images with captions have been automatically
extracted and filtered from the web. However, there is no visual/textual mention
annotation and visual textual entity linking. VizWiz [37] is a dataset generated by
mobile users by talking pictures from their mobile, with image descriptions (cap-
tions), and recorded spoken questions about the picture. This dataset is very well
known nowadays for developing models to assist people who are blind to overcome
their daily visual challenges. However, there is no background knowledge (Ontologi-
cal) that described either pictures, captions, or voices contents of the dataset. Grew
et al. [38] recently proposed a dataset called GQA for real-word visual reasoning
and compositional questions answering dataset to leverage key shortcoming in the
Visual-Questing-Answering (VQA) datasets. It consists of 113K images and 22M
questions of assorted types with answers. In their dataset, the images, questions
and corresponding answers are all represented by semantic matching. Each image
is annotated with a dense Scene Graph, which representing objects, attributes and
relations it contains. Each question is associated with a functional-program, which
lists the series of reasoning steps needed to be performed to reach into the answer.
Each answer is enlarged with both visual and textual justification, denoting (point-
ing) to the corresponding region in the image. The dataset has annotated region of
image with the portion of text, which missing the annotation of nouns in the text
with the corresponding object image. Google Open Images [40] dataset consists of

3https://wordnet.princeton.edu/
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9.2 Million images with unified annotations for image classification, object detec-
tion and, visual relationship detection. This dataset o↵ers large scale across several
dimensions: (i) 30.1M image-level labels for 19.8k concepts, (ii) 15.4M bounding
boxes for 600 object classes, and (iii) 375k visual relationship annotations involving
57 classes. For object detection in particular, the authors provide 15 more bound-
ing boxes than the next largest datasets (15.4M boxes on 1.9M images). The images
often show complex scenes with several objects (8 annotated objects per image on
average). They annotated visual relationships between them, which support visual
relationship detection, an emerging task that requires structured reasoning. This
dataset is state-of-the-art and recently widely used for competitions in the area of
object detection, classification and visual-relation detection. However, there is no
background or ontological knowledge associated with this dataset.

From the above analysis and literature, it becomes clear that there is not a
single dataset, which combines images (vision), texts (language), and the Ontolog-
ical knowledge of them. This justifies the development of a ground truth dataset,
which not only combined images and corresponding text but also their background
knowledge in the form of Ontological (structured) data.

5.2 A Data Model for multi-modal knowledge extraction

The VTKEL dataset contains multiple images, each associated with five textual
captions. Visual and textual entity mentions in images and captions are annotated
with entities types/class of the YAGO ontology, and with coreferring mentions an-
notated with the same entity. All the resource is represented in RDF (Resource
Description Framework)4 using the representation schema.

In order to represent the mention and entity content, as well as its links to
the pieces of text or image where it derives from, we encode all the information
in an RDF model organized in three distinct yet interlinked representation layers
— Resource, Mention, and Entity — extending the data model proposed in [82]
(where it serves as data model for a framework —the KnowledgeStore— supporting
the interlinking of unstructured and structured content), and later refined in [14].
The extension mainly regards the representation of visual content, and in particular
visual textual mentions. Figure 5.1 provides an overview of the main model elements
relevant to the VTKEL. An instantiation of the data model is shown in Figure 5.2.

5.2.1 Resource Layer

This is the textual or image content from which knowledge was extracted. It consists
of text or image resources identified by URIs. Each resource may be characterized
by metadata (e.g., the dct:title or the document creation time dct:created) that
are expressed with standard vocabularies (e.g., Dublin Core5) and may be exploited
during processing. Resources may be complex objects (e.g., documents) composed
of (via dct:isPartOf) other resources (e.g., images, textual documents).

5.2.2 Mention Layer

This layer consists of mentions of entities (class ks:EntityMention). As shown
in Figure 5.1, we identify two (disjoint) main types of mentions: ks:Textual-

4
https://www.w3.org/RDF/

5
http://dublincore.org/

https://www.w3.org/RDF/
http://dublincore.org/
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ks:TextualEntityMention

nif:beginIndex
nif:endIndex
nif:anchorOf

ks:Entity

rdf:type
rdfs:label
foaf:name

gaf:denotedBy

owl:sameAs
rdfs:seeAlso

nif: <http://persistence.uni-leipzig.org/nlp2rdf/ontologies/nif-core#>
ks: <http://dkm.fbk.eu/ontologies/knowledgestore#>
foaf: <http://xmlns.com/foaf/0.1/>
gaf: <http://groundedannotationframework.org/gaf#>

ks:Resource

dct:title
dct:creator
dct:created
dc:format

ks:mentionOf

Instance layer
Mention layer
Resource layer

ks:EntityMention

ks:linkedTo
ks:synset

ks:VisualEntityMention

ks:xmin
ks:xmax
ks:ymin
ks:ymax

dct:isPartOf

Figure 5.1: Data model overview (OWL ontology shown in UML notation).

EntityMention and ks:VisualEntityMention. The first corresponds to men-
tions of entities in textual resources. Textual mentions are characterized by at-
tributes, whose values are extracted from NLP tools. In particular, the NLP In-
terchange Format (NIF) [83] is used for anchoring mentions in the resource text,
using properties nif:beginIndex, nif:endIndex and nif:anchorOf (the men-
tion textual extent) and minting mention URIs according to the RFC 5147 URI
scheme (c.f., textual mention vtkel:resource65567C0#char=0,13 in Figure 5.2).
ks:VisualEntityMention corresponds to mentions of entities in image resources.
We associate a visual mention to the bounding box around the entity identified
by CV tools. In particular, ks:xmin, ks:xmax, ks:ymin, and ks:ymax identify
the coordinates of the top-left and bottom-right corner of the bounding box in
the image. Similarly to the RFC 5147 URI scheme for textual mentions, also
URIs of visual entity mentions encode these coordinates (c.f. visual mention
vtkel:resource65567I#xywh=24,63,208,500 in Figure 5.2, where ks:xmin=24,
ks:xmax=208, ks:ymin=63, and ks:ymax=500)).

5.2.3 Entity Layer

The entity layer describes the things of interest contained in a textual or visual
resource, abstracting from the actual ways they are expressed in the text or they
appear in an image. Its main objects are instances of entities (class ks:Entity in
Figure 5.1) such as persons, body parts, objects, and so on. Entities result from clus-
tering ks:EntityMentions denoting the same referent, as determined using (visual-
textual) co-reference resolution techniques that exploit the information available at
the mention level (e.g., from multiple mentions of a person in text or the correspond-
ing bounding boxes in images, a single instance uniquely identifying the person is
obtained, possibly by smushing owl:sameAs entity links). That is, the entity layer
compacts the knowledge coming from the mention layer, where content is spread and
redundantly replicated over several mentions. For entity types, we use in particular
the classes defined in YAGO [13], as well as the types used in the Flickr30k-Entities
dataset.

Mention and Resource layers are related by property ks:mentionOf that links
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a ks:hadMention to the ks:Resource it belongs to. Entity and Mention layers
are related by property gaf:denotedBy

6 that links a ks:Entity to the ks:Entity-
Mention denoting it (e.g., vtkel:resource/65567C0/#man is linked to the mention
vtkel:resource/65567C0/#char=10,13 in Figure 5.2).

5.3 VTKEL data model instantiation

The VTKEL dataset contains commented images annotated with all the ground
truth of the simple tasks composing the visual-textual-knowledge entity linking task.
To support the integration of this resource in the semantic web and its access via
standard SPARQL7 language, we propose to represent this information in RDF
using the representation schema described in the previous section. In details, every
document d = hdi, dti of the dataset is annotated with the following information:

Visual mentions represented as the bounding boxes around the objects de-
tected in di;

Links between visual mentions and the corresponding entity in the ontology,
represented by the relation ks:denotedBy;

Textual mentions represented as the text spans around the text referring to an
entity in dt;

Links between textual mentions and the corresponding entity in the ontology,
represented by the relation ks:denotedBy;

Ontological types of each entity, represented with the rdf:type relation;

The classes from the Flickr30k-Entities dataset (e.g. people, clothing, instru-
ments, bodypart etc..) are linked with the corresponding classes of YAGO by
using owl:equivalentClass relation.

Coreference information about visual-textual mentions and textual-textual
mentions, represented as owl:sameAs link between entities.

For every complex document, we associate a unique URI, e.g.,
vtkel:resource/65567. The URI of the corresponding image is
vtkel:resource/65567I, and the URIs of the associated five captions are
vtkel:resource/65567C<i> for i 2 {0, .., 4}. The URIs of image and captions
are related to the URI of the complex document via dct:isPartOf property. The
segment of the graph shown in blue in Fig. 5.2, is obtained by encoding in RDF the
annotation of Flickr30k-Entities dataset, the segment shown in brown is obtained
by automatically processing each caption with PIKES and then extracting the
information about entities and entity mentions.

The owl:sameAs link among the entities of Flickr30k-Entities dataset and those
introduced by PIKES are automatically computed with the following heuristic.

Since PIKES annotates with a finer granularity than the Flickr30k-Entities
dataset, it can happen that a Flickr30k-Entities dataset mention contains
more than one PIKES mention. For instance, consider caption C1 of Fig-
ure 5.2, the textual mention “The group of people” that refers to the

6
http://groundedannotationframework.org/

7
https://www.w3.org/TR/rdf-sparql-query/

http://groundedannotationframework.org/
https://www.w3.org/TR/rdf-sparql-query/


38 CHAPTER 5. VTKEL DATASET

C0: A bearded man, and a girl in a red dress
are getting married.

C1: The group of people are assembling for a
wedding.

C2: A man and woman dressed for a wedding
function.

C3: A woman holds a man’s arm at a formal
event.

C4: A wedding party walks out of a building.

vtkel:resource/65567/#255542 flickrOntology:people

vtkel:resource/65567C0/#char=0,13

vtkel:resource/65567I/#xywh=24,63,208,500

vtkel:resource/65567C2/#char=0,5

vtkel:resource/65567C0/#man

yago:Man110287213

vtkel:resource/65567C0/#char=10,13

vtkel:resource/65567C2/#man vtkel:resource/65567C2/#char=2,5

rdf:Typerdf:Type

gaf:denotedBy

gaf:denotedBy

gaf:denotedBy

gaf:denotedBy

rdf:Type

rdf:Type

owl:sameAs

gaf:denotedBy

owl:sameAs

owl:sameAs

Figure 5.2: A single document of the VTKEL dataset, which consists of an image, five
captions (in the upper part), and co-reference chain with ID = 255542 is represented in
the RDF graph (in the lower part).
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Table 5.1: PIKES result over the caption ”A man is inside a truck looking out with his
left arm in front of a door”.

Mention YAGO class WordNet gloss

arm Weapon104565375 any instrument . . . used in fighting ...
door Doorway103224032 the entrance ... you enter ... a room
front Front108573472 the side that is forward or prominent
he Homo102472293 any living or extinct member ...
truck Truck104490091 an automotive vehicle ...

Flickr30k entity vtkel:resource/65567/#255544 contains the two textual men-
tions “group” and “people” identified by PIKES and linked to two entities
vtkel:resource/65567C1/#group and vtkel:resource/65567C1/#people. From
the syntactic analysis of the noun phrase, we obtain that the head of the noun
phrase is “group” while “people” is a modifier. So we decided to align only the head
of the noun phrase to the Flickr30k entity, that is to add the relation owl:sameAs

between vtkel:resource/65567C1/#group and vtkel:resource/65567/#255544.
We also link the second entity (i.e. vtkel:resource/65567C1/#people) to
vtkel:resource/65567/#255544 by relation ks:hasPart, which described that the
second entities is the part of noun-phrase (i.e. vtkel:resource/65567/#255544).
The same heuristic is applied to the Flickr30k-Entities dataset annotations “wedding
function”, “man’s arm”, “wedding party” of the captions shown in Figure 5.2.

The Flickr30k-Entities dataset has some limitations in the annotations of co-
reference chains. There are cases in which an object (e.g., a cup of co↵ee) is shown
in the image (i.e. in the background), but this object is not described in the corre-
sponding caption, and thus no alignment can be drawn. Similarly, there are cases
in which an entity is described in a caption but not shown in the image. These
shortcomings should be taken into consideration when evaluating the performances
of systems solving the VTKEL task. The second limitation of the Flickr30k-Entity
dataset is by exploiting mostly common nouns in the description (textual data) of
images by missing the proper-nouns in the images (visual data).

The VTKEL dataset is stored in a unique, comprehensive Linked Data resource,
available at https://figshare.com/articles/VTKL_dataset_file/7882781, in
which pictures8, associated captions, mentions, entities, and links to entities are
all encoded as RDF triples.

5.4 Evaluations

The VTKEL30k dataset consists of millions of RDF triples, and manually evaluating
these triples is a challenging task, which requires a lot of human e↵orts. We followed
the same methodology used for the evaluations of the YAGO knowledge base by
randomly sampling 1000 entries from the VTKEL30k dataset. The VTKEL1k*
consists of 20, 356 textual entity mentions distributed over 5000 captions, with an
average of amount 4 entities per caption. For every caption processed by PIKES,
we manually checked the correctness of the YAGO class associated with each textual
mention found by PIKES. To assess the correctness of the YAGO class, we looked

8All the pictures of Flickr30k-Entities dataset can be downloaded from http://hockenmaier.cs.

illinois.edu/DenotationGraph/.

https://figshare.com/articles/VTKL_dataset_file/7882781
%20http://hockenmaier.cs.illinois.edu/DenotationGraph/
%20http://hockenmaier.cs.illinois.edu/DenotationGraph/
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at the textual description of the class and the gloss of the corresponding WordNet
synset (if any) from which the class was derived. For example, the resultant running
of PIKES over the caption “A man is inside a truck looking out with his left arm in
front of a door”, is shown in the Table 5.1 9. All the detected YAGO classes for the
mentions in the given sentence are correct except the one for ”arm”. Concerning
mention ”arm”, the correct annotation would have been dbyago:Arm105563770,
with WordNet gloss “a human limb”.

For 1000 documents, PIKES recognized 19440 entity mentions correctly and
make alignments with the YAGO Ontology. Among all the alignment, we found a
total of 916 incorrectly linked mentions. Further examples of the wrong mention
with YAGO class (i.e. linking) produced by PIKES are shown in Table 5.2.

These errors are mainly due to the incorrect word sense disambiguation: e.g., in
some cases e.g. “bus” was linked to the concept of computer bus, instead of that of
coach, and “arm” to weapon instead of body-part. The construction of VTKEL1k*
dataset allows us also to estimate the error-rate of the larger V TKEL30k dataset.
In particular, we found no missing link (i.e., recall is 100%) and 916 incorrectly linked
mentions, which amounts to Precision = 0.955, Recall = 0.893, and F1 = 0.923.
We believe that an error-rate of 5% is physiological also in manually developed
datasets, and therefore we believe that the V TKEL30 dataset can be reasonably
considered a ground truth.

While performing the evaluation on the reduced subset, we also manually cor-
rected all the wrong alignments found, by replacing the wrong YAGO classes with
the correct ones. As a “by-product” of the evaluation, we obtained manually val-
idated dataset containing gold visual-textual-entity alignments for 1000 complex
documents, separately released as part of the VTKEL30k dataset.

5.5 Conclusion

In this chapter, we introduced two state-of-the-art datasets called VTKEL1k* and
VTKEL30k, their development and evaluation in detail. These datasets consist
of images, textual descriptions of the images, annotation of bounding-boxes with
the corresponding noun-phrases in (image) captions, and the textual entity men-
tions are linked with YAGO ontology. We used PIKES a state-of-the-art tool for
extracting background knowledge from the textual resources. We evaluated the
quality of the dataset by sampling VTKEL1k* dataset, which consists of 1000 doc-
uments. This evaluation also allows us to estimate the error rate of the big dataset
called VTKEL30k. We believe that the VTKEL dataset can be reasonably con-
sidered a ground truth for the evaluation of algorithm(s) which solve the prob-
lem of Visual-Textual-Knowledge-Entity linking. In the next chapter, we introduce
an unsupervised algorithm called VT-LinKEr, which solves the problem of the
Visual-Textual-Knowledge-Entity linking by using both VTKEL1k* and VTKEL
datasets.

9This can be checked by submitting the sentence to the online demo of PIKES at https://pikes.
fbk.eu/, and selecting the tab “instances”.

https://pikes.fbk.eu/
https://pikes.fbk.eu/
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Table 5.2: Examples of wrongly aligned YAGO Classes obtained by processing with
PIKES, together with the manually corrected ones. The underline-word in textual men-
tion column is processed wrongly.

Image Textual mention Incorrect Yago Class Correct YAGO class
Couple is sleeping in
a bus .

Busbar102924713:
subclass of conduc-
tor, used in electronic
chip

Bus102924116: a ve-
hicle carrying many
passengers.

A man with a tattoo
on his right arm is
playing a guitar on
stage at a bar .

Bar102788689: a
rigid piece of metal
or wood

Bar102789487: a
room or establish-
ment where alcoholic
drinks are served over
a counter

A man is dressed as a
movie character hold-
ing a gun in the lobby
of a movie theater .

Lobby108375526: po-
litical unit

Anteroom102715513:
a large entrance or
reception room or
area

In this picture, a
child is playing with a
large blue ball .

Movie106613686: a
form of entertainment
that enacts a story by
sound and video

Picture103931044: a
visual representation
of objects

Three people are
pushing a heavy
machine .

Car102958343: an
automobile car

Machine103699975:
electrical devices that
transmit energy



Chapter 6

The VT-LinKEr Algorithm

In the previous chapter, we described a state-of-the-art dataset called VTKEL
(Visual-Textual-Knowledge-Entity Linking). In this chapter, we are introducing
an unsupervised algorithm called VT-LinKEr (Visual Textual Knowledge Entity
Linker) in detail.

The scientific community of Computer Vision (CV) and Natural Language Pro-
cessing (NLP) are collectively trying to e�ciently solve the reasoning capabilities of
visual informed systems. They are mostly focusing on the problem of recognizing
what objects are present in image and described in text (i.e. phrase-grounding)
[5, 41], vision-and-language tasks such as captioning [84, 85], visual question an-
swering [43], and visual dialogue systems [11]. However, their approaches mainly
depend on a limited range of details coming from visual and textual resources. The
knowledge part (i.e. background knowledge) of visual and textual resources, which
play a key role in the development of common-senesce and reasoning [45] phase are
missing in their approaches.

The VT-LinKEr algorithm solving the VTKEL task by combining the state-
of-the-art tools and techniques in the fields of NLP, CV and Ontological reasoning.
Given a document composed of text and images, VT-LinKEr applies an object
detector to the image part, resulting in a set of bounding boxes labelled with classes
of the ontology. Each bounding box is called visual mention and the corresponding
object, which is an instance of the class label, is called visual entity. In parallel,
VT-LinKEr processes the text with a tool for entity recognition, which labels
the noun phrases with classes of the ontology. The recognized noun phrases are
called textual mentions and the corresponding instances of the ontological class
are textual entities. Finally, the VT-LinKEr attempts to link visual and textual
mentions which correspond to the same entity. This final task is done by exploiting
ontological knowledge about class/sub-class hierarchy, and similarity information
available in the textual mentions.

The structure of this chapter is: in section 6.1 we represented the state-of-the-
art approaches that combining vision (di) modality with natural language text (dt).
In section 6.2, we described the VT-LinKEr in details, and in section 6.3, we
performed the evaluations experiments.

6.1 Related Work

There is a long research history of investigating the intersection and integration of
vision and language. The NLP and CV scientific communities are trying to solve
various tasks such as textual grounding [5, 41], visual question answering [43], visual

42
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reasoning [44, 45], and various models have been developed to solve them.
For an exhaustive survey of the approaches in the area of entity information ex-

traction and linking, we refer the reader to [46]. In particular: [31] exploits natural
language descriptions of a picture in order to understand the content of the scene
itself. The proposed approach solves the image-to-text coreference problem. It suc-
cessively exploits the visual information and visual-textual coreference previously
found to solve coreference in text. The work described in [47, 48] tackles the prob-
lem of ranking the concepts from the knowledge base that best represents the core
message expressed in an image. This work involves the three elements: Image, Text,
and Knowledge, but it does not provide information about the entities mentioned
in the text and shown in the image. The approach in [49] adapts Markov Random
Fields to represent the dependencies between what is shown in the frames of videos
about the wild-life animal and the subtitles. The main objective is to detect the
animal shown in a frame, and the mentions of animal in the subtitle. The set of
entities are the animal names available in WordNet [50]. Object detection is not
performed: the approach assumes that only one animal is shown in a frame, and the
vision part consists of image classification. Furthermore, no background knowledge
about animals is used. [27] proposes a basic framework for visual entity linking to
DBpedia and Freebase. The approach involves also textual processing since the link
of bounding boxes to DBpedia and Freebase entities is found passing through an
automatically generated textual description of the image. The approach uses the
Flickr8k dataset, which is a subset of the Flikr30k-Entities dataset. A combina-
tion of textual coreference resolution and linking of image and textual mentions is
described in [52] with the objective of solving the problem of assigning names to
people appearing in TV-show.

From the literature, there is not a single comprehensive approach corresponding
to solve the problem of VTKEL task collectively. To the best of our knowledge,
VT-LinKEr is the first algorithm that extracts visual, and textual entity mentions
from images and texts and jointly linking them to their entities mentions in the
knowledge base.

6.2 Algorithm

VTKEL is a complex task: for every input document, composed of some text, an
image, and knowledge base, it produces a set of assertions (RDF triples to be added
to the A-box of the knowledge base), each belonging to one of the following five
types:

VMD Visual mention detection triples: he, isDenotedBy, vmi the entity e is denoted
by the visual mention vm (vm is a bounding box);

VET Visual entity typing triples: he, hasType, ci, the entity e, corresponding to a
visual mention, is an instance of the knowledge base concept c;

TMD Textual mention detection triples: he, isDenotedBy, tmi the entity e is denoted
by the textual mention tm (tm is a portion of text);

TET Textual entity typing triples: he, hasType, ci, the entity e, corresponding to a
textual mention, is an instance of the knowledge base concept c;

VTC Visual Textual Coreference triples: he, sameAs, e0i, the two entities e and e
0

denotes the same real world entity.
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vm1 ve1
denotedBy

vm2 ve2
denotedBy

vm3 ve3
denotedBy

vm4 ve4
denotedBy

person

location

artifact

hasType

hasType

hasType
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sT
yp
e

tm1te1player
denotedByhasType

tm2te2woman
denotedByhasType

tm3te3yard
denotedByhasType

tm4te4racket
denotedByhasType

tm5te5ball
denotedByhasType

sameA
s

sameAs

sameAs

sameAs

sameAs

sameAs

VMD VET VTC TET TMD

Visual knowledge Ontological knowledge Textual knowledge

Figure 6.1: The (RDF) graph of the triples resulting from the VTKEL task. Each vmi

corresponds to the bounding boxes mentioning some entity (visual mentions); each vei

represents an entity shown in some bounding box (visual entity); each tmi corresponds
to the portion of text mentioning some entity (textual mentions); finally, each tei corre-
sponds to some entity mentioned in the text. The other nodes of the knowledge-graphs
are the concepts of the knowledge base, typing the entities.

The output of the example shown in Figure 2.1 is shown in Figure 6.1.
The VT-LinKEr algorithm is composed of two sequential phases: The first

phase, the entity detection phase, focuses on visual and textual entity detection
and typing (VMD-VET and TMD-TET); the second phase, the matching phase,
attempts to match the discovered entities (VTC). The entity detection phase is
based on the output of state-of-the-art tools in NLP and CV. The matching phase is
realized by a basic form of semantic matching that exploits the knowledge available
in the T-box (i.e. class/sub-class hierarchy). In the following, we illustrate the
di↵erent steps for each phase.

6.2.1 Visual Mention Detection (VMD)

To implement the VMD task, we used Keras-RetinaNet (KRN) 1. We start from
YOLO and Mask-RCNN (pre-trained object detectors models), which are trained
on COCO dataset [34]. The accuracy of these object detectors was not promising
during the experiments on the VMD task due to the limited classes (80) of COCO
datasets. To improve the accuracy of the VMD task, we used KRN object detector,

1
https://github.com/ZFTurbo/Keras-RetinaNet-for-Open-Images-Challenge-2018

https://github.com/ZFTurbo/Keras-RetinaNet-for-Open-Images-Challenge-2018
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which is trained on the Google-Open Images [40] (GOI) dataset. The details of KRN
and GOI dataset are described in chapter 4. The KRN has covered the majority of
visual-categories of the VTKEL dataset.

We process images through the object detectors, which returns a set of bounding
box proposals each of which is associated with a corresponding class and confidence
score in [0,1]. For YOLO and Mask-RCNN, we used the model pre-trained on the 80
classes of COCO dataset [34], while for KRN we used the pre-trained model on 500
classes of GOI dataset. Among the bounding box candidates, we retain only those
having confidence equal or greater than a specified threshold (in the experiments we
set it to 0.5). In general, one could use some more sophisticated selection criteria
that take into account also the co-occurrence with the other bounding box candidates
(e.g., glass and bottle are more probable than glass and elephant) and the output
of the textual mention detection and ontological knowledge. For the picture of
Figure 2.1, the Object-detector returns three bounding box candidates with score
higher than 0.5, labeled with person, ball and racket, but no bounding box has been
found for the tennis court (due to the lack of appropriate classes for locations in the
object-detector class set).

6.2.2 Visual Entity Typing (VET)

The objective of this sub-task is to find the correct most specific class in the knowl-
edge base that can be associated to each visual entity associated to the visual
mention detected in the VMD step. Notice that the COCO and GOI classes do
not correspond one-to-one with the YAGO classes, this implies that we need to
map the class returned by YOLO, Mask-RCNN and KRN into YAGO. A näıve
way to implement this task is to map the label contained in the output of the
object detector to its corresponding ontology class. Also, here more sophisticated
methods can be implemented that take into account also the weight of the labels
or additional visual/numerical features. In the VT-LinKEr algorithm, we adopt
the straightforward approach of manually mapping the 80 COCO and 500 GOI
classes to the corresponding (most specific) classes of the YAGO ontology.2 Ex-
amples of mappings from COCO to YAGO are: person ! yago:Person100007846,
ball ! yago:Ball102778669, and hotdog ! yago:Frank107676602, etc.,.

6.2.3 Textual Mention Detection (TMD)

To detect textual mentions of entities we process the text with the PIKES suite,
which provides services for both textual mention detection and textual entity typing
to the YAGO ontology. These two tasks are tightly integrated in PIKES, however,
for conceptual clarity, here we present them separately. Let us focus on entity
mention detection. Given a text in input PIKES applies di↵erent state-of-the-art
NLP techniques to discover entity mentions depending on their “nature”:

named entity mentions (e.g., Barak Obama, Trento, IBM) refers to entities for
which there is an individual in the knowledge base. They are recognized and
linked (performing a task called Entity Linking) to the corresponding entity in
YAGO (the knowledge base is not extended).

2The whole mapping can be downloaded from https://figshare.com/articles/YOLO_to_YAGO_

classes_mapping/8889848

https://figshare.com/articles/YOLO_to_YAGO_classes_mapping/8889848
https://figshare.com/articles/YOLO_to_YAGO_classes_mapping/8889848
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common nouns (e.g., racket, ball, player, and woman) implicitly identify en-
tities, by referring to their type (e.g., the mention of “racket” does not refer
to the general notion of racket, but to a specific object, of type racket). Com-
mon nouns are discovered via word sense disambiguation (WSD). For every
common noun, WSD returns the WordNet synset corresponding to the correct
sense in which the noun is used. For instance, the correct sense of “racket”
is the one indicating a sport equipment, and not a loud and disturbing noise.
A new entity is created and added to the knowledge base for common nouns
occurring in the text. Some further processing is performed to properly handle
compound noun phrases (e.g., “a female tennis player”). PIKES also performs
a syntactic analysis of the text: in particular, words in a noun phrase can be
tagged either with head or with modifier, depending on their syntactic role
in the noun phrase (e.g., in “a female tennis player” the noun “player” is the
head and “female” and “tennis” are modifiers). In the current version of the
VT-LinKEr algorithm, a new entity is added to the knowledge base only for
the head noun, and not for its modifiers.

For example, for the first sentence of the caption in Figure 2.1, PIKES detects
three textual mentions: woman, court and ball.

6.2.4 Textual Entity Typing (TET)

This task is also implemented using PIKES primitives. Typing for named entities
is not necessary since these entities are in the YAGO knowledge base, and thus
already typed according to the YAGO ontology. For the common nouns, we exploit
the mapping from WordNet to YAGO also available in PIKES to obtain the (more
specific) YAGO class associated to the WordNet synset of the mention, and the
corresponding type assertion will be added to the knowledge base. For example,
for the first sentence of the caption in Figure 2.1, PIKES types the entities corre-
sponding to the textual mentions woman, court and ball, with the YAGO classes
yago:Woman110787470, yago:Court108329453, and yago:Ball102778669, respec-
tively.

6.2.5 Visual Textual Coreference (VTC)

This is the last sub-task that has to be accomplished by VT-LinKEr. For this
task, we exploit the class/sub-class hierarchy between the classes in the knowledge
base. Let TE and V E be the set of textual and visual entities that are mentioned in
a visual-textual document, and that are present in the knowledge base with a given
type. The coreference sub-task has the objective of finding the coreference relation
CR ✓ V E ⇥ TE such that the following consistent properties hold:

1. For every ve 2 V E there is at least one hve, tei 2 CR;

2. For every ve 2 V E there is at most one hve, tei 2 CR;

3. If hce, vei (ce is the coreference entity) and ve and te are of type Cv and Ct

respectively then either Cv v Ct or Ct v Ce holds in the knowledge base.

In simple situations, the above criteria uniquely define the coreference relations.
In our case, the coreference chain can be defined as the total number of mapping
pairs (clauses) between one or more than one visual entity (bounding box) with
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the corresponding textual entity mentions in five captions. The entity mentions
of V E and TE can be considered predicate formulas, and CR will be true if at
least one pair of coreference-chain become true. This is the case for instance of
the example presented in Fig 2.1. However, in many cases the relation CR ✓
V E ⇥ TE is not uniquely defined by the above criteria. Nevertheless, the problem
can be straightforwardly encoded as a MaxSat problem 3. In case of CRs with
equal total weight, a random choice is taken although additional heuristics could be
implemented either by using some supervised learning method or by handcrafting
the weight of a pair hve, tei by exploiting some additional features of the mentions
of ve and te.

6.3 Experimental Evaluations

To evaluate the performance of VT-LinKEr, we used two ground truth datasets.
The first consists of more than 31k documents called VTKEL30 and has been derived
from Flickr30k-Entites. This dataset is generated automatically by typing the visual
and textual entities with classes from the YAGO ontology. The second dataset
called VTKEL1k*, has been obtained by randomly selecting 1000 pictures (and the
corresponding captions) from the VTKEL30k dataset, and manually validating and
revising the proposed alignments to YAGO. In the following, we provide some details
on the datasets, and then we describe the evaluations conducted.

6.3.1 Datasets

The VTKEL30k 4 dataset has been obtained by extending the Flickr30k-Entities
dataset by linking textual and visual mentions to entities assigned with the most
specific YAGO class. Looking at Figure 2.1, we started form the left part of the
figure (the picture and captions, with annotated visual and textual mentions, and
alignment between corresponding mentions), available in Flickr30k-Entities, and we
extended it with the right part, by populating a knowledge base with corresponding
entities typed according to the YAGO ontology. The VTKEL30k dataset has been
automatically produced by processing the captions of Flickr30k-Entities with PIKES
for entity recognition and linking to YAGO. Specifically, for each textual mention
(aligned to a visual mention) in Flickr30k-Entities, detected also by PIKES, a cor-
responding entity is created (or aligned to, if already existing) and typed according
to the appropriate YAGO ontology.

The VTKEL1k* 5 has been obtained by randomly sampling 1000 entries from
the VTKEL dataset (corresponding to 20, 356 textual mentions, and 8, 673 visual
mentions). Every entry of VTKEL⇤ has been manually checked for the correctness
and completeness of the YAGO classes associated to the mentioned entities. Wrong
and missing links are manually adjusted. Errors are mainly due to the incorrect
word sense disambiguation: e.g., in some cases “bus” was linked to the concept of
computer bus, instead of that of coach, and “arm” to weapon instead of bodypart.
The construction of VTKEL1k* dataset allows us also to estimate the error rate

3MaxSat (maximum satisfiability problem), is the problem of finding the maximum number of
clauses of a given Boolean formula in the conjunctive normal form (CNF), and this can be made true
by assigning the true values of the variables of the formula.

4
https://figshare.com/articles/VTKL_dataset_file/7882781

5The VTKEL⇤ dataset can be downloaded from https://figshare.com/articles/VTKEL_dataset/

8896487

https://figshare.com/articles/VTKL_dataset_file/7882781
https://figshare.com/articles/VTKEL_dataset/8896487
https://figshare.com/articles/VTKEL_dataset/8896487
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Figure 6.2: An example of how data are stored in the VTKEL dataset. The RDF
graph shows how the visual and textual mentions of the woman are mapped to a vi-
sual entity and 5 textual entities, all linked together by the owl:sameAs relation. The
entities are linked to the most specific YAGO classes in this case person, woman, and
player.

of the larger dataset (VTKEL30k). In particular, we found no missing link (i.e.,
recall is 100%) and 916 incorrectly linked mentions, which amounts to an accuracy
of 95%. We believe that the VTKEL30k dataset can be reasonably considered a
ground truth.

To maximize reusability and connection with the Semantic Web, we represent
the datasets in RDF. This representation will also support semantic visual query
answering via standard SPARQL language [7]. To organize the dataset, we adopt the
model proposed in [14], extending it for representing visual mentions. The model is
organized in three distinct yet interlinked representation layers: Resource, Mention,
and Entity layer.

An example of how the information is stored in the dataset is provided in Fig-
ure 6.2.

6.3.2 Evaluation

We evaluated the performances of VT-LinKEr on both VTKEL1k* and VTKEL30k
datasets. We separately assessed the performance on the three sub-tasks described
in Section 6.2. We use the standard metrics, namely precision (P ), recall (R), and
F-score (F1). The figures obtained from the evaluation are reported in Table 6.1.
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Table 6.1: VT-LinKEr and ViTKan evaluation results on VTKEL1k* and VTKEL30k
using KRN object detector.

VTKEL1k* dataset VTKEL30k dataset
task P R F1 P R F1

VMD + VET 0.786 0.867 0.825 0.769 0.873 0.818
TMD + TET 0.954 0.884 0.918 0.953 0.898 0.925
VTC (VT-LinKEr) 0.314 0.381 0.344 0.303 0.403 0.346

VTC (ViTKan) 0.716 0.771 0.742 0.701 0.782 0.739

Visual entities detection and typing (VMD)+(VET)

To evaluate the visual detection part, we use standard method adopted for evaluating
object detection. A visual mention bp of type tp produced by VT-LinKEr on
an image is considered to be correct if the ground truth annotation of the image
contains a bounding box bg of type tg such that the intersection over union ratio

( area(bp\bg)
area(bp) [ area(bg)

) is greater or equal to 1
2 and if the predicted type tp is equal or a

sub-class of tg in YAGO.

For the 1000 documents VTKEL1k* dataset, VT-LinKEr predicted 13, 365
visual objects (visual-entities) by using KRN object detectors, with respect to the
10, 074 ground-truth bounding-boxes. The VT-LinKEr correctly predicted 8633
of them. By using the same procedure for 30K+ documents VTKEL30k dataset,
VT-LinKEr predicted 355, 464 visual-entities with respect to the 275, 770 ground-
truth annotated visual entity (i.e. bounding boxes). The VT-LinKEr correctly
predicted 232, 474 of them. The results from VMD and VMT (i.e. VMD+VMT)
are listed in Table 6.1 in details.

In the majority of cases, the VT-LinKEr framework by using YOLO and Mask-
RCNN ignored human � bodyparts and clothing during the prediction of visual
mentions. To improve the quality of VT-LinKEr, we used KRN object detector.
The KRN object detector not only predicted human� bodyparts and clothing, but
also improve the results of other classes, missed by YOLO and Mask-RCNN.

Textual entities detection and typing (TMD)+(TET)

To evaluate the performance of this sub-task, we apply a criterion analogous to the
visual entity detection and typing sub-task. A textual mention wp of an entity of
YAGO class tp predicted by VT-LinKEr on a caption, is considered to be correct
if the ground truth annotation on the caption contains a mention wg of an entity
of type tg such that wp is equal or a sub-string of wg and the type tp is equal or a
sub-type of tg according to the YAGO class hierarchy. From the 5000 captions of
VTKEL1k* dataset, VT-LinKEr wrongly recognized and linked 935 out of total
20, 374 textual entities, which amount to Precision = 0.954 and Recall = 0.884.
Similarly, for 158, 605 captions of VTKEL30k dataset, VT-LinKEr correctly rec-
ognized and linked 576, 769 out of total 612, 281 textual entities. Most of the errors
during entity recognition and linking are due to the word sense disambiguation. The
details evaluations of TMD+TET is listed in Table 6.1.
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Visual textual coreference (VTC)

We evaluate the capability of VT-LinKEr on aligning visual and textual entities.
A coreference (alignment) pair hvep, tepi produced by VT-LinKEr is correct, if the
ground truth contains the triple veg owl:sameAs tev such that the visual mentions
(bounding boxes) of vep and veg matches (under the IOU ratio) and the textual
mention of tep matches the textual mention of teg (i.e., tep is equal or a substring
of teg). To be noticed that, we are not considering the types of the entities this
time. Type compatibility is indeed guaranteed by the fact that coreference pairs are
added only if their types are compatible (i.e., they are either equal or in sub-class
relation in YAGO). From the 1000 entities VTKEL1k* dataset, the VT-LinKEr
algorithm predicted 27, 247 pairs (i.e. visual entities mapped with textual entities)
in total. From predictions, 8289 pairs were correctly aligned with respect to 21, 732
ground-truth pairs (P = 0.314, R = 0.381). Similarly, for VTKEL30k dataset, the
VT-LinKEr correctly aligned 266, 312, from 878, 766 predicted pairs with respect
to 663, 457 ground-truth (P = 0.303, R = 0.403). In some pairs from the categories
of human-body parts and scenes (e.g. building, playgrounds, etc..), the VT-LinKEr
made wrong predictions due to the complexity and challenges facing in these cate-
gories.
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Chapter 7

The ViTKan Algorithm

In the previous chapter, we described our baseline VT-LinKEr algorithm in detail.
In this chapter, we are describing a supervised algorithm called ViTKan (Visual-
Textual-Knowledge Alignment Network), their development, architecture, training,
and evaluations in detail.

7.1 Introduction

We learn in a better way if an image is represented with its description, the reason
is the association of textual-words with the image-regions. For instance, it becomes
easy for us to acquire facts from the newspaper (which described an event with both
text and image), making a diagnosis from the MRI scans with the reports, watching
a post on social media (consists of images and text), or enjoying a movie with
subtitles. This problem of associations between textual-entities and image-regions
is called noun, or entity, or phrase grounding (localization). An additional step of
linking the background knowledge of those visual and textual entities by exploiting a
knowledge-base (Ontology) can extract huge structural facts about them. The text-
region association and their structured background knowledge of both modalities
can be utilized in high-level tasks, such as visual question answering [43, 86, 87],
image captioning [30, 88, 89], and images from text, or text from images retrieval
[90, 91, 92].

Existing natural language models can be used to provide textual entity recognition
and linking tasks [93],[10] from the noun-phrases of image captions. In parallel,
an object detector [77, 94, 78] can detect and represent the object regions in an
image. However, learning the mapping between these two independent modalities
is a challenging problem, which requires first to parse language queries and then
relating knowledge of these queries to ground (i.e. localized) objects in the visual
domain. To address the problem of mapping, the current state-of-the-art methods
[95, 96, 97, 9, 98] rely on a proposal generation system to produce a set of bounding
boxes as grounding candidates. In this approach, there are two main challenges
(1) how to learn the correlation between language (query) and visual (proposals)
modalities, (2) and how to localize the objects shown in the image and described
in the text (i.e. multimodal associations). State-of-the-art methods have solved the
first problem by learning a subspace to measure the similarities between proposals
and queries. After learning the subspace they treat the second problem as a retrieval
task, where proposals are ranked with respect to their input query.

These approaches based on the information of visual and textual modalities,
by using features data of annotated images and text from Flickr30k-Entity dataset
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[5, 9] during training. A popular baseline for image-text embedding is the Canon-
ical Correlation Analysis (CCA), which finds linear projections that maximize the
correlation between projected vectors from the two image-regions and text domains
[64]. In some approaches, they used also the structured information of language in
the form of language-scene graphs [72]. However, none of these approaches have
used background knowledge of visual and textual entities in the form of structured
knowledge coming from a knowledge-base.

In this chapter, we introduced a supervised algorithm called ViTKan. During
training, the ViTKan takes in input an image, natural text, and the Ontological
knowledge of visual entities described in the image, and textual entities mention in
captions. The ViTKan algorithm solved the problem of mapping (i.e. alignment,
association, grounding) between visual entities (in di) and textual entities (in dt)
e�ciently. We trained the ViTKan on VTKEL1k* dataset [17]. We performed
the evaluations to check the quality of the ViTKan algorithm on VTKEL1k* and
VTKEL30k datasets, and also compared the results with state-of-the-art methods.
Figure 7.1, shows the architecture of ViTKan in details.

7.2 Related Work

Given an image and textual description of the image, the problem of phrase ground-
ing tries to localize visual objects in the image with the corresponding phrases
described in the captions. The main challenge in the phrase grounding problem is
the correlation between visual and textual modalities. Karpathy et al. [30] align
noun-phrases and image regions, using (i) convolutional neural network (CNN) over
images, (ii) bidirectional recurrent neural network (RNN) over sentences, and (iii) a
structured objective that aligns the two modalities. One of the popular baselines for
image-text embedding is Canonical Correlation Analysis (CCA), which finds linear
projections that maximize the correlation between projected vectors from the two
image-regions and text domains described in [64]. Wang et al. [65] employ struc-
tured matching of phrases and regions which develop the semantic relations between
phrases to agree with the visual relations between image-regions. They formulate
structured matching as a discrete optimization problem into a linear program and
use neural networks for embedding visual regions and phrases into vectors.

Plummer et al. [5] augment the CCA model to leverage extensive linguistic
cues in the phrases. Rohrbach et al. [66] propose grounding by reconstruction, an
approach using an attention mechanism for phrase grounding by ranking proposal
in an unsupervised scenario. During training their approach encodes the phrase
using a recurrent network language model and then learns to attend for the rele-
vant image region in order to reconstruct the input phrase. Hu et al. [67] propose
a Spatial Context Recurrent ConvNet model which based on a 2-layers LSTM to
rank visual proposals using embedded query and visual features. Dogan et al. [68]
proposed a sequential and contextual process, which encode region proposals and
all phrase into two stacks of LSTM cells, along with so-far grounded phrase-region
pairs. These LSTM stacks collectively capture context for grounding of the next
phrase. The resulting architecture supports many-to-many matching by allowing an
image region to be matched to multiple phrases and vice versa. ViLBERT (Vision-
and-Language BERT)[69] learn representation jointly from both visual and textual
domains using two-stream co-attentional transformer layers independently. In con-
trast to ViLBET, VisualBERT[70] consists of a stack of transformer layers, which
indirectly align elements of an input text and regions in an associated input image
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with self-attention. The VisualBERT further demonstrates elements of language to
image in syntactic relationships, for example, associations between verbs and image
regions corresponding to their arguments.

Yang et al. [71] propose a linguistic structured guided propagation network for
one-stage phrase grounding. In their model, they explore the linguistic structure
of the sentence and perform relational propagation among noun-phrases under the
guidance of the linguistics relation between them. Specifically, they first constructed
a linguistic graph parsed from the sentence and then capture visual and textual (mul-
timodal) feature maps for all noun-phrases nodes independently. Jing. et al. [72]
formulate the problem of phrase grounding as a graph matching problem to find the
nodes of visual and textual entities and to represent them in structured layouts of
the image and sentence respectively. In their approach, they build a cross-modal
graph convolutional network to learn cohesive node representations, which distin-
guish both node information and structured information to reduce the inconsistency
of visual and textual graphs. Yu et al. [73] propose a Cross-Model Omni Interaction
network (COI-Net) composed of (i) a neighboring interaction module, (ii) a global
interaction module, (iii) a cross-modal interaction module, and (iv) a multilevel
alignment module. They formulate the complex spatial and semantic relationship
between image regions and phrases using these multi-level multi-modal interactions.
To further enhance the interaction between two modalities, they use a co-attention
module with the cross-modal context for all image regions and phrases.

These existing methods lack the ability to model the background knowledge of
visual and textual modalities coming from the knowledge bases (Ontologies) by link-
ing the visual and textual entities mentions. From the above literature, it becomes
clear that there is not a single comprehensive approach, which used visual and tex-
tual modalities with the background knowledge for the task of phrase (noun, entity)
grounding.

7.3 The ViTKan Algorithm

In this section, we describe in detail the ViTKan algorithm, which based on visual,
textual, and Ontological pipelines, that linked Vision, Language, and Knowledge-
Representation modalities. We take the advantages of using background knowledge
of visual and textual pipelines coming from the knowledge-base (YAGO) and han-
dling it explicitly. Later, we used the subsymbolic (embedding) approaches for
extracting features from these pipelines. The visual part of ViTKan algorithm
takes in input an image and passed through an object detector for bounding-boxes
prediction and later passed these bounding boxes through VGG16 [16] classifier for
visual features (details in 4). In the textual part, we passed the natural language
text (dt) of image through an entity detection and linking tool called PIKES [10, 82]
and later extract the embedding of textual entity mentions using Word2Vec [8].
After visual and textual features extraction, the next step is to use the Ontologi-
cal knowledge of visual and textual entity mentions in the form of features vectors
(encoders) exploiting the sub and super-class hierarchy (i.e. taxonomy) of YAGO
[13] a well-known web-semantic knowledge-base. In section 7.3.1 we explained the
visual module, section 7.3.2 described the language module, section 7.3.3 described
the architecture of ViTKan, and section 7.4 described in details the evaluations of
ViTKan algorithm using VTKEL1k* and VTKEL30k datasets.
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7.3.1 Visual Module

In the ViTKan algorithm, the most significant part is the detection of visual entity
mentions (objects) shown in the images. We used a pre-trained object detector
framework called Keras-RetinaNet (KRN) 1, which utilize the ResNet-101 [99] (i.e.
Residual Network with 101 layers deep) as a backbone network. The KRN object
detector is trained on the Google Open-Images (GOI) [40] dataset. The GOI dataset
object categories do not correspond one-to-one with the YAGO classes, which entails
to map the class returned by KRN into the YAGO type. A näıve way to implement
this task is to map the label contained in the output of the object detector to
their corresponding Ontology class. Also, here more sophisticated methods can be
implemented that can take into account also the weight of the labels or additional
visual/numerical features. We adopted the straightforward approach of manually
mapping the 500 GOI classes to the corresponding (most specific) classes of the
YAGO ontology.

We process every image through KRN object detector for, (i) bounding boxes
labels, (ii) bounding boxes values in the form of {x, y, x+w, y+h}, (iii) YAGO type
(class) of labels, and (iv) class probability vectors from KRN. The detected bounding
boxes are processed through a convolution-neural-network classifier called VGG16,
trained on ImageNet [81] dataset to extract visual features. For every bounding
box, we extracted their visual-features in a vector of size 4600, which consist of
(i) bounding-box values (4), (ii) visual-features from the last max-pooling layer of
VGG16 (4096), (iii) and classes probability vector from KRN (500) for training.
During the training, we consider only those bounding boxes predicted by KRN,
which has intersection-over-union >= 0.5 with ground-truth bounding boxes. We
used VTKEL1k* dataset [17] during training of the ViTKan algorithm.

7.3.2 Language Module

After visual, the next important module of the ViTKan algorithm is the extraction of
textual features data from image captions, which can be used for the training phase.
We used a textual knowledge extraction tool called PIKES [10], which produce the
knowledge graphs from the textual resource. We process captions through PIKES,
which recognized textual entity mentions and linked them to YAGO knowledge-
base. Linking these entity mentions to YAGO ontology can be used to extract
huge structured background knowledge in the form of entity gloss (i.e. description
of entity), taxonomy (sub and super-classes of entity), Wikipedia pages, and other
information in the form of RDF graphs using Linked-Open-Data [100]. In ViTKan,
we exploit the taxonomy information of each entity mention.

For every textual entity mentions, we process their sub and super-classes hi-
erarchy using the taxonomy of YAGO Ontology and find the mapping with the
corresponding class(es) of visual-entity mention. We represent this mapping into
two one-hot encoders called (i) sub-class encoder, and (ii) super-class encoder. The
size of each encoder is 500, because GOI dataset has 500 total classes.

For example, if we have an image and a natural language text describing the
image, i.e. “A man with his Rottweiler”. After passing the image through the KRN
object detector, we received two objects (i.e. “person” and “dog”). In parallel,
PIKES recognized two entity mentions man and rottweiler, and linked them with
two URIs of the knowledge-base http://dbpedia.org/class/yago/Man110287213

1https://github.com/ZFTurbo/Keras-RetinaNet-for-Open-Images-Challenge-2018

http://dbpedia.org/class/yago/Man110287213
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Figure 7.1: The ViTKan algorithm architecture pipeline.

and http://dbpedia.org/page/Rottweiler respectively. We process the sub and
super-class hierarchy with respect to YAGO taxonomy and found that (i) person
is the super-class of man, and (ii) and rottweiler is the sub-class of dog. Later,
we process the recognized textual-entity mentions through Word2Vec and extract
the textual features in the form of (300 values) word-embedding vector. For each
textual-entity mention, we extract 1300 features values. We stacked the visual and
textual entities mentions features into a vector of size 4600 + 1300, to be used as a
input during training of the ViTKan algorithm.

7.3.3 Neural-Network module and training of ViTKan

In the previous sections, we described the techniques for extracting visual and tex-
tual features data. After features data, the next step is to develop a neural-network
part of the ViTKan algorithm and utilized these features data for training. We
developed a neural-network architecture, which consists of an input layer of size
5900x2048, two fully-connected (FC1) layers of size 2048x512 and (FC2) 512x1 re-
spectively. From input-layer to FC1 has ReLU, FC1 to FC2 layers has LeakyReLU,
and FC2 to output-layer has sigmoid activation functions respectively. We used
Adam [101] (adaptive moment estimation) optimization function for updating the
network weights on the training data. The most important part in ViTKan module
is to solve the problem of mapping (i.e. association, or alignment) between visual
entities shown in the image with textual entity mentions described in captions. We
used the Binary Cross-Entropy (i.e. sigmoid) loss function at the output layer to pre-
dict the alignment (True) and penalized non-alignment (False) pairs between visual
and textual entities. During training, we used the learning rate value: ↵ = 0.001.
The ViTKan algorithm is trained for 10 epochs with a batch size of 100. Figure 7.1
shows the components and architecture of the ViTKan algorithm in details.

We trained the neural-network model using VTKEL1k* dataset. The VTKEL1k*
dataset consists of images (1000), captions (5000), annotations for bounding-boxes
(8673), and textual mentions (20,356). Moreover, each bounding box is annotated
and mapped (associations) with one or more than one textual mention and each
textual-mention is linked with YAGO Ontology.

We used features data of the VTKEL1k* dataset during training and testing
of the NN by applying 10-fold cross-validation. The details of this dataset are
described in chapter:6. Each document d of the VTKEL1k* consist of image di

http://dbpedia.org/page/Rottweiler
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and five captions dt. We process di through KRN and predict set of visual-objects
ON = {o1, o2, . . . on}. In parallel dt is passed through PIKES for textual-entity
recognition and linking tasks i.e. TCN{t11, t12, . . . t1n}, where C denote caption-
number, and N is used for the total number of textual entity mentions in C. For
each d, we extract features data of ON and TCN as described in the previous sections.
During the processing of VTKEL1k* features data, we found that the mappings of
visual and textual entity mentions are imbalanced in the visual classes. From the
imbalance, we mean that a massive portion of the VTKEL1k* dataset belongs to
the people class. To solve this problem, we added 66.66% of false mapping to the
imbalance portion, i.e., for every true pair, we added two false pairs. We trained
end-to-end the NN, utilizing the balanced data.

7.4 Experimental Evaluations

To check the quality of ViTKan algorithm, we used VTKEL1k* and VTKEL30k
datasets for evaluation experiments. The evaluation results of VMD+VET and
TMD+TET (described in chapter: 6) tasks are the same due to the KRN and
PIKES tools used in both VT-LinKEr and ViTKan. We check the performance
of ViTKan primarily on two tasks called Visual Textual Coreference (VTC), and
Textual Entity Grounding (TEG). VTC is a major task in the VT-LinKEr algo-
rithm, described in details in chapter 6, while the TEG (or phrase grounding) task
is jointly addressed by the community of CV and NLP for textual-entity localization
problem [5, 97, 9, 102]. In the following, we describe these evaluations in detail.

7.4.1 Visual Textual Coreference

TheViTKan algorithm solves the problem of VTKEL with better performance than
the baseline (VT-LinKEr) algorithm in the VTC task. Each pair (pi) predicted by
the ViTKan consists of a visual-object (bp) and a textual-entity mention (tp). We
checked bp against the ground-truth bounding-box (bg) and tp against the ground-
truth textual mention (tg): a pair is considered to be correct if the intersection-

over-union (IOU) ratio of bp over bg (i.e. area(bp\bg)
area(bp) [ area(bg)

) is greater or equal than
0.5, and tp is equal or a substring of tg. The improved results of ViTKan on VTC
task using VTKEL1k* and VTKEL30k datasets are presented in Table 6.1.

In the visual module, we exploit the KRN object detector, which plays a major
role in predicting visual objects from images. The KRN performed very well on
people, clothing, human-body-parts, animals, vehicles, and instrument categories,
while missing most of the objects from visual-scenes categories (e.g. buildings,
graces, playing grounds, etc..). In the community of CV, correctly detecting and
typing objects from the scenes category is still a challenging problem, and any
improvement in this respect would potentially improve the ViTKan performance.
In some images, which consist of very few and small objects (even a human can see
the objects with great e↵ort), the KRN object detector can predict these objects.
The visual objects in Figure 7.2 pictures are mostly missed or wrongly predicted
by state-of-the-art object detectors (e.g. YOLO and SSD), while KRN predicts
correctly these objects.
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Table 7.1: Results of state-of-the-art using Flickr30k-Entity, and ViTKan algorithm
using VTKEL1k* and VTKEL30k datasets for TEG task.

Methods Dataset R@1 R@5 R@10 R@50 R@100
BRNN[30] 22.24 48.22 61.40 - -
NMLM[103] 23.12 50.70 62.81 - -
m-RNN[104] 35.42 63.80 73.72 - -
GMM+FV[105] 33.30 62.12 74.73 - -
KAC+KBP[106] 38.71 - - - -
Yeh et al.[107] 36.93 - - - -
MATN[108] Flickr30k-Entity[5] 33.10 - - - -
CCA[5] 41.77 64.52 70.77 - 80.30
StructMatch[65] 42.08 - - - -
DSPE[109] 43.89 64.46 69.66 - -
GroundR[97] 47.81 - - - -
Embedding-N[110] 50.67 70.21 75.51 - -
Similarity-N[110] 51.05 70.30 75.04 - -
OTT [102] 35.98 70.33 78.97 - -
OTS [102] 41.12 70.42 77.48 - -
ViTKan (ours) VTKEL1k* 46.81 70.46 77.01 84.02 84.85

ViTKan (ours) VTKEL30k 25.69 51.03 62.48 80.68 83.82

7.4.2 Textual Entity Grounding

The problem of TEG tries to localize the visual objects in an image with the cor-
responding textual entity described in captions. State-of-the-art [5, 97, 9, 102] ap-
proaches are using recall on TEG2 task by utilizing Flickr30k-Entity dataset [5].
We follow the same evaluation procedure with respect to state-of-the-art methods
by predicting the top 100 bounding boxes (proposals) of images using KRN object
detector. During inference, the ViTKan algorithm uses features data of visual and
textual entity mentions (described in sections: 7.3.1, 7.3.2).

We consider the mapping between textual-portion and image-region as the ground-
ing problem, which entails textual entity mention as a query and the 100 bounding
box proposals from input image as the database to search over for the alignments.
We followed the evaluation settings of state-of-the-art approaches and measure Re-
call@K, where {K=1, 5, 10, 50, and 100}. The prediction performance of the
ViTKan algorithm on every pair consists of a textual entity mention and 100 bound-
ing box proposals. We ranked the proposal (i.e. classifier probabilities in descending
order) and report Recall@100, which gives us the upper bound on grounding per-
formance. The results for Recall@K obtained by evaluating ViTKan on the TEG
task using VTKEL1k* and VTKEL30k datasets are presented in Table 7.1, together
with a reported performance of state-of-the-art approaches.

On the TEG task, the performance on VTKEL30k is substantially lower than
on VTKEL1k*, especially for low K values in Recall@K. For training ViTKan
we used the gold standard VTKEL1k* dataset, which consists of 1000 documents,
randomly selected from the VTKEL30k dataset. Given the substantially smaller

2Note: The state-of-the-arts solve the problem as noun-phrase grounding. In our case, the textual-
entity mentions recognized by PIKES are considered to be the noun-phrases of the corresponding cap-
tion(s).
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Figure 7.2: Some images of VTKEL dataset that consist of challenging objects.

size of VTKEL1k* compared to VTKEL30k, it is likely that the feature data from
the entity mentions in VTKEL1k* do not su�ciently cover the variability of the
entity mentions on VTKEL30k. A solution to achieve higher recall scores also on
VTKEL30k would be to use a larger subsample from VTKEL30k, possibly cross-
validating the performance on the whole VTKEL30k dataset. However, training the
approach on such a large dataset is quite demanding computationally, and would
require highly-spec’d computing hardware that was not available at the time of
training ViTKan.

7.5 Conclusions

In this chapter, we introduced a supervised algorithm called ViTKan, their devel-
opment, architecture, training, and evaluations in detail. The ViTKan algorithm
solves the problem of visual-textual entity matching, based on a supervised method
by using a more complete set of visual classes (from the GOI dataset), a sophis-
ticated object detector (KRN), and a knowledge extracting tool from the textual
resource (PIKES). The visual part of ViTKan algorithm takes in input an image
and passed through KRN object detector for bounding-boxes prediction and pro-
cess bounding boxes through a classifier for visual features extraction. In the textual
part, we passed the natural language text (captions) of the image through an entity
recognition and linking tool for extracting the embedding and background knowl-
edge of textual entity mentions. We used the Ontological knowledge of visual and
textual entity mentions in the form of features vectors (encoders) exploiting the sub
and super-class hierarchy (i.e. taxonomy) of YAGO [13] knowledge-base. We also
described the VTKEL1k* dataset, used during the training, and performed evalu-
ations to check the quality of ViTKan on VTKEL1k* and VTKEL30k datasets.
The ViTKan algorithm, e�ciently solves the visual-textual alignment task of VT-
LinKEr algorithm. We also performed evaluation experiments on the textual-entity
grounding task. The novelty of ViTKan algorithm is the exploitation of structured
background knowledge coming from the knowledge-base YAGO, which was ignored
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by the traditional methods.
In the future, we are interested to improve the quality of ViTKan algorithm,

by training it on the VTKEL30k dataset. We also want to apply the method to a
dataset that includes more pictures and textual resources other than captions (e.g.,
short news with pictures).
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Chapter 8

Conclusion

In this thesis, we understand the contents of a document which composed of both
image and text. The image part of the document consists of visual objects and the
textual part described these objects in natural language text. To process and inter-
pret these contents, we need to develop an artificial agent that involved cross-modal
learning from image and text data and predict objects (i.e. visual entity mentions)
shown in the image and parallelly recognized the textual entity mentions described
in the text. After recognizing the visual and textual entity mentions, the agent
will link them to its background knowledge by using the knowledge-base (Ontology).
We called this problem Visual-Textual-Knowledge-Entity Linking (VTKEL). After
defining the VTKEL problem, the next challenging part was to use the state-of-the-
art tools and techniques in Computer vision, NLP, and Knowledge representation
to solve the problem of VTKEL. We describe in detail these tools and techniques
in chapter 4. We developed two datasets called VTKEL1k* and VTKEL30k, which
check the quality of algorithms solving the VTKEL problem. These datasets can also
be used in the training and evaluations of algorithms. The innovation of VTKEL
problem and datasets are the integration and intersection of vision, language, and
knowledge modalities. In chapter 5, we described in detail the VTKEL1k* and
VTKEL30k datasets. The accuracy of VTKEL1k* amounts to 95%, and we believe
that an error rate of 5% also exists in the manually developed datasets.

In chapter 6, we described a baseline algorithm called, which solve the problem of
VTKEL. In this chapter, we described the development of VT-LinKEr, by exploit-
ing state-of-the-art tools and techniques. Given a document (d) composed of text
(dt) and image (di), the VT-LinKEr applies an object detector to di part, resulting
in a set of bounding boxes labeled with classes of the YAGO Ontology 1. In paral-
lel, VT-LinKEr processes dt part with a tool for entity recognition, which labels
the noun phrases with classes of the YAGO Ontology. Finally, the VT-LinKEr
attempts to link visual and textual mentions which correspond to the same entity.
This final task is done by exploiting Ontological knowledge about class/subclass hi-
erarchy (taxonomy), and similarity information available in the textual mentions.
We performed the evaluation experiments on VTKEL1k* and VTKEL30k datasets,
to check the quality of VT-LinKEr. The highest F1 scores of the VTC task using
VTKEL1k*, and VTKEL30k datasets are 0.303 and 0.346 respectively.

In chapter 7, we described a supervised algorithm called ViTKan (Visual-
Textual-Knowledge-Alignment-Network). We presented in detail the develop-
ment, architecture, training, and evaluations of ViTKan on (i) Visual-Textual-
Coreference (VTC), and (ii) Textual-Entity-Grounding (TEG) tasks. TheViTKan,

1
https://yago-knowledge.org/
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takes in input di and applies an object detector, resulting in a set of bounding boxes
labeled with classes of the YAGO Ontology. In dt part, the ViTKan takes captions
and process for textual entity recognition and linking them with YAGO ontology
for background knowledge extraction. We trained the ViTKan by utilizing fea-
tures data of the VTKEL1k* dataset. For the evaluation of ViTKan algorithm,
we used VTKEL1k* and VTKEL30k datasets. The highest F1 scores of VTC task
using VTKEL1k* and VTKEL30k datasets are 0.742 and 0.739 respectively. We
also checked the quality of ViTKan on the TEG task and compared the results
with state-of-the-art approaches.

The outcomes of the thesis are the introduction of a novel VTKEL task, the
development of two datasets, and solving the VTKEL problem by introducing VT-
LinKEr and ViTKan algorithms for the communities of CV, NLP, and Knowl-
edge representation. One of the significant innovations of this thesis is the use of
background-knowledge coming from a knowledge base (YAGO) with visual and tex-
tual data, and later explicitly handling it for subsymbolic approaches. The problem
of VTKEL and their solutions with the help of VT-LinKEr and ViTKan algo-
rithms have opened new research directions in the areas of multimedia indexing,
retrieval, and vision-language. Using our techniques in these areas can improve the
accuracy of image captioning, visual-dialogue system, and visual-question answering
tasks.

By using the Flickr30k-Entity dataset as a starting point for VTKEL datasets,
we were limited to their annotations. As a result, we are missing some visual entity
mentions shown in the image and described by text and vice-versa. Another limi-
tation of this thesis is the use of KRN object detector, which is trained on the GOI
dataset. By using KRN, we are limited to 500 visual classes of GOI dataset.

Future work

In the future, we are interested to capture the relationships between pairs of visual-
objects [12] (e.g. ”man feeding dog”, ”man on bicycle”) shown in the image and
described in the text, and later linked these relationships (i.e. verb, predicate)
of entities with the knowledge-base (e.g. SUMO Ontology [111]). Linking visual
objects, textual entities, and their relationships with the knowledge-base can be
used to e�ciently understand the contents of the image and text. We are also
interested to apply the problem of VTKEL to a dataset that includes more pictures
and textual descriptions di↵erent from captions (e.g., short news with pictures).

In addition, we want to use the pipelines of VTKEL task on a short clip of video,
and the natural language text, which described the contents of video (i.e. Grounded
Video Description [112]). This problem consists of two subtasks, (i) grounding of
noun-phrases in video-captions to the corresponding bounding-boxes in one of the
frames of video, and (ii) linking the textual entities mention of noun-phrases to the
corresponding class in the knowledge-base. This approach can be used to e�ciently
solve the tasks of video description [113, 114], video paragraph description [115, 116],
and video indexing & retrieval [117].
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from bow: Unsupervised fine-tuning with hard examples. In European confer-
ence on computer vision, pages 3–20. Springer, 2016.

[92] Qi Zhang, Zhen Lei, Zhaoxiang Zhang, and Stan Z Li. Context-aware attention
network for image-text retrieval. In Proceedings of the IEEE/CVF Conference
on Computer Vision and Pattern Recognition, pages 3536–3545, 2020.

[93] Pedro Henrique Martins, Zita Marinho, and André FT Martins. Joint
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