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Abstract

Integrated electronics are the backbone of the technological progress we enjoy every
day. Without chips, there would be no modern telecommunications or computing,
no internet, computers, smartphones, AI and so on. The whole world is more de-
pendent than ever on the successful development of newer, faster and more efficient
electronic circuits, especially in the radio frequency (RF) segment. The focus of this
work is twofold: on the one hand, the exponential increase in the number of con-
nected devices is driving the development of increasingly complex, efficient and
cheap low-power front-ends; on the other hand, the introduction of faster commu-
nication protocols, such as 6G, the rise of automotive RADARs, calls for the devel-
opment of high-performance, low-noise integrated oscillators.

After a brief introduction, the first part of the thesis focuses on the design of a
low power, efficient 2.4 GHz Cartesian transmitter for Internet-of-Things (IoT) ap-
plications. Firstly, a thorough analysis of the passive resistive mixer is carried out,
showing how its operation leads to inefficient transmitters. A passive reactive mixer
is proposed as a solution to the shortcomings of the common passive resistive mixer.
The proposed mixer is analysed and a set of useful design equations is obtained. The
prototypes of the IoT Cartesian transmitter are realised in a 22 nm FD-SOI process
and show an efficiency of 22% for a 16-QAM 2.4 Mbaud signal with an average out-
put power of 2.7 dBm.

The second part of the thesis focuses on the design of low phase noise oscillators.
Achieving ultra-low phase noise in ultra-scaled CMOS technologies is no easy task
due to low supply voltages and low quality of the passive devices. Three different
topologies are designs are proposed as an alternative solution. First, a reconfig-
urable octacore DCO exploits the synchronisation of the oscillators to improve the
phase noise by 9 dB; the reconfigurable network allows to dynamically trade phase
noise with power consumption. The impact of the switches on the phase noise and
coupling bandwidth is evaluated using a rigorous time-variant analysis. The proto-
types are realised in a 28 nm CMOS process, and show a phase noise of -126 dBc/Hz
at 1 MHz offset at 10.7 GHz. Secondly, a series CMOS VCO with a transformer based
feedback network is presented: series VCO are able to achieve much better phase
noise by a factor of 20logQ where Q is the quality factor of the tank. Finally, a 5 GHz
VCO with a stacked differential-pair is presented. The stacking of the active devices
allow the VCO to operate from a 1.6 V supply without reliability concerns. The pro-
totypes, realised in a 22 nm FD-SOI CMOS technology and achieve a phase noise of
-126 dBc/Hz at 1 MHz offset at 5.2 GHz and a tuning range of 16.6%.





vii

Introduction

Our modern world relies on fast communications and smart devices that simplify
our daily lives in ways that would have been impossible just a few decades ago.
Lightning-fast 5G mobile internet enables seamless video calls, media sharing, un-
limited access to any resource available on the web, and many other things we now
take for granted. Ultra-low power wireless devices are at the heart of the grow-
ing Internet of Things (IoT) market, which is set to revolutionise every aspect of
our lives. Given its inherent ubiquity, any device must be cheap and require little
maintenance to operate: just think of applications such as health and medical, wear-
ables, distributed sensors, smart mesh networks, smart appliances and so on [1–3].
The transport of goods and people is becoming safer and more reliable thanks to
increasingly advanced sensors and systems. The automotive sector in particular is
undergoing the most dramatic change in decades: the electrification of the car. Hun-
dreds of sensors and kilometres of wiring power the modern car, and this is just the
beginning: the move to electric cars will only increase the need for advanced elec-
tronics. One of the most fascinating examples of RF development is automotive
radar, which has gone from a niche, very expensive option to almost every new
car, making roads safer. In addition, modern cars are seeing the rise of vehicle-
to-vehicle communication as a means to improve traffic flow, increase passenger
comfort and safety, and receive a constant stream of information about its surround-
ings, enabling novel self-driving features [4]. These and many other sensors work
together to enable what is perhaps the holy grail of the automotive market: the self-
driving car; a dream that seems closer than ever, with extraordinary results such
as Bertha (Fig. 1) [5]. While safety and efficiency are top priorities, customers also
expect high standards of comfort and connectivity: advanced infotainment, in-car
WiFi and Bluetooth, GPS, remote monitoring, etc. The car of the future is connected,
with the number of electronic chips and devices increasing exponentially. In other
words, the car of the future is less about mechanical parts and more about chips and
software [4, 6].

The main driver behind the widespread adoption of advanced RF electronic
systems is the relentless effort of thousands of engineers to integrate increasingly
complex systems into low-cost, monolithic CMOS chips capable of delivering high-
performance solutions to (almost) every market. In fact, year after year, the humble



viii

FIGURE 1: A picture depicting some of the sensors enabling the self-
driving car Bertha [5]. Many are powered by mm-wave circuits.

silicon MOS transistor is creeping into parts of the RF spectrum that were once the
domain of more expensive, exotic materials. By switching to a CMOS process, de-
signers can integrate the entire RF front-end, baseband circuitry and digital logic
in the same die, saving costs and reducing PCB complexity. In addition, at mm-
wave frequencies, due to the small wavelength of the carrier signal, it is possible
to integrate the antenna array directly on the chip itself, reducing losses. Automo-
tive radar is a good example of the power of CMOS integration: operating in the
millimetre-wave range and requiring relatively high power bursts, it was once im-
plemented using expensive materials such as GaAs and discrete components. In
the 2010s, SiGe became competitive and the first monolithic radar transceivers ap-
peared, opening the gates to mass adoption, but with limited integration capabili-
ties. For this reason, CMOS is likely to enter the market soon, as the feasibility of a
CMOS radar at 77 GHz has already been demonstrated in various works [7, 8]. The
introduction of a fully integrated CMOS radar would be a massive breakthrough,
allowing the RF front-end to be integrated with the baseband and digital sections,
reducing costs and increasing performance [9]. Another example of modern CMOS
competitiveness is the 5G mm-wave front-ends for mobile phones. Once again, a
market once dominated by GaAs [10] and SiGe is now slowly being penetrated by
bulk or SOI CMOS solutions [11]. Although still in its infancy, modern research is
demonstrating the feasibility of CMOS for sub-THz designs [12–15], that will soon
be required for 6G applications (Fig. 2).

While CMOS has had to compete with more powerful but expensive exotic ma-
terials in high performance mm-wave applications, one area where it has always
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FIGURE 2: The spectrum of 5G and 6G communication protocols. The
6G protocol poses a challenge to CMOS RF technologies with its sub-

THz capabilities [16].

dominated is in low power, low cost devices such as IoT devices. In this market,
CMOS has always been the obvious choice for mass-producing the tiny, low-cost
chips that required to connect millions, if not billions, of devices to the internet.

In general, the reduction of the minimum gate length improves the digital per-
formance of the switch by reducing the MOSFETs channel resistance and parasitics,
increasing the speed and lowering the power consumptions of digital circuits. On
the other hand, scaling beyond 100 nm has had little benefit in analog applications:
short channel effects and other non-idealities limit the improvements in the MOS
transconductance (gm); nanoscale lithographic and crystal imperfections more heav-
ily affect smaller devices, impairing the matching [17]. For RF applications, the
speed and bandwidth of the transistors are being limited by wiring parasitics and
quantum effects, effectively neutralising the scaling advantages [17]. Moreover, the
lower supply voltages imposed by scaled CMOS technologies harms noise and lin-
earity performance of analog circuits [18].

Silicon-on-insulator CMOS technologies have shown promising results for RF
and mm-wave applications, mitigating some of the issues introduced by nanoscale
processes. SOI is a planar CMOS technology where a buried oxide layer (BOX) is
embedded under in the substrate, effectively insulating the channels from the bulk
and improving the transistor characteristics. An improvement of the SOI technol-
ogy is the fully-depleted SOI (FD-SOI), where the transistor channel is built on top
of a thin BOX layer, effectively insulating it from the rest of the devices, as shown
in Fig. 3(b). The ultra-thin channel is left intrinsic, improving the carrier mobility
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(a) (b)

FIGURE 3: Cross section of a (a) bulk MOSFET (b) fully-depleted (FD)
SOI MOSFET. Courtesy of ST-Microelectronics.

and avoiding issues due to the doping process. FD-SOI transistors reduced para-
sitic capacitances, lower leakage currents, lower noise and so on enable high per-
formance RFICs [19]. The presence of the BOX layer in FD-SOI technologies allows
the designer to alter the substrate polarisation and dynamically change some of the
transistor properties such as the threshold voltage. This technique, called body-
biasing, allows the designer to dynamically trade transistor speed for sub-threshold
current leakage. However, SOI processes adoption has been slowed by their rela-
tive cost and poor thermal dissipation due to the buried oxide layer [20–22] posing
a challenge for the thermal management of large systems such as phase shifter ar-
rays [23].

Another casualty of scaling are the passives: the lower levels of the metal stack
are extremely close to the substrate, increasing parasitic capacitance, and are very
thin, being optimised for density. These two factors combine to degrade the perfor-
mance of metal-oxide-metal (MOM) capacitors and inductors, fundamental build-
ing blocks of RF and mm-wave design. Again, the buried oxide layer in SOI mit-
igates this problem, but at the cost of a more expensive process compared to bulk
CMOS.

In this thesis are reported the results achieved during the three years of Ph.D.
that focused on two main aspects: the design of low-power and high-efficiency IoT
transmitters; and the design of high-performance low-noise harmonic oscillators.
The thesis reflects the dual focus of the Ph.D. by being divided into two main areas
of interest: Chapters 1, 2, and 3 explore the analysis of mixers and design of an IoT
transmitter; Chapters 4, 5, 6, and 7 explore three different oscillator topologies to
improve the phase noise performance of integrated harmonic oscillators.

In Chapter 1 introduces the world of IoT and its role in shaping the low-power
transceiver design. It introduces the topic of RF transmitters and their role in the
quest for efficient IoT devices. Moreover, the chapter presents the challenges im-
posed by the adoption of higher data rate protocols to accommodate newer IoT
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applications on current low-power transmitter topologies (e.g., the polar TX). The
chapter with an overview on the role of the modulator in the efficiency of the trans-
mitter.

Chapter 2 presents a time-variant analysis of the I/Q passive resistive mixer.
First the quadrature passive resistive mixer is presented alongside its non-idealities
that limit its performances. The obtained model is then applied to the 50 and 25%
LO duty-cycle cases, resulting in a LTI Thevenin equivalent source. The Chapter
ends with a discussion on the obtained results.

Chapter 3 explores the advantages of the passive reactive mixer for low-power
Cartesian modulators. A thorough analysis of the capacitive passive mixer is car-
ried out, revealing its filter-before-upconversion behaviour allows for simpler, less
power hungry baseband interfaces. The analysis also results in useful design equa-
tions that are leveraged to optimise the TX efficiency. The Chapter reports the de-
sign of a 2.4 GHz Cartesian TX for IoT employing the proposed passive capacitive
mixer. The prototypes are fully characterised, showing a state-of-the-art system ef-
ficiency of 22% when transmitting a 16-QAM signal at 2.4 Mbaud at an average out-
put power of 2.7 dBm.

In Chapter 4 is introduced the role and importance of the harmonic oscillator
in the modern radiofrequency integrated circuit (RFIC) design: from communica-
tions to RADAR applications, the local oscillator is the most critical component. The
most used oscillator topology, the class-B cross-couple differential-pair oscillator, is
discussed, highlighting its limits. The Chapter discusses the role of current trends
of CMOS scaling in limiting the phase noise performance of the class-B oscillator,
showing that newer solutions are needed to reach ever lower phase noise.

In Chapter 5 is reported the analysis, design an measurement of a 12 GHz re-
configurable octacore digitally controlled oscillator (DCO) capable of trading phase
noise for power consumption, dynamically changing the number of active cores.
The time-variant analysis studies the impact on phase noise of the presence of MOS
switches in the coupling network. The prototypes, realised in a 28 nm process, reach
a phase noise of -126 dBc/Hz at 1 MHz offset at 10.7 GHz when all eight cores are
operating; as expected, the phase noise increases when the number of active cores
is decreased. The design and implementation was carried out during the Master’s
thesis at Infineon Villach; the measurement and analysis were carried out during
the Ph.D.

In Chapter 6 series oscillators are presented showing how they can potentially
achieve more than 20 dB of phase noise improvement over their parallel counterpart.
A 10 GHz transformer-based series VCO is proposed and analysed. The Chapter
also includes its design and prototype characterisation.
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The last proposed low-noise oscillator is presented in Chapter 7. The proposed
VCO exploits CMOS stacking to safely increase the oscillation swing and decrease
the phase noise beyond what normally possible in ultra-scaled CMOS technologies.
The prototypes are designed and realised in a 22 nm FD-SOI CMOS technology, and
reach a phase noise of -126 dBc/Hz at 1 MHz offset at 5.2 GHz, with a supply voltage
of 1.6 V, double the maximum limit imposed by the technology.

Finally the conclusions and closing words are reached in Chapter 7.2.
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Chapter 1

Low Power Transmitters for the Next
Generation of IoT

1.1 Internet of Things

More of a paradigm than a well defined technology, the Internet of Things (IoT) has
evolved over the years to become a massive reality in our lives. In an IoT world
every device will be able to collect, elaborate, and send data over the internet to
enhance its functionality or to enable new ones altogether. Put plainly, IoT is a sys-
tem of interrelated computing devices, mechanical and digital machines, objects,
animals or people that are provided with the ability to transfer data over a network
without requiring human-to-human or human-to-computer interaction [3]. The first
example of an IoT device was a modified Coke machine at Carnegie Mellon Univer-
sity becoming the first network-connected appliance. Nowadays, IoT devices can
be as simple as a remotely-operated light bulb, up to extremely complex and so-
phisticated city-wide networks of sensors monitoring the air quality, weather, traf-
fic [25,26], or entire facilities operated by thousands of smart sensors and robots, all
interconnected through the internet. The success of IoT is measured by the billions
of internet-enabled that are already operating, with a projected doubling of active
devices before the year 2030 [24].

Given its inherent flexibility the concept of IoT can be, and is, applied to hun-
dreds, if not thousands, of different fields, such as:

• multimedia

• edge computing

• health

• wearables

• home automation (domotics)
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FIGURE 1.1: Projected growth of the connected IoT devices [24].

• agriculture

• energy (smart grid)

• manufacturing

• logistics

• urban monitoring (smart cities)

• safety and surveillance

The list is endless and it keeps growing [1–3, 25]. IoT devices have a vast impact on
our life, but they also pose some challenges. IoT devices generate a large amount of
data that needs to be stored, processed, but, most importantly, continuously trans-
mitted to the internet. Any IoT device needs a way to communicate to the external
world.

Power consumption of an IoT device is a crucial factor that affects its perfor-
mance, battery life, and environmental impact. IoT devices often use wireless com-
munication technologies that consume different amounts of power depending on
the network conditions, data rate, and power saving features. For example, WiFi is
a common wireless protocol for IoT devices, but it has high power consumption and
requires AC-powered devices. On the other hand, low-power wide-area networks
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FIGURE 1.2: Wearable tech is one of the most promising IoT applica-
tions, with millions of devices already shipped.

(LPWAN) such as LTE-M or NB-IoT offer lower power consumption and longer bat-
tery life for IoT devices that operate in remote or hard-to-reach locations. However,
these technologies also have trade-offs in terms of bandwidth, latency, and cover-
age [1–3].

Power consumption optimization is not only important for improving the per-
formance and reliability of IoT devices, but also for reducing their environmental
impact. IoT devices are expected to reach billions of units in the near future [27],
which means they will consume a significant amount of energy and generate a lot
of electronic waste. By designing IoT devices that consume less power and last
longer, developers can contribute to a more sustainable and greener IoT ecosystem.

The impact of the RF front-end in IoT devices is significant, as it determines
the performance, power consumption, and efficiency of the device [28]. The RF
front-end refers to the components that are responsible for receiving and transmit-
ting RF signals, such as filters, amplifiers, switches, and antennas. While the digital
circuitry takes advantage of CMOS scaling, the power consumption of the analog
circuitry is largely determined by design specifications. There are two main ways
to reduce the power consumption of a radio. One is to implement clever commu-
nication protocols that, for example, reduce the amount of time the radio is on by
transmitting short bursts of data and then switching off completely, or by using
wake-up receivers that go into a super-low power state while waiting for an exter-
nal transmission. The other is to act at the transistor level and increase the efficiency
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TABLE 1.1: Comparison of requirements of different IoT classes.

Required parameter Standard IoT Multimedia IoT Automotive IoT
Average
data size Kilobytes Megabytes to

Gigabytes Megabytes

Bandwidth Kb/s Mb/s Mb/s
Latency High Medium/Low Low

Power consumption Low High Medium/High
Possible protocol(s) BLE, ZigBee, LoRa Bluetooth, WiFi, 5G 5G

I/Q

data

digital baseband

RF

I/Q

mod.

I

Q

LO

FIGURE 1.3: Block diagram of a generic TX.

of the system. The latter is what the RF designer has most control over, as it re-
quires the development of clever topologies and strategies to overcome the inherent
limitations of CMOS technology. So, how do we improve the efficiency of an IoT
transmitter (TX)? Before answering this question, we first have to understand what
a TX is.

1.2 What is a transmitter?

In RF electronics, the TX is a system of blocks responsible for transmitting data.
Modern transmitters are digital, which means that the data being transmitted comes
from a digital signal, but the circuitry and the signal itself are still analog. An ex-
ample of a modern digital transmitter is shown in Fig. 1.3 and consists of four main
blocks: the digital circuitry that prepares the data, the baseband circuitry that per-
forms the D/A conversion of the data, a modulator that shifts the baseband data
signal to a higher frequency, and a power amplifier (PA) that drives the antenna.

In its essence, wireless data transmission is composed by two elements: a carrier
signal and a modulating signal containing the information (Fig. 1.4). The carrier
is usually a sinusoidal tone at a fixed frequency f0 (in reality it can be changed to
transmit in different channels). The modulating signal is a much more complex
waveform that carries the data, it is generated by the D/A converters driven by the
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digital circuitry and filtered to remove any spurious or unwanted content. Usually,
the spectrum of the modulating signal is located at baseband (i.e., it extends from 0
up to B/2 Hz (Fig. 1.4) which would impossible to transmit unless first translated to
a higher frequency, in a process called modulation. In practice, this is achieved by al-
tering the physical properties of the carrier signal (amplitude, frequency, phase etc.),
effectively encoding the data within the carrier itself. The effect of the modulation
can be better appreciated in the frequency domain: in Fig. 1.4 the baseband modu-
lating signal (in blue) is shifted from DC to f0 after the modulation, making it much
easier to transmit. The circuit block that implements the modulation is called modu-
lator. The most basic modulator can be realised by multiplying the carrier signal by
the baseband signal (Fig. 1.5(a)). In the frequency domain, the time multiplication
becomes a convolution, thus realising the desired frequency translation.

An immediate improvement over the simple modulator is the I/Q modulator
obtained by adding a branch with an LO in quadrature, as in Fig. 1.5(b). In this
way it is possible to encode two signals with the same bandwidth. This can be
thought as encoding the real a(t) and imaginary b(t) part of modulated signal. The
I/Q modulator is at the heart of digital radios, where the data is encoded in in-
phase and quadrature amplitude components that identify different points in the
complex numbers plane; by assigning a unique value to each point we can build
a constellation of symbols (Fig. 1.6). This modulations scheme is called M-QAM
where M is the number of symbols in the constellation. The higher the M, the more
bits per symbol, the higher the spectral efficiency of the modulation.

The circuit block that implements the time-domain multiplication is called mixer;
there are many mixer topologies, but they can be broadly divided into active and
passive mixers. Roughly speaking, if the transistors are used as transconductors,
then the mixer is active (a famous example is the Gilbert cell). If the transistors are
used as switches, then it’s passive. Passive mixers show better linearity and lower
power consumption (the mixer itself is passive but dynamic power is dissipated by
the LO drivers), but they are lossy. Usually, passive mixers are preferred over active
ones for low power applications such as IoT.

Since passive mixers are inherently lossy, a PA is required to amplify the signal
before it is fed to the antenna. The PA is a critical block, as it must amplify the
signal without distortion, while wasting as little power as possible. In most RF ap-
plications, the power consumption of the PA is so much higher than the rest of the
system that the overall efficiency of the transmitter is largely determined by the ef-
ficiency of the PA. Conversely, in applications where the output signal power is low
(e.g., IoT), the power consumption of the baseband circuitry and mixer has a much
greater impact on the system efficiency. For this reason, increasing the efficiency in
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FIGURE 1.4: The baseband modulating signal is upconverted to the
carrier frequency by the modulation of the carrier.
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FIGURE 1.5: Basic modulators: (a) simple modulator; (b) I/Q modula-
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FIGURE 1.6: Example of a 16-QAM constellation: the real (red) and
imaginary (blue) vectors identify a point in the complex numbers

plane.
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low power RF front-ends is more about working on the entire system, and less about
optimising the PA efficiency.

The following two Chapters focus on the study of two different classes of passive
mixers, with the aim of designing an efficient IoT Cartesian modulator: in Chap-
ter 2 a time-variant analysis of the passive resistive mixer is performed, deriving a
powerful yet simple model of the mixer operation; in Chapter 3 a prototype of a
Cartesian TX for IoT based on a passive reactive mixer is presented and analysed,
demonstrating how the use of a passive reactive mixer can simplify the baseband
circuitry, increase the overall TX efficiency while retaining the ability to modulate
QAM signals.
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Chapter 2

A Time-Variant Analysis of Passive
Resistive Mixers Using Thevenin
Theorem

Passive resistive mixers have gained popularity in radio frequency (RF) and mil-
limetre wave (mm-wave) applications over their active counterparts due to their
high linearity and simplicity. Passive mixers are often implemented using CMOS
transistors driven by a strong local oscillator (LO) signal, effectively acting as ideal
switches or, more realistically, variable resistors (hence the name of passive resis-
tive mixers). The former interpretation forms the backbone of the classical mixer
theory and provides a simplified model for explaining their basic behaviour, but
it fails to capture the effects of the MOS switch resistance on the conversion gain.
This is especially noticeable in high frequency applications, where, in order to limit
the parasitics, the gate area of the CMOS switches must be minimised, leading to a
degradation in their on- and off-resistance. Taking into account the switch resistance
leads to a more challenging analysis, which is the subject of several papers [29–32].
However, these works either ignore the switch off-resistance and source resistance,
or assume non-overlapping LO quadrature signals with a 25% duty cycle [31].

This Chapter presents a more general analysis that takes into account the finite
on- and off-resistance of the switches, the source resistance, the presence of a load
impedance and a quadrature (I-Q) architecture.

2.1 Analysis of the Passive Resistive Mixer

We will analyze the double-balanced quadrature (I-Q) passive resistive mixer, whose
schematic is shown in Fig. 2.1. It is composed by one in-phase and one quadrature
cell connected in parallel, loaded by capacitor CL. A single cell of the mixer is itself
comprised of a voltage source, vm,I(Q)(t), along with the source resistance Rs, and
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r(t)

vRF(t)

r(t-TLO/2)

r(t-TLO/2)

r(t)

RS

vm,I(t)

im,I(t)

im,Q(t)
r(t-TLO/4)

r(t-3TLO/4)

r(t-3TLO/4)

r(t-TLO/2)

RS

vm,Q(t)

CL

Rth

CLvth(t)

Rth

vRF(t)

equivalent LTI

Thevenin circuit

FIGURE 2.1: Schematic of the passive resistive quadrature mixer, and
its Thevenin equivalent.

the mixer switches, here represented by time varying resistors r(t). The latter are all
identical but for a time shift representing the different LO phases.

The arrangement in Fig. 2.1 is typically used as an upconversion mixer, and, in
the following, we will refer to this scenario. However, it should be noticed that
the presented results can be rather promptly extented to the downconversion case
leveraging interreciprocity, and, in particular, the frequency reversal theorem [33].

Since the the passive reactive mixer is a linear, although time-variant, circuit, it
can be represented by a Thevenin equivalent circuit as seen by the load CL (Fig. 2.1).
This equivalent network is made of the voltage generator vth(t), and the Thevenin
resistance rth(t).

To derive the Thevenin equivalent, we will first focus on the in-phase cell alone,
computing its Thevenin equivalent circuit. Next, the procedure will be repeated on
the quadrature cell. Finally, the overall equivalent circuit of the I-Q mixer will be
obtained.
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rth,I(t) rth,I(t)
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r(t)

r(t-TLO/2)
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r(t)

r(t)

RS r(t-TLO/2)

r(t)

r(t-TLO/2)

(a) (b)

FIGURE 2.2: Circuit used for the evaluation of the Thevenin resistance
of the in-phase cell: (a) original circuit; (b) rearranged circuit.

2.1.1 Thevenin Resistance of the In-phase Cell

To compute the Thevenin resistance of the in-phase cell, rth,I , we use the schematic
in Fig. 2.2(a). The network can be rearranged as in Fig. 2.2(b). After a delta-star
transformation, the Thevenin resistance is easily found as:

rth,I(t) =
2r(t)r(t − TLO/2) + r(t)Rs + r(t − TLO/2)Rs

r(t) + r(t − TLO/2) + 2Rs
(2.1)

This result may seem unremarkable: rth,I(t) is time-varying and gives little insight
into the operation of the mixer. However, as it will be shown in Section 2.2, under
some assumptions that are readily met in practice, rth,I is actually constant in time.

2.1.2 Thevenin Voltage Source of the In-phase Cell

The derivation of the Thevenin voltage source of the in-phase cell requires a slightly
more involved approach.

The circuit can be rearranged as shown in Fig. 2.3, from which follows

vm,I(t) =
im,I(t)

2
[2Rs + r(t) + r(t − TLO/2)] (2.2)

and
vth,I(t) =

im,I(t)
2

[r(t − TLO/2)− r(t)] (2.3)

Combining (2.2) and (2.3) we get

vth,I(t) =
r(t − TLO/2)− r(t)

2Rs + r(t) + r(t − TLO/2)
vm,I(t) = mI(t)vm,I(t) (2.4)
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FIGURE 2.3: Circuit used for the evaluation of the Thevenin voltage of
the in-phase cell.

ω
ωLOωm

Vm

|V|

V1th,IV -1th,I

ωLO-ωm ωLO+ωm

FIGURE 2.4: Sketch of the frequency components taken into account
in the analysis of the in-phase cell. The lower-sideband, V−1

th,I , vanishes
due to the operation of the complete quadrature (I-Q) mixer.

where mI(t) is the modulating function of the in-phase cell. Since the mixer oper-
ation is periodic with period TLO = 2π/ωLO, mI(t) can be expanded in bilateral
Fourier series:

mI(t) =
∞

∑
k=−∞

mI,kejkωLOt (2.5)

Assuming the circuit is excited by an exponential tone with amplitude Vm,I and
frequency ωm, the upper-sideband, V1

th,I , that is, the frequency component of vth,I(t)
at frequency ωLO + ωm, is

V1
th,I = mI,1Vm,I (2.6)

A sketch of the frequency components taken into account in the calculation is
shown in Fig. 2.4. Note that the lower-sideband (at frequency ωLO −ωm) will vanish
due to the operation of the complete quadrature (I-Q) mixer.
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CLvth,I(t)
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vth,Q(t)

rth,Q(t)

vRF(t)

in-phase quadrature

CLvth(t)

rth(t)

vRF(t)

FIGURE 2.5: Equivalent Thevenin circuit for the overall I-Q mixer. The
in-phase and quadrature cell are replaced by their equivalent Thevenin

circuits.

2.1.3 Equivalent Thevenin Circuit of the Quadrature Cell

The foregoing analysis can be applied to the quadrature cell as well. Taking into
account the time shift due to the quadrature phase of the LO we get

rth,Q(t) = rth,I(t − TLO/4) (2.7)

mQ(t) = mI(t − TLO/4) (2.8)

and
V1

th,Q = mQ,1Vm,Q (2.9)

where mQ,1 = −jmI,1 and Vm,Q = jVm,I .

2.1.4 Equivalent Thevenin Circuit for the Overall I-Q Mixer

Given the linearity of the system, the Thevenin equivalent circuits of the in-phase
and quadrature cells can be further combined into a single equivalent Thevenin
circuit for the overall I-Q mixer, as sketched in Fig. 2.5. We have:

rth(t) =
(︃

1
rth,I(t)

+
1

rth,Q(t)

)︃−1

(2.10)

and

vth(t) =
(︃

vth,I(t)
rth,I(t)

+
vth,Q(t)
rth,Q(t)

)︃
rth(t) (2.11)

Using (2.1), (2.4), (2.7), and (2.8), (2.11) can be recast as

vth(t) =
[︁
m(t)vm,I(t) + m(t − TLO/4)vm,Q(t)

]︁
rth(t) (2.12)
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FIGURE 2.6: Sketch of the r(t) and m(t) waveforms for the I-Q mixer
with 50% (left) and 25% (right) duty-cycle LO.

where
m(t) =

r(t − TLO/2)− r(t)
2r(t)r(t − TLO/2) + Rs [r(t) + r(t − TLO/2)]

(2.13)

This result may look cumbersome and of hardly any use given its time-variant
nature. However, as soon as a resistance waveform r(t) of practical interest is con-
sidered, (2.10) and (2.12) strongly simplify, as we are about to see.

2.2 Practical Applications

2.2.1 I-Q Mixer with 50% Duty-Cycle LO

If the mixer is driven by a (quadrature) LO with 50% duty-cycle, the switches spend
an equal time on and off. The resulting r(t) is a square wave with period 1/TLO

with maximum value Rmax (switch off-resistance) and minimum value Rmin (switch
on-resistance), as sketched in Fig. 2.6 on the left.

Remarkably, with this particular r(t), the Thevenin resistance of both the in-
phase and quadrature cells [see (2.1) and (2.7)] is constant:

rth,I(t) = rth,Q(t) =
2RmaxRmin + RmaxRs + RminRs

Rmax + Rmin + 2Rs
(2.14)
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Hence, from (2.10), we get

Rth = rth(t) =
1
2

2Rmin + Rs

(︂
1 + Rmin

Rmax

)︂
1 + Rmin

Rmax
+ 2Rs

Rmax

(2.15)

This result shows that the equivalent Thevenin circuit of the I-Q mixer with 50%
duty-cycle LO is actually a time-invariant circuit, which greatly simplifies the anal-
ysis of the interaction of the mixer with the load.

With the given r(t), the resulting m(t) waveform (Fig. 2.6 on the left) is a zero-
mean square wave with peak value

Am =
Rmax − Rmin

2RmaxRmin + Rs(Rmax + Rmin)
(2.16)

Since Rth is constant in time and m(t) is periodic, from (2.12) we get that the upper-
sideband of vth(t), V1

th, at frequency ωLO + ωm is

V1
th = 2m1RthVm = Av0Vm (2.17)

where
m1 =

2
π

Rmax − Rmin

2RmaxRmin + Rs(Rmax + Rmin)
(2.18)

is the first coefficient of the bilateral Fourier series expansion of m(t), Vm = |Vm,I | =
|Vm,Q|, and we assume, without loss of generality, that Vm,I is a real number. Us-
ing (2.15) and (2.18) the open-circuit conversion gain of the I-Q mixer, Av0, is

Av0 =
2
π
·

1 − Rmin
Rmax

1 + Rmin
Rmax

+ 2Rs
Rmax

(2.19)

It can be noticed that whenever the ratio Rmax/Rmin is not very large, Av0 decreases
with respect to the ideal 2/π level. Likewise, if the source resistance Rs is large,
compararable with the off-resistance of the switches, a decrease in Av0 is observed.
Such decreases are due to the loading effect of the switches resistances on the signal
source. Interestingly, (2.19) shows that the source resistance Rs has an impact on
the conversion gain of the mixer, even without the presence of any explicit load
impedance, due to the loading effect of the time-variant resistive network.

Now we consider the impact of the load impedance. Since the equivalent Thevenin
circuit in Fig. 2.5 is time-invariant, taking into account the load impedance is easy.
We analyze in detail the case the load impedance is a capacitor CL (Fig. 2.1). The
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(loaded) mixer conversion gain is immediately found as

Av(j(ωLO + ωm)) =
Av0

1 + j(ωLO + ωm)RthCL
(2.20)

It may be noticed that the mixer input signal is first frequency converted and then
filtered, a result already observed in [29], here derived in a more general framework,
i.e., a I-Q mixer, Rs ̸= 0 and Rmax < ∞.

2.2.2 I-Q Mixer with 25% Duty-Cycle LO

Another case of practical interest is a I-Q mixer driven by an LO signal with a 25%
duty-cycle. It provides a larger conversion gain compared to the I-Q mixer with an
LO signal with 50% duty-cycle; for this reason it is widely used. The r(t) waveform
for the I-Q mixer with a 25% duty-cycle LO is sketched in Fig. 2.6 on the right.

Unlike the case of the mixer with 50% duty-cycle LO, in the mixer with 25%
duty-cycle LO, the Thevenin resistances of the in-phase and quadrature cells, given
by (2.1) and (2.7), are not time-invariant. However, the Thevenin resistance of the
overall I-Q mixer, given by (2.10), is still constant:

Rth = rth(t) =
2Rmin + Rs(1 +

Rmin
Rmax

)

1 + 3Rmin
Rmax

+ Rs
Rmax

(︂
3 + Rmin

Rmax

)︂ (2.21)

Therefore, (2.17) and (2.20) still hold—with (2.21) in place of (2.15), of course.
The waveform of m(t) for the I-Q mixer with a 25% duty-cycle LO is sketched in

Fig. 2.6 on the right, from which we get:

m1 =

√
2

π

Rmax − Rmin

2RmaxRmin + Rs(Rmax + Rmin)
(2.22)

and

Av0 =
2
√

2
π

·
1 − Rmin

Rmax

1 + 3 Rmin
Rmax

+ Rs
Rmax

(︂
3 + Rmin

Rmax

)︂ (2.23)

2.3 Simulation Results

Simulations are carried out to validate the presented analysis for both the I-Q mixer
with 50% duty-cycle LO and for the I-Q mixer with 25% duty-cycle LO. A first set
of simulations aims to verify the open-circuit gain: no load is applied to the I-Q
mixer RF port. In Fig. 2.7(a), the gain is reported for various Rmax/Rmin ratios,
while Rs = 0. In Fig. 2.7(b) instead, Rs is swept while keeping Rmin = 100 Ω and
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FIGURE 2.7: Open-circuit mixer gain Av0: (a) gain vs. Rmax/Rmin;
(b) gain vs. Rs. Simulations (markers) are compared with estimates

from (2.19) and (2.23).

Rmax/Rmin = 1000. The simulated values (square markers for the 50% duty-cycle
LO and circle markers for the 25% duty-cycle LO) are compared against the esti-
mates coming from (2.19) (solid red line) and (2.23) (solid blue line), showing very
good agreement. The impact of Rs on the gain is negligible until Rs reaches values
comparable with the switch off-resistance.

Next, the focus is shifted on the bandwidth of the mixer, BW = 1/(2πRthCL).
The plots in Fig. 2.8 show the decrease in bandwidth with increasing Rmin (Fig. 2.8(a),
with Rmax/Rmin = 1000, CL = 100 f F, and nil Rs), and increasing CL (Fig. 2.8(b),
with Rmin = 100 Ω, Rmax/Rmin = 1000, and nil Rs). Again, there is very good agree-
ment between simulations (markers) and calculations (solid lines).

The impact of Rs on the mixer bandwidth is assessed in Fig. 2.9 (a), where the
bandwidth is plotted vs. Rs with Rmin = 100 Ω, Rmax/Rmin = 1000, and CL =

100 f F. Simulations (squares) agree very well with calculations (solid line). Notice
that the bandwidth severely decreases, even for relatively small values of Rs. On the
contrary, the switch on/off-resistance ratio has little effect on the bandwidth itself,
as shown in Fig. 2.9 (b), for CL = 100 f F, and nil Rs. Even in this case the good
agreement between calculations (solid lines) and simulations (markers) supports
the accuracy of the presented analysis.
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2.4 Remarks on the Time Variant Analysis of the Pas-

sive Resistive Mixer

The Thevenin theorem is leveraged in this Chapter to analyse the behavior of an
upconversion quadrature passive resistive mixer under more general conditions
than previously reported in the literature. The presented analysis takes into ac-
count the resistance of the sources driving the mixer, and the finite off-resistance of
the switches. The result is that, in practical use cases, an equivalent time invariant
circuit can be derived for the open-circuit mixer, that greatly simplifies the analysis
of the interaction of the mixer with the load impedance. Simulations confirm the
proposed analysis.
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Chapter 3

Analysis and Design of Reactive
Passive Mixers for High-Order
Modulation IoT Cartesian
Transmitters

The number of Internet-of-Things (IoT) devices is projected to grow relentlessly, fu-
elled by an increasingly diversified market: multimedia devices, smart sensors, life
and health devices, and wearable electronics are only a small set of the possible
applications [1–3]. The energy consumption of a IoT device must be kept as low
as possible, while its efficiency is to be maximized. Moreover, a IoT device must
be able to transmit an ever growing amount of data at data rates that are also in-
creasing [1]. The majority of IoT devices exchange data using narrowband wire-
less protocols (e.g., ZigBee [34, 35], Bluetooth Low Energy (BLE) [36–39], etc.) and
operate in the 2.4 GHz ISM band [3], which effectively limits the symbol rate to
a few Mbaud. The low-power constraint favours the adoption of simple modula-
tion schemes (e.g., GFSK, QPSK, 8-DQPSK [40]) that have limited spectral efficiency,
whereas high-order QAM modulations are relegated to higher power applications
(e.g., WiFi [41], LTE, 5G). However, upcoming IoT applications for multimedia, aug-
mented reality, video streaming, disaster monitoring, etc., require higher data rates
and lower latencies [1]. In practice, such a goal can be achieved by increasing the
channel bandwidth (i.e., the symbol rate), or by increasing the modulation spec-
tral efficiency using higher-order modulations. The already crowded ISM spectrum
makes the former approach inconvenient, leaving the latter as the only viable choice
for high data rate applications.

Unlike phase-only modulations such as GFSK or QPSK, high-order QAM mod-
ulations encode information in both the phase and the amplitude of the carrier, thus
needing a more complex transmitter. There are essentially two possible architectures
for a transmitter (TX) supporting QAM modulations: the polar transmitter and the
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FIGURE 3.1: Transmitter block diagram: (a) polar architecture; (b)
Cartesian architecture.

Cartesian transmitter. A block diagram of each architecture is sketched in Fig. 3.1.
The polar architecture, shown in Fig. 3.1(a), is often chosen for low-energy appli-

cations [42–46], as it requires a more compact circuitry, and can employ a saturated
power amplifier. Both these features lead to a high overall system efficiency. In a
polar transmitter, the phase modulation (PM) is realised by modulating the phase-
locked loop (PLL) that generates the carrier, while the amplitude modulation (AM)
is obtained by modulating the envelope of the signal acting directly on the power
amplifier (PA), for example, by modulating the PA supply voltage. The main draw-
back of the polar architecture stems from the necessity to convert the baseband mod-
ulating data from the native in-phase (I) and quadrature (Q) format into a AM/PM
(polar) format. The I/Q to AM/PM conversion is a non-linear operation. The result
is that the AM and PM modulating signals have a larger bandwidth with respect
to the bandwidth of the original I/Q signals, i.e., the symbol rate. This makes the
design of the PA and PLL more challenging, and may also lead to unwanted spec-
tral emissions [47, 48]. Moreover, the AM and PM signal paths are quite different,
leading to possible synchronisation issues between the two components, and, con-
sequently, to spectral regrowth [49]. Therefore, for high data rate IoT applications,
where amplitude and phase modulations are employed to increase the channel ca-
pacity, the polar transmitter becomes a less obvious choice.

The other possible transmitter architecture, shown in Fig. 3.1(b), is the Cartesian
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transmitter. In this case, the PLL is not modulated, which simplifies its design and
implementation. The PA, on the other hand, has to be (highly) linear, a requirement
that goes along with reduced efficiency with respect to a saturated PA. The core of
the Cartesian transmitter is the I/Q modulator, typically implemented by means of
a quadrature (I/Q) mixer. The main drawbacks of the Cartesian architecture are the
need of two identical baseband signal paths (namely, the in-phase and quadrature
paths), and the presence of an additional block in the chain: the I/Q mixer. As
a consequence, for low power applications such as IoT devices, the efficiency of
the Cartesian transmitter is ultimately limited by the power consumption of the
additional baseband circuitry and the I/Q modulator needed for its operation.

The aim of this work is to present an unconventional I/Q modulator implemen-
tation that allows to simplify the baseband circuitry of a IoT Cartesian TX, and the
baseband interface to the I/Q modulator, thus drastically limiting the power con-
sumption of these building blocks. As a consequence, the power consumption and
the system efficiency of the TX are only limited by the performance of the PA, as it
should be in any well designed transmitter. In Section 3.1, an in-depth analysis of
the proposed I/Q modulator based on a reactive passive mixer, along with a com-
parison with a more conventional modulator implementation. In Section 3.2, the
design of a proof-of-concept Cartesian transmitter for IoT devices employing the
proposed reactive I/Q modulator is presented. The TX operates in the 2.4 GHz ISM
band and, thanks to the proposed modulator, is capable of achieving a 22% system
efficiency while producing a 9.6 Mb/s 16-QAM modulated signal with a 2.7 dBm av-
erage output power. Experimental results on TX prototypes implemented in a 22 nm
FD-SOI CMOS technology are presented in Section 3.3, while Section 3.4 concludes
the Chapter.

3.1 An Efficient I/Q Modulator for IoT Devices

Conventionally, I/Q modulators for Cartesian transmitters are implemented lever-
aging resistive passive mixers. This is typically the choice for CMOS implementa-
tions [34, 35,50–53]. Conceptual schematics of resistive passive mixers are shown in
Fig. 3.2, where the commutating transistors are driven by the local oscillator (LO).
Depending on the source/load impedance levels, the resistive passive mixers oper-
ate in two regimes: current mode (Fig. 3.2(a)), or voltage mode (Fig. 3.2(b)). In cur-
rent mode, the mixer is driven by a high impedance source and needs to be loaded
by a low impedance load, such as a transimpedance amplifier (TIA). When the mixer
is used for upconversion, the TIA operates at high frequency (RF), which implies a
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FIGURE 3.2: Simplified schematics of a passive resistive mixer used in:
(a) current mode; (b) voltage mode.

relatively large power consumption [34, 50, 53]. Consequently, we disregard this
mode of operation for the implementation of a TX for IoT.

In voltage mode, the load impedance of the resistive passive mixer can be high,
e.g., it can be the input capacitance of a PA driver amplifier. The source resistance,
however, has to be low for the mixer to operate properly in upconversion. As ex-
plained in Section 3.1.1, the resistive passive mixer is equivalent to the cascade of a
multiplier and a filter, such that the baseband signal is first upconverted, and then
filtered. A high source resistance combined with a capacitive load impedance would
result in a strong attenuation of the upconverted signal, as shown by the simulation
results reported in Section 3.1.3. To drive the mixer with a low source resistance,
a buffer stage is usually employed, which complicates the baseband interface and
increases the power consumption of the system.

Striving to improve on the system efficiency of a Cartesian transmitter, we resort
to reactive passive mixers (Fig. 3.3). Reactive passive mixers based on varactors are
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varactors.

often used in sub-THz applications [54], where they are able to provide large upcon-
version gains. However, in the context of low power applications, the key advantage
they feature is that they can be loaded by a capacitive impedance, and yet be driven
by a high impedance source without incurring in any conversion gain penalty. The
reason for this is that, as shown in Section 3.1.2, they are equivalent to the cascade
of a filter and a multiplier, such that the baseband signal is first filtered, and then
upconverted. The bandwidth of this equivalent filter has to be comparable to the
symbol rate; it does not need to be larger than the carrier frequency. Therefore, the
filtering action does not impair the upconversion gain. On the contrary, the inter-
face between the I/Q modulator and preceding digital-to-analog converters (DACs)
is strongly simplified: no buffer is needed, while the equivalent baseband filter of
the reactive passive mixer can be actually used as a reconstruction filter, avoiding
the need of an explicit circuit. Overall, by removing the need for additional build-
ing blocks, using reactive passive mixers yields both power and area savings with
respect to the conventional implementation of a I/Q modulator based on resistive
passive mixers.

3.1.1 Analysis of the Resistive Passive Mixer

The analysis of the resistive passive mixer is the subject of several works in the lit-
erature [29–32] and is also discussed in depth in Chapter 2. In particular, in [29] and
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FIGURE 3.4: Analysis of the resistive passive mixer: (a) Thevenin
equivalent circuit; (b) block diagram of the signal flow: the baseband

signal is first upconverted, then filtered.

as discussed in Chapter 2, the circuit in Fig. 3.2 is analysed by deriving a Thevenin
equivalent circuit for the combination of the source and the commutating transis-
tors. For an easier comparison with the reactive passive mixer, here are reported the
main results.

The transistors are modelled as time-varying resistances, r(t), that alternate be-
tween a maximum value Rmax (switch off-resistance) and a minimum value Rmin

(switch on-resistance) at the LO frequency.
As discussed in Chapter 2, the Thevenin equivalent resistance rth(t) is time-

varying, as illustrated in Fig. 3.4(a):

rth(t) =
2r(t)r(t − TLO/2) + r(t)Rs + r(t − TLO/2)Rs

r(t) + r(t − TLO/2) + 2Rs
(3.1)

TLO being the LO period. However, for resistance waveforms r(t) of practical in-
terest, rth(t) becomes a constant. This is, for example, the case when the mixer is
driven by a LO with a 50% duty-cycle, and the transistors (i.e., the switches) spend
equal time on and off. In this case, (3.1) simplifies to

Rth =
2RmaxRmin + RmaxRs + RminRs

Rmax + Rmin + 2Rs
(3.2)

Hence, the Thevenin equivalent of the resistive passive mixer becomes a time-invariant
circuit, which greatly simplifies the analysis of the interaction of the mixer with the
load impedance.

The equivalent Thevenin voltage source is

vth(t) =
r(t − TLO/2)− r(t)

2Rs + r(t) + r(t − TLO/2)
vs(t) = mres(t)vs(t) (3.3)

where mres(t) is the modulating function for the resistive mixer. The baseband input
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signal, vs(t), is upconverted by mres(t) into the sidebands of vth(t). Then, vth(t) is
filtered by the network made by Rth and the load impedance to produce the output
signal vRF(t). In Fig. 3.4, the case of a capacitive load, i.e., the circuit in Fig. 3.2(b), is
illustrated. The bottom line is that, in the resistive passive mixer, the baseband signal
is first upconverted, and then filtered, as shown by the block diagram in Fig. 3.4(b).

The foregoing analysis can be expanded to the case two resistive passive mixers
are combined in a I/Q modulator. The I/Q modulator conversion gain found in
Chapter 2 is:

Av,res(j(ωLO + ωs)) =
Av0,res

1 + j(ωLO + ωs)RI/Q
th Cdrv

(3.4)

where ωLO and ωs are the frequencies of the LO and vs(t) (assumed to be a test
tone), respectively,

Av0,res =
2
π
·

1 − Rmin
Rmax

1 + Rmin
Rmax

+ 2Rs
Rmax

(3.5)

and

RI/Q
th =

1
2

2Rmin + Rs

(︂
1 + Rmin

Rmax

)︂
1 + Rmin

Rmax
+ 2Rs

Rmax

(3.6)

Equation (3.4) remarks that, if the resistive passive mixer is capacitively loaded and
driven by a high impedance source (i.e., RI/Q

th is large), the equivalent first-order
R-C filter might impair the mixer gain, heavily attenuating the upconverted signal.

3.1.2 Analysis of the Reactive Passive Mixer

The analysis of the reactive passive mixer starts from the schematic in Fig. 3.3. The
varactors are the time-variant elements that operate the upconversion. In Fig. 3.3,
one should notice that both terminals of Cdrv are virtual grounds for the LO signal,
VLO(t). Consequently, there is no LO feedthrough to the output signal, vRF(t). The
voltage across the varactor, VO(t) in Fig. 3.3, is made of a large-signal component,
namely the LO signal attenuated by the non-linear capacitive divider made of the
varactor capacitance and CC, and a small perturbation, vO(t), which is due to the up-
conversion of the baseband input signal, vs(t). The differential circuit in Fig. 3.3 can
be analyzed using its equivalent half-circuit, shown in Fig. 3.5(a). The upconverted
output signal, vRF(t), is related to the small-signal vO(t) as

vRF(t) =
CC

2CC + 2Cdrv
[vO(t)− vO(t − TLO/2)] (3.7)

To obtain the relationship between vs(t) and vO(t), we proceed as in [55]. We
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circuit of the mixer in Fig. 3.3; (b) star-delta transformation of CC and
Cdrv network; (c) further simplification of the network; (d) equivalent

linear time-invariant circuit.

compute the incremental charge, qv(t), stored in the varactor, and due to the small-
signal vO(t), as

qv(t) = Cv(t) · vO(t) (3.8)

where Cv(t) is the incremental varactor capacitance computed around the time-
varying operating point set by the LO signal. The network in Fig. 3.5(a) is then
rearranged as in Fig. 3.5(b) by transforming the star network made of capacitors CC

and 2Cdrv in its equivalent delta network:

CA =
C2

C
(2CC + 2Cdrv)

(3.9)

CB =
CCCdrv

(CC + Cdrv)
(3.10)

We take into account the parallel combination of CB and Cv(t) in Fig. 3.5(b) by
computing the total incremental charge stored by the two capacitors, q(t), as:

q(t) = [Cv(t) + CB] · vO(t) = C(t) · vO(t) (3.11)
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The parallel combination of CB and Cv(t− TLO/2) in Fig. 3.5(b) is in series with C(t).
Thus, it stores the same incremental charge, q(t). Consequently:

q(t) = [Cv(t − TLO/2) + CB] · vO(t − TLO/2)

= C(t − TLO/2) · vO(t − TLO/2)
(3.12)

The result of the foregoing manipulations is the equivalent linear time-variant net-
work in Fig. 3.5(c).

Now we assume that the C-V characteristic of the varactor is monotonic, with
a sharp transition between the maximum (Cv,max) and minimum (Cv,min) value of
capacitance. If the LO signal is a square wave with a 50% duty-cycle, then Cv(t) will
be likewise. Moreover, C(t) in (3.11) will also feature the same waveform, alternat-
ing between Cmax = Cv,max + CcCdrv/(Cc + Cdrv) and Cmin = Cv,min + CcCdrv/(Cc +

Cdrv), as shown in Fig. 3.6. Notice that C(t − TLO/2) in (3.12) will be equal to Cmax

when C(t) is equal to Cmin, and viceversa. As a consequence, the series combination,
CS, of C(t) and C(t − TLO/2) in Fig. 3.5(c) is time invariant

CS =
CmaxCmin

Cmax + Cmin
(3.13)

as sketched in Fig. 3.5(d).
The linear time-invariant equivalent circuit in Fig. 3.5(d) makes it easy to relate

the incremental charge stored in the time-varying capacitors q(t) to the baseband
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FIGURE 3.7: Sketch of the C(t) waveform, and corresponding wave-
form of the modulating function, mI(t).

voltage vs(t) by means of a filter with frequency response

Hq(jωs) =
CS

1 + jωs2RsCeq
(3.14)

where

Ceq = CS + CA =
CmaxCmin

Cmax + Cmin
+

C2
C

2CC + 2Cdrv
(3.15)

Having obtained the charge stored in the time-varying capacitors, we now com-
pute vO(t) and vO(t − TLO/2) using (3.11) and (3.12), which can be conveniently
recast as

vO(t) =
q(t)
C(t)

(3.16)

vO(t − TLO/2) =
q(t)

C(t − TLO/2)
(3.17)

We define the modulating function m(t) and we expand it in Fourier series as

m(t) =
1

C(t)
=

∞

∑
k=−∞

MkejkωLOt (3.18)

Since the waveform of C(t) is a square wave with 50% duty-cycle, so it is m(t)
in (3.18), with minimum value 1/Cmax and maximum value 1/Cmin, as sketched
in Fig. 3.7. Consequently,

M1 =
2
π

Cmax − Cmin

CmaxCmin
(3.19)

Using (3.14), (3.16)-(3.19), the fact that

m(t − TLO/2) =
1

C(t − TLO/2)
=

∞

∑
k=−∞

(−1)k MkejkωLOt (3.20)
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= 2RsCeq

FIGURE 3.8: Signal flow block diagram of the reactive passive mixer:
the baseband signal is first filtered, then upconverted.

and (3.7), the conversion gain of the reactive passive mixer is computed as

Am
v,var(j(ωLO + ωs)) =

Am
v0,var

1 + jωs2RsCeq
(3.21)

where

Am
v0,var =

2
π

Cv,max
Cv,min

− 1(︂
Cv,max
Cv,min

+ 1
)︂ (︂

Cdrv
Cc

+ 1
)︂
+ 2Cdrv

Cv,min

(3.22)

The foregoing analysis shows that, in the reactive passive mixer, the input base-
band signal, vs(t), is first filtered, and then upconverted into vO(t), as illustrated
in Fig. 3.8. The upconverted output signal, vRF(t), is then simply proportional to
vO(t), as shown by (3.7). This behavior is in sharp contrast with the behavior of the
resistive passive mixer discussed in Section 3.1.1. The reactive passive mixer can be
driven by a high impedance source and can be loaded by a capacitive impedance
because the fltering action (with bandwidth 1/(2RsCeq)) takes place at baseband,
not impairing the upconversion gain. The conversion gain increases as the ratio
between the maximum (Cv,max) and minimum (Cv,min) capacitance of the varactor
increases, until reaching the upper bound for Am

v,var, that is, 2/π. The modulator
load capacitance, Cdrv, decreases Am

v,var as it loads the varactor, effectively reducing
the capacitance variation.

The analysis is now readily extended to an I/Q modulator made of two reactive
passive mixers driven by quadrature LO signals. The equivalent half-circuit of the
the I/Q modulator is shown in Fig. 3.9(a). The main difference with the analysis of
the circuit in Fig. 3.3 is the loading effect of one reactive passive mixer on the other.
The latter can be evaluated with the help of Fig. 3.9(b), where

CQ =
Cv,minCC

Cv,min + CC
+

Cv,maxCC

Cv,max + CC
(3.23)

Therefore, (3.7) and (3.15) can be rather promptly adapted by replacing the term
2Cdrv with 2Cdrv +CQ. Moreover, given the symmetry of the circuit, CI = CQ. Using
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FIGURE 3.9: Analysis of the reactive I/Q modulator: (a) equivalent
half-circuit; (b) schematic for the evaluation of CQ(I).

this, and leveraging linear superposition, the conversion gain of the I/Q modulator
based on the reactive passive mixers is obtained as

Av,var(j(ωLO + ωs)) =
Av0,var

1 + jωs2RsC
I/Q
eq

(3.24)

where

Av0,var =
4
π

Cv,max
Cv,min

− 1(︂
Cv,max
Cv,min

+ 1
)︂ (︂

2Cdrv+CQ
2Cc

+ 1
)︂
+

2Cdrv+CQ
Cv,min

(3.25)

and CI/Q
eq is given by (3.15), adjusted for the additional load CQ(I).

At first glance, (3.25) might deceive into thinking that the maximum conversion
gain of the reactive I/Q modulator is 4/π, but this is not the case. Assuming neg-
ligible Cdrv, and very large CC, 2Cdrv + CQ(I) ≈ Cv,max + Cv,min, and, consequently,
Av0,var ≈ 2/π · (Cv,max − Cv,min)/(Cv,max + Cv,min), that is, the same result as given
by (3.22) for nil Cdrv. In other words, the loading effect of one reactive passive mixer
on the other is to halve the conversion gain; such a gain loss is however compen-
sated by the superposition of the upconverted in-phase and quadrature baseband
signals.
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3.1.3 Resistive vs. Reactive Passive Mixer

To put the analysis presented in Sections 3.1.1 and 3.1.2 in perspective, some simula-
tions results, based on the design reported in Section 3.2, are anticipated. A compar-
ison between a I/Q modulator based on conventional resistive passive mixers, and
the proposed I/Q modulator based on reactive passive mixers is carried out. The
same circuit, whose parameters are discussed in Section 3.2, is used for both mod-
ulators: the only difference is that the transistors that are used as switches in the
resistive passive mixer are turned into varactors by connecting together the source
and drain terminals in the reactive passive mixer (see Fig. 3.14). Both modulators
are driven by the same high impedance source, which is a combination of the output
impedance of the baseband DACs and explicit resistors, and are loaded by the same
capacitive load, namely the input capacitance of the PA driver, Cdrv. The comparison
aims at emphasizing the impact of the different filtering action in the I/Q modulator
signal flow: after upconversion in the resistive passive mixer; before upconversion
in the reactive passive mixer.

Using the circuit parameters reported in Section 3.2, the cutoff frequencies of
Av,res and Av,var are evaluated using (3.4) and (3.24), respectively, to be around
10 MHz for the resistive mixer, and around 4 MHz for the reactive mixer. In the
Cartesian TX presented in Section 3.2, the symbol rate is up to 2.4 Mbaud and the
carrier frequency is 2.4 GHz. Hence, while the baseband signal is within the pass-
band of the reactive mixer, it is completely out-of-band for the resistive mixer, since,
in the latter, the filtering action takes place after upconversion. As the in-band gain
is comparable for the two modulators, that is, Av0,res ≈ Av0,var, from (3.4) we expect
the conversion gain of the resistive mixer to be some 20 log10(2.4 · 109/10 · 106) =

47 dB lower than that of the reactive mixer.
Figure 3.10 shows the simulated output power of the Cartesian TX presented

in Section 3.2 vs. the input code of the baseband DACs for both the TX with the
reactive mixer (blue curve) and the one with the conventional resistive mixer (red
curve). It is clear that a conventional resistive mixer is not compatible with a high
impedance signal source, and that the analytical estimate of the loss in conversion
gain we carried out is quite close to the simulation result.

3.1.4 Linearity of the Reactive Passive Mixer

A very efficient modulator is of little use if it has a very small linear dynamic range.
The analysis reported in Section 3.1.2 shows that the upconversion gain of the reac-
tive passive mixer depends on the varactor capacitance waveform Cv(t). The latter,
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FIGURE 3.10: Simulated output power of the Cartesian TX discussed
in Section 3.2 with the proposed reactive mixer (blue curve) and a con-

ventional passive resistive mixer (red line).

in general, depends on the varactor C-V characteristic, the LO signal, and the base-
band signal. The sharper the transition between Cv,min and Cv,max in the C-V char-
acteristic of the varactor, the better the linearity of the mixer. This can be intuitively
appreciated with the help of the sketch in Fig. 3.11. With a sharp C-V curve, the var-
actor capacitance waveform, Cv(t), is less sensitive on the baseband signal, allowing
for a higher dynamic range. Basically, the conversion gain is unchanged until the
amplitude of the baseband signal becomes comparable to the amplitude of the LO
signal, thus affecting Cv(t). In Fig. 3.12 the simulated upconverted output voltage
of the reactive mixer is reported versus the DAC input code: the 1 dB compression
point is only reached for a full-scale I and Q signal.

3.2 Design of a IoT Cartesian Transmitter Based on a

Reactive I/Q Modulator

To verify the effectiveness of the reactive I/Q modulator proposed in Section 3.1, a
Cartesian transmitter is designed in a 22 nm FD-SOI CMOS technology for operation
in the 2.4 GHz ISM band. The target peak output power is about 8 dBm. The TX
should support high-order modulations, such as 16-QAM.

The block diagram of the proposed Cartesian TX is shown in Fig. 3.13. The reac-
tive I/Q modulator is directly fed by a pair of 8-bit pseudo-differential R-2R DACs
without any other active stage in-between. A unit resistance R of 10 kΩ is chosen to
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FIGURE 3.13: Block diagram of the proposed 2.4 GHz Cartesian trans-
mitter based on reactive passive mixers.

limit the power consumption of each DAC to about 100 µW. An external LO signal
is fed to the system at twice the carrier frequency (4.8 GHz). An integrated clock
divider by two generates the quadrature sequence (i.e, a 4-phase LO signal) nec-
essary to drive the reactive I/Q modulator. The external LO signal also drives a
programmable divider that clocks both the digital backed and the DACs at 150 or
300 MHz (Fig. 3.13). The included simple digital backend contains a 8-bit rolling
register capable of storing 1k-symbols. The data is loaded offline and then looped,
giving the flexibility to test various modulation formats. The symbol rate can be
set to 1.2 or 2.4 Mbaud by changing the division ratio of the programmable divider.
Two integrated digital pulse-shaping interpolation filters (interpolation ratio equal
to 128) process the symbols and drive the in-phase and quadrature DACs.

The reactive passive mixers used in the proposed I/Q modulator (Fig. 3.14) are
based on inversion-mode pMOS varactors for sharper transition between Cv,min and
Cv,max. Due to the use of a FD-SOI technology in this design, the accumulation
region is avoided in the used varactor (the bulk is isolated), and the C-V character-
istic is monotonic. The implemented mixer is double-balanced: VRF,p and VRF,n in
Fig. 3.14, are ac-grounds for the odd harmonics of the local oscillator (LO), while
the 2nd harmonics of the in-phase and quadrature LO signals cancel each other at
nodes VRF,p and VRF,n. The filter-before-upconversion feature of the reactive passive
mixer discussed in Section 3.1.2 is exploited as a reconstruction filter for the DAC
signal. Additional resistors RA = 90 kΩ set the bandwidth of the mixer equivalent
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FIGURE 3.14: Proposed reactive mixer schematic.

R-C filter to 4 MHz (Fig. 3.14).
The modulated signal is amplified by a two-stage PA, whose output feeds the

antenna port (Fig. 3.13). The schematic of the PA driver stage is shown in Fig. 3.15.
The PA driver is a class-A fully differential amplifier with a tuned load. The induc-
tance in the load resonator is made of two 3 nH coils (L1 in Fig. 3.15). The quality
factor of the load resonator is about 10. The input common mode voltage of the PA
driver, Vbias,drv, is generated by a simple bias circuit, as shown in Fig. 3.15.

The PA output stage is a class-AB pseudo-differential design. Its simplified
schematic is depicted in Fig. 3.16. A complementary topology is used to fully exploit
the reduced supply of ultra-scaled CMOS technologies (0.8 V in this design) with-
out incurring in any reliability issue related to the voltage stress of the transistors.
The output stage makes use of neutralization capacitors (C7–C10 in Fig. 3.16) for im-
proved stability against load and PVT variation. The PA output stage is loaded by a
doubly-tuned transformer matching network, that also implements differential-to-
single-ended conversion. The inductance of the primary and secondary windings
are 1.15 nH. The transformer is implemented with the thickest traces available in
the metal stack. A stacked layout is used to maximize the magnetic coupling factor
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FIGURE 3.15: Transistor level schematic of the PA driver stage.

(k = 0.89) and, consequently, minimize the losses in the PA output network, as dis-
cussed in [56,57]. Two capacitors shunt the primary and secondary coils and set the
resonance of the network to fLO = 2.4 GHz.

3.2.1 Optimization of the Reactive I/Q Modulator-PA Driver Cas-

cade

For a given peak output power, the PA output stage is designed for maximum ef-
ficiency. The PA output stage needs a sufficiently large input signal to be able to
deliver the peak power to the output port. This sets a requirement on the over-
all gain of the cascade of the reactive I/Q modulator and the PA driver. It is not
straighforward to single out the optimal gain partition between the I/Q modulator
and PA driver. The PA driver and the reactive passive mixer are sized with the goal
of minimizing the power consumption of the cascade, while ensuring that a signal
large enough is provided to the PA output stage. Moreover, these blocks must be
designed such that the linearity of the overall TX chain is limited by the PA output
stage.

To find the optimal sizing of the I/Q modulator and PA driver cascade, we start
by observing that both the gain and the power consumption of the PA driver are
approximately proportional to its input capacitance, Cdrv. The reactive mixer is pas-
sive. However, dynamic power is dissipated at the LO port by the inverters that
drive the varactor gates. The amount of dynamic power dissipated by the 8 LO
drivers is

Pd,LO = 8V2
DDCin,LO fLO (3.26)
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where VDD is the supply voltage, and Cin,LO is the equivalent capacitance driven
by each inverter. Cin,LO is made of the series combination of the non-linear var-
actor capacitance and CC (recall that Cdrv is at virtual ground for the LO), mak-
ing it dependent of the varactor sizing. A worst-case approximation of Cin,LO is
Cin,LO = Cv,maxCC/(Cv,max + CC). Such an approximation tends to overstimate
Cin,LO; this is anyway acceptable to derive a guideline for the mixer sizing.

For a given mixer upconversion gain, and a given capacitance ratio Cv,max/Cv,min, (3.25)
shows that if Cdrv is increased, then both the varactor capacitance and CC have to
increase as well. Therefore, Cin,LO increases alongside Cdrv, which results in an in-
crease of Pd,LO. In other words, a larger Cdrv, which means a higher gain and power
consumption for the PA driver stage, also means a higher power consumption for
the circuits driving the LO ports of the reactive I/Q modulator. The power con-
sumption of the PA driver-reactive mixer cascade is consequently related to Cdrv.

Decreasing Cdrv results in a lower power consumption for the cascade, but also a
lower gain for the PA driver. For a target overall gain of the I/Q modulator and PA
driver cascade, the gain of the mixer must be consequently increased. This means,
as just discussed, increasing Cv and CC, and, in turn, Cin,LO and so Pd,LO. Hence,
for a given gain of the cascade, there is an optimal Cdrv that minimizes the overall
power consumption.
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FIGURE 3.17: Microphotograph of the prototype realised in a 22 nm
FD-SOI CMOS process. The active area is 830×760 µm2. The high-

lighted areas represent the main blocks of the TX.

In the presented design, the minimum power consumption of the I/Q modulator
and PA driver cascade is achieved by setting the mixer in-band gain, Av0,var, approx-
imately 1 dB lower than its maximum possible value, which, as shown by (3.25), is
the one for nil Cdrv. If the mixer gain is increased beyond this optimal value, the in-
crease in Pd,LO will quickly exceed any reduction in the power dissipated by the PA
driver. The optimal gain partition in this design is achieved by setting the varactor
capacitance to Cv,max = 100 fF with a ratio of Cv,max/Cv,min = 5.8, while Cc = 280 fF
and Cdrv = 13 fF.

3.3 Measurement Results

Prototypes of the proposed Cartesian TX for IoT applications, featuring the dis-
cussed reactive I/Q modulator, are implemented in a 22 nm FD-SOI CMOS technol-
ogy. A microphotograph of the chip is shown in Fig. 3.17, where the main functional
blocks of the system are highlighted. The active area is 830×760 µm2.

The experimental data is acquired using the test setup shown in Fig. 3.18. A
signal generator provides the external 4.8 GHz LO signal. This signal is at twice
the desired carrier frequency, as discussed in Section 3.2. For spectrum and power
measurements, the TX output is connected to a spectrum analyzer. A digital 8 GHz
20 GS/s oscilloscope is used instead for the acquisition of time-domain waveforms
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FIGURE 3.18: Schematic representation of the measurement test setup.

of the modulated RF signals. The obtained waveform samples are saved, and then
demodulated and analyzed offline with the help of MATLAB.

The TX prototypes are first characterised in continuous wave (CW) operation.
Figure 3.19 reports the measured and simulated output power and system efficiency.
The prototypes show a saturated output power of Psat = 6.6 dBm, and an output-
referred 1 dB compression point OP1dB = 5.5 dBm. The measured CW system effi-
ciency at the OP1dB is 34.1%. There is an excellent agreement between the measured
and simulated results.

The measured and simulated frequency response of the Cartesian TX is reported
in Fig. 3.20. The output power is set to the OP1dB. The measured 3 dB bandwidth
of the TX spans from 2.27 to 2.55 GHz, i.e., it is 280 MHz wide. Again, there is a very
good agreement between the experimental results and the circuit simulations.

After the characterisation in CW operation, the TX performance with modulated
signals is evaluated. The average output power and system efficiency are reported
in Fig. 3.21 for both QPSK and 16-QAM modulated signals. The saturated output
power for both modulation schemes is about 6.2 dBm, and, correspondingly, the
peak system efficiency is about 35%.

A wideband spectrum measurement is reported in Fig. 3.22. The TX signal is 16-
QAM-modulated at 2.4 Mbaud symbol rate with a 2.7 dBm average output power.
All spurious spectral content is below -55 dBc. The most relevant suprious content
is probably due to the limited attenuation of the digital interpolation filter, or to FM
radio interference with the measurement setup. The effectiveness of the baseband
filtering, intrinsically embedded in the operation of the proposed reactive passive
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I/Q modulator, is underlined by the lack of strong TX replicas at ±300 MHz offsets.
To gauge the linearity of the proposed Cartesian TX, figures of merit borrowed

from the Bluetooth 5.1 standard [40] are used in addition to EVM, namely, the ad-
jacent channel leakage ratio (ACLR) and the alternate channel power (Palt). Tests
with QPSK and 16-QAM modulated signals are carried out both for 2.4 Mbaud and
1.2 Mbaud symbol rates. No predistortion is applied. The normalized constellation
diagram and output spectrum of a QPSK-modulated signal at 2.4 Mbaud symbol
rate with 5.1 dBm average output power are reported in Fig. 3.23. The measure-
ment shows: EVM = −27.9 dB, ACLR = −29 dBc, and Palt = −35 dBm. The
corresponding system efficiency is 31.6% (Fig. 3.21). Changing the modulation for-
mat to 16-QAM, to increase the data rate to 9.6 Mb/s, yields: EVM = −24.5 dB,
ACLR = −32 dBc, and Palt = −36 dBm at 2.7 dBm average output power (Fig. 3.24),
with 22% system efficiency (Fig. 3.21).

Similar results are obtained when the symbol rate is reduced to 1.2 Mbaud, as
reported in Fig. 3.25, for a QPSK-modulated signal, and in Fig. 3.26, for a 16-QAM-
modulated signal. In particular, the QPSK signal tests show EVM = −28 dB with
ACLR = −26 dBc, and Palt = −34 dBm at 5.1 dBm output power with correspond-
ing 31.6% system efficiency. The 16-QAM tests report instead EVM = −24.7 dB with
ACLR = −31 dBc, and Palt = −35 dBm at a 2.7 dBm average output power and 22%
system efficiency.

The TX power consumption while transmitting a 16-QAM 2.4 Mbaud signal at
2.7 dBm average ouput power is 8.5 mW. The corresponding breakdown of the power
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rate and 5.1 dBm output power: (a) normalized constellation diagram;
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FIGURE 3.24: Measured 16-QAM modulated signal at 2.4 Mbaud sym-
bol rate and 2.7 dBm output power: (a) normalized constellation dia-

gram; (b) output spectrum.
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FIGURE 3.26: Measured 16-QAM modulated signal at 1.2 Mbaud sym-
bol rate and 2.7 dBm output power: (a) normalized constellation dia-

grams; (b) output spectrum.

dissipation is depicted in Fig. 3.27. The vast majority of the power (>90%) is dissi-
pated by the PA, as it should be in an efficient transmitter.

The performance of the measured prototypes is summarized and compared to
the state-of-the-art in Table 3.1. A comparison between the proposed Cartesian TX
and the state-of-the-art is also graphically carried out in Fig. 3.28, where various
low-power transmitters are categorised in terms of achieved data rates and system
efficiencies. Compared to the state-of-the-art, the system efficiency of the proposed
TX, based on an unconventional reactive I/Q modulator, is superior to other Carte-
sian modulators, and almost in line with polar transmitters.

3.4 Final Remarks on the Reactive Passive Mixer

A reactive I/Q modulator is proposed to simplify the circuitry of a Cartesian TX.
The reactive I/Q modulator can be driven by high impedance source and can be
loaded by a capacitive impedance, which simplifies the interface with the baseband
DACs and RF amplifier, hence increasing the system efficiency. The reported rigor-
ous analysis of the proposed reactive I/Q modulator results in useful design equa-
tions that are exploited to optimize the TX design. A system with high linearity,
able to transmit signals with high-order modulations, emerges. Achieving high sys-
tem efficiency is intrinsically difficult in a low power, high data rate system because
of the relatively low power delivered to the antenna: the use of the reactive I/Q
modulator helps solving this issue.
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Prototypes of a proof-of-concept Cartesian TX show 22% average system effi-
ciency while transmitting 16-QAM-modulated signals at a 9.6 Mb/s data rate with
an average output power of 2.7 dBm and an EVM of -24.5 dB.
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Chapter 4

Integrated mm-wave Harmonic
Oscillators

4.1 What Is an Oscillator?

An oscillator is one of the fundamental building block of many RF circuits; its job
is to convert the constant supply voltage in a stable, periodic signal at a determined
frequency. Since it generates its own output, it falls in the category of so called "au-
tonomous circuit", circuits that do not require any time-varying input to produce a
time-varying output. It finds ample use in both communication and RADAR appli-
cations. One may think that creating an oscillator is quite easy (how many times a
block that is supposed to amplify ends up oscillating instead!), but the implementa-
tion is far from trivial and full of pitfalls; the ideally perfectly stable tone is, in reality,
marred by instabilities such as frequency drift and phase noise. While the former is
solved by using a phase-locked-loop (PLL) and a sufficiently stable reference (e.g.
low-frequency quartz oscillators), the latter only comes down to the quality of the
oscillator design. Additionally, the inherent time-variant operation of the oscillator
also complicates the formal analysis of its behaviour, requiring a deep understand-
ing of the underlying mechanisms if the designer wants to achieve the maximum
performance possible. Moreover, the (im)purity of the produced signal is often the
bottleneck in modern communication systems, as the phase noise is directly trans-
ferred to the modulated data (Fig. 4.1), deteriorating its signal-to-noise ratio (SNR)
and widening the output spectrum [59]. In digital circuits, a stable clock signal is of
fundamental importance to the correct operation of the logic blocks. A measure of
the clock stability is the jitter, measured in units of time. The phase noise of the os-
cillator generating the clock has a direct impact on its jitter and, thus, the operation
of the digital circuitry. All of these factors contribute to make the oscillator one of
the most studied analog RF blocks, still attracting a lot of attention from the analog
designer community.
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FIGURE 4.1: Example of a transmitter chain with a noisy oscillator.
The output signal spectrum is larger than expected and invades nearby

channels. The encoded I/Q signal has a lower SNR.

During these years, three different RF oscillators were designed, each one of
them employing a different topology to break free from the limitations of modern
CMOS ultra-scaled technologies.

4.2 Basics of CMOS Harmonic Oscillators

The most common CMOS oscillator topology is the parallel oscillator. It is com-
posed by a parallel LC network (also called tank) and a negative admittance, needed
to compensate the losses of the real tank. The LC tank is driven by a current source.
The negative admittance can be realised with the help of active devices and a feed-
back network. The most used topology for CMOS implementations is the cross-
coupled differential-pair class-B oscillator [59], shown in Fig. 4.2. The tank is com-
posed by the inductance Lp and capacitance Cp; at its resonant frequency is ω0 =

1/
√︁

LpCp the real tank losses can be represented by the equivalent resistor Rp. It is
important to note that this element is parasitic, i.e., that it stems from the losses of
the real reactive elements (Lp and Cp). As the tank quality factor Qp increases, Rp in-
creases as well. The MOSFETs M1 and M2 realise the cross-coupled differential-pair.
This configuration shows a negative differential admittance of −gm/2, where gm is
the transconductance of a single MOS. If Rp < 2/gm (the losses are compensated by
the active devices) then the system is unstable: the thermal noise naturally present in
the circuit is enough to kick-start the oscillation. In an ideal system, the oscillation
amplitude would grow indefinitely, however, in reality, higher order mechanisms
limit the amplitude (distortion, limited supply etc.). In this case, the oscillators op-
erates in class-B: each transistor spends half of the time injecting current into the
tank. If the oscillation signal is large, the transistors operate in hard switching and



4.2. Basics of CMOS Harmonic Oscillators 53

VDD

Itail

M1M2

Rp

Cp

Lp

ID,1ID,2

VD,2 VD,1

FIGURE 4.2: Simplified schematic of a class-B CMOS parallel oscillator.
Rp is the equivalent parallel resistance of the tank at the resonance.

the drain current of each MOSFET is a square wave with frequency ω0 and swing
0 − Itail (Fig. 4.3). While the current is rich in harmonic content, the voltage across
the tank is (almost) sinusoidal, as the parallel LC circuit show a high resistance only
around the resonant frequency ω0, thus converting into voltage only the first cur-
rent harmonic. For a pMOS oscillator as the one in Fig. 4.2, the inductor center tap
is placed at 0 so the single ended voltage swing has 0 mean and can move between
±VDD. The differential oscillation amplitude across the tank is given by

V0 = 2I0
D,1

Rp

2
=

2
π

ItailRp < 2VDD (4.1)

where I0
D,1 is the amplitude of the first harmonic of the drain current. The same

results applies for a nMOS pair, except that that now the oscillation swings around
VDD. In reality, due to the presence of the tail generator, the maximum voltage swing
is reduced.

While the class-B is the most popular, the cross-coupled differential-differential
pair oscillator can also operate in class-C [60], class-D [61] and class-F [62] to reduce
the phase noise. For example, in the class-C oscillator, the MOS transistors inject
current into the tank in short, high pulses, resulting in a higher first voltage/current
harmonic with the same current consumption.

However, all of the previous topologies employ a parallel LC tank as resonator.
An emerging class of harmonic oscillators is the series resonance LC oscillator. For
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FIGURE 4.3: Voltage and current at the cross-couple drains in steady
state (hard-switching).

reasons that will be explored in Chapter 6, it is able to achieve much better phase
noise performance than its LC parallel counterparts [63]. The implementation of an
integrated series VCO has proved challenging, but some prototypes show promis-
ing results [64, 65].

4.3 Phase Noise

If we look closely at the output spectrum of a real oscillator, we would see some-
thing like Fig. 4.4: the ideal single tone is replaced by a signal with left and right
sidebands, an effect due to the perturbation of the ideal tone by the noise of the
system. Signals in an electronic circuit can be perturbed by noise sources in both
amplitude and phase. In an oscillator, however, phase noise is dominant. In fact, the
mechanisms that limit the amplitude of the oscillation also greatly reduce the effect
of any amplitude perturbation. In addition, these same mechanisms tend to restore
the amplitude of the signal after a perturbation. Instead, there is no such recovery
or mitigation effect for the phase perturbation: the (small) phase errors accumulate
over time. For this reason, phase noise dominates (at least near the carrier). More
precisely, the output signal of a real oscillator is

vo(t) = A0cos [2π f0t + ϕn(t)] (4.2)

where A0 is the amplitude, f0 the frequency, and ϕn(t) is the phase perturbation or
phase noise.
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FIGURE 4.4: The output spectrum of a real oscillator (blue) and its ideal
counterpart (black).
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FIGURE 4.5: The phase noise is defined as the ratio of the integrated
noise power and the carrier power.

The phase noise itself is measured as a ratio of the noise power integrated in 1 Hz
intervals at a frequency offset from the carrier ∆ f , and the carrier amplitude A2

0/2
(Fig. 4.5). It is measured in dBc/Hz.

A typical sideband is sketched in Fig. 4.6, where it is possible to discern three
separate segments. Since the phase errors accumulate over time, the conversion
from injected amplitude noise to phase noise can be thought as an "integrator". In
this way the phase noise arising from upconverted white noise has a slope propor-
tional to 1/ f 2. The region closest to the carrier is often dominated by flicker noise
or 1/ f noise from the active devices, which becomes the segment with slope 1/ f 3

in Fig. 4.6.
The first attempt at quantifying the phase noise of a given oscillator were based

on a linear time-invariant (LTI) model of the oscillator. This approach gave birth to
the famous Leeson equation

L(∆ f ) = 10log

[︄
kTF
A2

0

RP

Q2
P

(︃
f0

∆ f

)︃2
]︄

(4.3)
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FIGURE 4.6: Phase noise sideband of a real oscillator.

where QP is the tank quality factor, and F is the excess noise factor to empirically
include the noise introduced by the actives. As simple as it is, the LTI approach
(and consequently the Leeson equation) is not able to explain the 1/ f 3 region and
cannot be easily generalised to the treatment of active devices with strongly time-
dependent operation.

A new, more accurate model for phase noise has been proposed in [66]. Consider
the simplest LC oscillator in Fig. 4.7: the effect of a current pulse on the large signal
depends on the time of injection τ. If the pulse is injected at the peak of vo(t),
the amplitude is affected but not the phase (Fig. 4.8(a)). On the other hand, if the
injection occurs during the zero crossing, the phase of the oscillation is disturbed
(Fig. 4.8(b)). This simple and intuitive example shows that the operation of even
the simplest oscillator we can think of cannot be described by an LTI model. The
transfer function that relates the phase noise to the noise injected into the LC tank
is time-variant in nature and is often referred to as the Impulse Sensitivity Function
(ISF). The ISF is periodic with the same frequency as of the oscillator carrier and
can be thought of as a description of how sensitive the oscillator is to a disturbance
at any given time. The ISF can be determined analytically only for the simplest
oscillators, in most cases simulation is the only feasible option [66]. The time variant
nature also easily explains how the low frequency flicker noise is upconverted and
integrated to become phase noise. In the frequency domain, the ISF components
convolve with the noise sidebands of the current injected into the tank, translating
them in frequency and around the carrier.

The time-variant approach allows us to analytically determine the noise contri-
bution of the cross-couple differential-pair in a class-B oscillator that results to be
1+ γ, where γ is the channel noise factor of the MOS transistors realising the differ-
ential pair [59].

Among the other things, the LTV model can predict the upconversion of 1/ f
noise into phase noise, but the analysis can be extremely complicated. In fact, if
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C�(t-τ) L vo(t)

FIGURE 4.7: Simple LC oscillator excited by a current pulse.

vo(t)
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FIGURE 4.8: Impulse response of the simple LC oscillator for two injec-
tion times: (a) at the peak the phase is unchanged; (b) at the crossing

the phase is affected.

we assume only first-order effects, the upconversion vanishes and there is no 1/ f 3

region. A full analysis would require considering higher-order effects such as short-
channel effects, parastic capacitances and so on, making it infeasible. Some empiri-
cal solutions have been found: in class-B oscillators, for example, it has been shown
that having a common mode resonance at 2 f0 mitigates the effects of 1/ f upcon-
version. This (relatively) simple solution is quite sensitive to PVT variations [59].
Class-C oscillators, in theory, offer another option to reduce the 1/ f noise upcon-
version [67, 68].

The bias circuitry itself is one of the main contributors of phase noise, both di-
rectly (by injecting noise) and indirectly (by introducing parasitics and altering the
waveforms of the circuit). Using a current mirror is a popular solution as it offers
a high output resistance. The drawback is the added 1/ f noise coming from the
mirror itself and the reference branch, the latter even amplified by the mirror ra-
tio. Designing longer (and wider) MOSFETs for the mirror lowers the injected 1/ f
noise but introduces a large amount of parasitic capacitance Ctail that deteriorates
the phase noise if the differential-pair transistors are allowed to enter the linear re-
gion. A solution is to place a shunt inductance Ltail as seen in Fig. 4.9, that resonates
with Ctail at 2 f0 and increases the common mode impedance. Another option is
to add small degeneration resistances to the sources of the mirror MOSFETs, thus
boosting the current mirror output impedance.
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FIGURE 4.9: Class-B oscillator with resonant tail filter.
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4.4 Limitations of the class-B Oscillator

The ubiquitous class-B oscillator may be the workhorse of many RF designs, but the
designer trying to achieve very low phase noise will soon discover its fundamental
limitations. Leeson’s equation (4.3) contains many terms, but most are correlated
and cannot be changed in without affecting others. In essence, to reduce phase
noise, the designer must maximise the output swing (A0), maximise the passive
quality factor (QP) and reduce the tank impedance

√
LP/CP. The swing cannot

grow indefinitely as it is limited by the reliability rules of ultra-scaled technologies;
QP is also given by the technology itself and rarely exceeds 10 or 20. So in the end,
lower phase noise means designing an oscillator with a lower tank inductance. This
can be done up to a point, after which the parasitic inductance of the interconnects
would become dominant and quickly degrade the quality factor of LP.

If even lower phase noise is required, then the single core class-B oscillator may
not be sufficient and other solutions should be explored. Three different approaches
are presented in the following Chapters: Chapter 5 presents a multi-core oscillator
where the synchronisation of N cores reduces the phase noise by a factor of N; Chap-
ter 6 presents a series resonant LC VCO; finally, Chapter 7 demonstrates the use of
a stacked stage to increase the supply, without sacrificing reliability.
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Chapter 5

A Reconfigurable 12 GHz Multi-Core
DCO

5.1 Multi-Core Harmonic Oscillators

Usually, the local oscillator (LO) is designed to meet the most stringent phase noise
requirement set by the communication standard. The 5G protocol, however, is not
just about high data rates: its wide range of applications means that the highest
modulation order is not always needed, including the ability to fall back to simpler
modulation schemes with less stringent phase noise demands. Therefore, it makes
sense to conceive an oscillator capable of dynamically scaling phase noise, trading
performance for power consumption.

To achieve low phase noise levels, a large amplitude of oscillation and a small
tank equivalent resistance at resonance (RT) are required, while a high quality factor
(Q) of the resonating LC tank is needed to keep the power consumption at bay [69].
Ultra-scaled CMOS technologies are no friends to low phase noise, as they feature
limited supply voltages and reduced voltage ratings. Moreover, there is a practical
limit to the minimum tank inductance, and hence RT, that can be realized without
dramatically impairing the resonator Q [70].

To further improve phase noise, though, N identical oscillators can be coupled
and operated in a synchronous fashion [36, 70–78], which reduces the phase noise
by a factor N. With this approach, a higher power consumption is traded for a lower
phase noise, ideally keeping a constant figure-of-merit (FoM). Clearly, implement-
ing an oscillator array comes with the drawback of a larger silicon area.

The implementation of large arrays of coupled oscillators and the achievement
of the related phase noise benefit is not trivial. Ideally, the operation of the cou-
pled oscillator array should not be affected by the coupling network, nor the latter
should introduce any phase noise impairment. However, if the oscillator coupling
impedance is high, the desired phase noise improvement may be experienced only
at small frequency offsets from the carrier [71]; additionally, mismatches between
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FIGURE 5.1: Architectures for N coupled oscillators: (a) star connec-
tion; (b) ring connection; (c) nearest-neighbor bilateral coupling.

the resonance frequencies of the individual oscillators in the array may induce a
phase noise degradation that increases with the impedance of the coupling net-
work [73,79]. Thus, as N increases, the coupling network becomes correspondingly
more difficult to design, as the star connection of Fig. 5.1(a) [72], where each oscil-
lator is globally coupled to all the others, becomes impractical. A simplification of
the star topology is the ring of Fig. 5.1(b) [73]; even in this case, though, closing the
ring may be cumbersome, if a large number of oscillators is involved. Moreover, the
layout of the ring may be complicated by the requirement of aligning all transistors
in the same direction, which is common in advanced CMOS technologies. Eventu-
ally, one may have to resort to the nearest-neighbor bilateral coupling of Fig. 5.1(c).
The latter sets some challenges, as it is more susceptible to mismatch-induced phase
noise degradation [73, 79, 80]. Moreover, the coupling network of a large array of
oscillators tends to introduce more parasitics due to its larger footprint, potentially
creating unwanted systematic mismatches between the oscillators and shifts in the
oscillation frequency.

As previously discussed, the lowest achievable phase noise may not always be
needed. Hence, a reconfigurable coupled oscillator array can be devised [73]. The
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FIGURE 5.2: Block diagram of the proposed octacore DCO.

goal is to be able to switch off some oscillators to save power when the resulting
phase noise deterioration is acceptable. Such reconfigurability requires the pos-
sibility to individually turn on/off and disconnect the oscillators from the array
(Fig. 5.2); the latter operation is non-trivial, as it requires additional switches in the
coupling networks, which may increase the coupling impedance and consequently
deteriorate phase noise.

This Chapter discusses an octacore oscillator array in which the number of active
oscillators can be changed in a scalable fashion to trade higher phase noise for lower
power consumption. The design is implemented in a 28 nm CMOS technology and
is based on 8 digitally-controlled oscillator (DCO) cores. A block diagram of the
circuit is sketched in Fig. 5.2: the 8 oscillator cores are arranged in 4 pairs of tightly
coupled oscillators, which are further interconnected in a nearest-neighbor bilateral
coupling scheme. While this circuit was first introduced in [81], we present here an
in-depth discussion, with particular care to the design and implementation of the
coupling arrangement.

The architecture chosen for the coupling network is illustrated in Section 5.2.
In Section 5.3, a time variant analysis of the switches required to reconfigure the
circuit is presented, obtaining useful guidelines for the switch design and, hence,
for the minimization the phase noise penalty due to the reconfigurable coupling
network. The design of the oscillator core is presented in Section 5.4, while the
experimental characterization of the circuit prototypes is reported in Section 5.5.
Measurements show a DCO that is capable of reaching an outstandingly low phase
noise of -126 dBc/Hz at 1 MHz offset from the 10.7 GHz carrier. Conclusions are
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drawn in Section 5.6.

5.2 Reconfigurable Coupling Network

One of the main targets of the presented design is to implement scalability in the
multicore topology, i.e., to be able to reduce power consumption whenever the low-
est possible phase noise is not required [73]. Ideally, this would mean to be able to
turn on any number of oscillator cores and operate them synchronously; hence, the
coupling network should provide a relatively low-impedance connection between
the cores that are on while avoiding any loading on the active oscillators by the cores
that are off. In practice, this is difficult to guarantee, and a compromise between re-
configurability and performance has to be found.

It is known [73, 79, 80] that, in the presence of a mismatch ∆ f0 between the indi-
vidual oscillation frequencies of two standalone oscillators, the phase noise perfor-
mance of the two oscillators coupled together deteriorates as the impedance of the
coupling network RC increases. The phase noise penalty ∆L in a dualcore oscillator
system is captured by [73, 79]

∆L ≈ 30 log10

[︄
1 +

RC

RT
Q2
(︃

∆ f0

f0

)︃2
]︄

(5.1)

where Q is assumed identical in both standalone oscillators, and f0 is the nominal
oscillation frequency. This is a particular problem in nearest-neighbor coupling be-
cause of the intrinsic asymmetry of the network, as illustrated in Fig. 5.3, where the
parasitics introduced by the coupling network are depicted as lumped elements CP

and RC. The oscillators at the edge of the array are connected to a single neighbor,
while the other oscillators are connected to two neighbors. Ideally, if the oscillators
are strongly coupled, and thus synchronized, they all operate in phase, such that the
current through the coupling impedance RC is nil [71, 80]. It is however clear from
Fig. 5.3 that the edge oscillators are only loaded by half of the parasitic capacitance
than the other cores, introducing a systematic frequency mismatch. Reconfigura-
bility exacerbates this issue, as the switches implementing it contribute significant
resistive and capacitive parasitics, increasing RC and CP (and ∆ f0 in (5.1)), poten-
tially leading to severe phase noise degradation.

Another impairment due to non-negligible coupling impedance is that the phase
noise improvement due to synchronization is only enjoyed at frequency offsets from
the carrier lower than [71]

∆ fc =
RT f0

2RCQ
(5.2)
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FIGURE 5.4: Impact of the coupling impedance RC on the phase noise
sideband of a dualcore system.

As sketched in Fig. 5.4 for a dualcore system, at small offsets the phase noise im-
proves by 3 dB with respect to the phase noise of the stand-alone oscillator, while
at offsets larger than ∆ fc such an improvement vanishes, each oscillator effectively
working as a standalone oscillator at such offsets. It is therefore of paramount im-
portance to keep RC as small as possible.

To minimize the phase noise penalty by keeping RC and CP small while allow-
ing system scalability, the reconfigurable octacore oscillator is organized as follows:
the oscillators are grouped into tightly coupled pairs, connected by relatively short
(compared to the oscillation wavelength) low-ohmic transmission lines, and all pairs
are arranged in the array shown in Fig. 5.2. Short transmission lines and switches
connect the pairs at the edges of the array to the ones at the center, while the two
pairs in the center are connected to each other by short transmission lines with no
switches. In this way, each oscillator pair is equally loaded by one set of switches,
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which greatly reduces the systematic frequency mismatches, as the switches are the
main contributors to CP. At the same time, we can operate the array in 2-core, 4-core,
6-core, and 8-core configurations without any appreciable loss of flexibility.

Since CP is largely determined by the switches (which, as we will discuss later,
must have a very high aspect ratio), the proposed arrangement results in a highly
symmetrical array, each oscillator core being loaded by a single CP. Furthermore, it
minimizes the overall number of switches and the associated coupling resistances
with it, with benefits in terms of possible degradation of the phase noise perfor-
mance. This is especially true as the switch at the center of the array has been
removed, since the latter makes the circuit particularly sensitive to random mis-
matches, as discussed in [73].

The two edge core pairs and the center core quad are buffered individually, as
shown in Fig. 5.2. An analog multiplexer selects among the buffer outputs and feeds
a pad driver for measurement purposes. Hence, with reference to Fig. 5.2, cores 1
and 2 are used in the 2-core configuration, cores 3–6 in the 4-core configuration,
and cores 1–6 in the 6-core configuration. Obviously, all cores are used in the 8-core
configuration.

5.3 Analysis and Implementation of the Coupling Switch

As discussed in Section 5.2, the introduction of switches in the coupling network
should lead to the minimum possible increase of network parasitics. The details of
the implementation of the coupling switches are shown in Fig. 5.5. The switches are
realized with pMOS devices in series with the differential transmission lines inter-
connecting the tanks of adjacent oscillator pairs, as mentioned. The use of pMOS
devices is required because it would not be possible to turn off nMOS switches, for
the following reason: since the inductor of the LC tank has its center tap connected
to ground (Fig. 5.5), it is clear that drain/source of the MOS switch are biased to 0 V,
too, while experiencing the full ac swing of the (single-ended) oscillation, whose
peak amplitude is much larger than the threshold voltage of the nMOS device. This
means that an nMOS switch would be forced to turn on when the negative half-
wave of the oscillation exceeds the value of the threshold voltage, even if its gate
voltage was set to 0 V. Switched-off cores would then significantly load the active
cores, leading to a severe degradation of the phase noise performance.

Using pMOS switches solves the issue, where low-threshold-voltage devices are
employed to maximize the on-conductance. When the gate voltage of the pMOS
switch is set to 0 V and the switch is nominally on, the device is dynamically turned
on during the positive half-wave of the (single-ended) oscillation, as illustrated in
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FIGURE 5.5: Simplified schematic of the switches in the reconfigurable
coupling network, limited to the coupling between two core pairs. The

switches are on during the red portion of the waveforms.

Fig. 5.5. This resembles the behavior of the active transistor in a class-C amplifier
or oscillator. As it will be clear momentarily, a lower-than-expected switch con-
ductance is the result of this class-C behavior. More importantly, though, a pMOS
switch guarantees that the respective oscillator core is effectively isolated from the
rest of the array when the switch is turned off, i.e., when its gate voltage is set to a
sufficiently high dc voltage. Another reason to favor pMOS over nMOS switches is
that the source/drain diodes of an nMOS device would partially turn on during the
negative half-wave of the oscillation. Again, this problem disappears using pMOS
devices.

Finally, it is clear that pMOS and nMOS devices swap roles in the above analysis
if the center tap of the tank inductor is connected to the power supply rather than
ground.

5.3.1 Time-Variant Analysis of the Coupling Switch

Since the coupling switch is on only over a relatively small fraction of the oscillation
period, as illustrated in Fig. 5.5, a conventional small-signal analysis to estimate
the coupling resistance RC would not produce a correct result. As a matter of fact,
assuming RC is the reciprocal of the small-signal channel conductance of the switch
leads to large errors, as we will see presently, which calls for the adoption of a time-
variant analysis. More specifically, this effect is not solely related to a lower average
switch conductance (the obvious consequence of the switch being on less than 100%
of the time), and is not captured by a standard time-invariant analysis. Fortunately,
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it is still possible to derive a time-invariant equivalent resistance Req to model the
coupling switch in the on-state, as sketched in Fig. 5.6.

Our time-variant analysis starts with the observation that the gate of the pMOS
switch is grounded when the switch is on, while the large-signal oscillations at drain
and source are identical, as the oscillators in the coupled array are all working in
phase. If the tank Q is at least moderately high, the single-ended oscillations at the
tank outputs are sinusoidal; hence, without further loss of generality, we can write
the switch source-to-gate voltage as

VSG(t) = Vpk cos(ω0t) (5.3)

where Vpk is the single-ended oscillation amplitude, and ω0 = 2π f0.
To assess the impact of the switch on phase noise, we assume that the oscillation

at the drain is affected by phase noise while the oscillation at the source is not, and
derive the expression of the current induced across the switch by the phase noise
itself (the procedure can be seen as the extension of Thevenin’s theorem beyond the
case of a linear time-invariant circuit).

Accordingly, the voltage v(t) between drain and source in Fig. 5.6 is

v(t) = Vpk cos(ω0t + ϕ(t))− Vpk cos(ω0t) ≈ −ϕ(t)Vpk sin(ω0t) (5.4)

where ϕ(t) is the (very small) phase disturbance. We assume next that ϕ(t) is a
single complex tone at frequency ∆ω ≪ ω0, i.e.,

ϕ(t) = Aϕej∆ωt (5.5)

From (5.4) and (5.5) we obtain

v(t) = VUSBej(ω0+∆ω)t + VLSBej(−ω0+∆ω)t (5.6)
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where the complex amplitude of the upper and lower sidebands of the voltage
across the switch, VUSB and VLSB, are given by

VUSB = −
AϕVpk

2j
(5.7)

and

VLSB =
AϕVpk

2j
(5.8)

Obviously,
VUSB = −VLSB (5.9)

From (5.6), it is now immediate to obtain the spectrum of v(t), illustrated in Fig. 5.7.
The current i(t) flowing through the switch is linked to v(t) by the transistor

time-varying channel conductance g(t), as

i(t) = g(t) · v(t) (5.10)

Since the operation of the transistor is periodic, the time-varying switch conduc-
tance can be expressed with its bilateral Fourier series with coefficients gk, i.e.,

g(t) =
∞

∑
k=−∞

gkejkω0t (5.11)

Because of (5.6), (5.10) and (5.11), i(t) is made of tones at frequencies kω0 + ∆ω, k
being an integer number:

i(t) = IUSBej(ω0+∆ω)t + ILSBej(−ω0+∆ω)t + ĩ(t) (5.12)

where ĩ(t) contains the components of i(t) around harmonics other than the funda-
mental. Using (5.6)–(5.12), and with the aid of Fig. 5.7, we obtain

IUSB = g0VUSB + g2VLSB (5.13)

and
ILSB = g0VLSB + g−2VUSB (5.14)

We now observe that, since VSG(t) in (5.3) is an even function, so is g(t), which
means that the its Fourier components are all real-valued, yielding g−2 = g2∗ = g2.
Finally, from (5.13), (5.14) and (5.9) we obtain

VUSB

IUSB
=

VLSB

ILSB
=

1
g0 − g2

≡ Req (5.15)
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FIGURE 5.7: Spectra of v(t) and i(t) close to ω0.

Equation (5.15) shows that the upper (lower) sideband of the voltage across the
switch can be related to the upper (lower) sideband of the current through the switch
by a time-invariant equivalent resistance Req, which captures the time-variant na-
ture of the switch operation in a simple and elegant manner. Since the switch op-
erates in a rather deep class-C regime, g2 is positive and not much smaller than g0,
which means that Req is significantly higher than 1/g0.

As anticipated at the beginning of this Section, this result makes it clear that
using the small-signal channel conductance or the average channel conductance in-
stead of Req is bound to lead to a substantial underestimation of the coupling resis-
tance.

5.3.2 Simulation Results

Several transistor-level simulations have been carried out to verify the theoretical
predictions of Section 5.3.1. In order to estimate the relevant Fourier coefficients of
the time-varying conductance of the pMOS switch channel − namely, g0 and g2 −
we make use of the simulation test bench of Fig. 5.8. Compared to the circuit of
Fig. 5.5, we changed the reference node for simplicity, driving the gate terminal of
the switch with the waveform −VSG(t), and biasing source and drain to ground.
To avoid any undesired interaction with the parasitic capacitances of the switch, an
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LC resonator is connected between source and drain and tuned to the same angular
oscillation frequency ω0 of the coupled oscillator. The precise values of L and C are
not particularly important, as long as the resonance frequency, which includes the
effect of all parasitic MOS capacitances, is ω0 (in principle, we could operate the test
bench at ω1 ̸= ω0, as long as L and C resonate at ω1; in practice, though, it is more
convenient to choose ω1 = ω0, as the real waveform of VSG(t) is then generated
directly by the oscillator [not shown in Fig. 5.8]).

We proceed by connecting a small-signal current source between source and
drain, with unit amplitude and frequency equal to ω0 + ∆ω. If L and C are loss-
less, their parallel impedance at ω0 + ∆ω has an absolute value of approximately
1/(2∆ωC), and if this is much larger than the time-variant resistance of the switch
channel, the voltage sidebands created by the current source at ω0 + ∆ω (VUSB) and
at −ω0 + ∆ω (VLSB) are functions solely of such a resistance and will therefore be
constant with a varying ∆ω, until ∆ω is so large that 1/(2∆ωC) starts dominating.
The qualitative plot of VUSB and VLSB is shown in Fig. 5.9, and is straightforwardly
obtained by running a periodic state-state (PSS) analysis followed by a periodic ac
analysis with e.g. the spectre simulator.

Assuming, without loss of generality, a positive value of ∆ω, the small-signal
current source at ω0 + ∆ω is described with IUSB = 1 in (5.13) and ILSB = 0 in (5.14),
immediately obtaining the desired valued of g0 and g2 as

g0 =
1

VUSB

(︄
1 −

⃓⃓⃓⃓
VLSB

VUSB

⃓⃓⃓⃓2)︄ (5.16)

and

g2 = −g0

(︃
VLSB

VUSB

)︃∗
(5.17)

where VUSB and VLSB are from the flat portions of the sidebands.
It is worth remarking that the PSS waveform of VSG(t) will have a non-zero initial

phase ψ in general, that is,

VSG(t) = Vpk cos(ω0t + ψ) (5.18)

such that g2 = |g2|ej2ψ. Thus, only the absolute magnitude of g2 estimated with (5.17)
should be used in (5.15) to compute Req.

Finally, since we have forced IUSB = 1 and ILSB = 0, we point out that (5.7)–(5.9)
do not apply in this context.

Once obtained the Fourier coefficients, the equivalent resistance Req was then
computed with (5.15).
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FIGURE 5.9: Lower and upper voltage sidebands obtained from the
simulation in Fig. 5.8.
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FIGURE 5.10: Equivalent switch resistance Req vs switch aspect ratio
(red curve). Req is estimated at Vpk = 1.1 V using (5.15). The blue curve

shows 1/g0 for comparison.

Figure 5.10 shows Req vs switch aspect ratio for Vpk = 1.1 V and compares it to
the case when the switch resistance is assumed to coincide with the inverse of the
average channel conductance g0. Fig. 5.10 shows that the difference between the
two is indeed remarkable.

Since both g0 and g2 are highly sensitive to the amplitude of the signal driving
the switch, simulations were performed for several values of Vpk, with W/L fixed to
800. The results are shown in Fig. 5.11: Req increases significantly as Vpk decreases,
as a consequence of the smaller amount of time the switch is turned on. Again, it
is clear that using the average channel conductance to assess the equivalent switch
resistance leads to a significant underestimation of Req.

Next, two coupled oscillators are considered (the oscillator core is described in
detail in Section 5.4), with the single-ended amplitude of oscillation set to 1.1 V. The
offset frequency at which the phase noise improvement afforded by oscillator cou-
pling vanishes is estimated with (5.2) and RC = Req, and compared to simulation
results. As shown in Fig. 5.12, there is a very good agreement between theory and
simulations. In Fig. 5.12, simulations are also compared to the predictions given
by (5.2) if the impact of the switch is assumed to be described by the average chan-
nel conductance, i.e., with RC = 1/g0. In this case, there is a clear mismatch between
simulations and calculations: for a target value of ∆ fc, the switch has to be almost
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FIGURE 5.11: Equivalent switch resistance Req vs oscillation amplitude
(red curve). Req is estimated for a switch with W/L = 800 using (5.15).

The blue curve shows 1/g0 for comparison.

twice as large, compared to the outcome of a time-invariant analysis.
Finally, the phase noise penalty induced by ∆ f0 is simulated at 1 MHz frequency

offset for two coupled oscillators and compared to estimates obtained with (5.1) for
a few values of the switch aspect ratio (as shown in [73], the effect of ∆ f0 and RC

together is to lower the oscillation amplitude, raising phase noise). The phase noise
penalty estimates obtained setting RC = Req in (5.1) are compared to simulations
with ∆ f0/ f0 = 1% and ∆ f0/ f0 = 2% in Fig. 5.13: the agreement is very good.
Simulations are also compared to estimates obtained with RC = 1/g0, in which case
we observe a substantial discrepancy.

The above several results emphasize the importance of the time-variant analysis
of Section 5.3.1 to correctly assess the impact of the pMOS switch on the noise per-
formance of the synchronized oscillator system. Based on phase noise simulations,
the aspect ratio W/L of the switch has been set to 800 (with, of course, minimum
channel length) in order to keep the coupling resistance low and avoid phase noise
degradation. Such a large figure may seem an overkill, but is in fact justified by the
theoretical results just discussed.

Moreover, the data in Figs. 5.12-5.13 lead us to conclude that Req impacts phase
noise mainly through the indirect path via ∆ f0 (qualitatively, the dualcore oscillator
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FIGURE 5.12: ∆ fc (defined in Fig. 5.4) vs switch aspect ratio. Sim-
ulations (black squares) are compared with estimates from (5.2) with

RC = Req (red line) and RC = 1/g0 (blue line).

data of Fig. 5.13 applies to an octacore oscillator as well) rather than determining
directly a low ∆ fc, at least for reasonable values of component mismatch and offset
frequencies. This conclusion justifies the great effort spent in ensuring the highest
possible symmetry in the octacore oscillator array described in Section 5.2.

5.4 Design of the DCO core

The simplified schematic of the class-B oscillator core is shown in Fig. 5.14; pMOS
devices are preferred to nMOS because of the lower amount of 1/f noise they pro-
duce, and are used both in the cross-coupled differential pair that sustains the oscil-
lation, and in the biasing circuitry. The single-ended amplitude of oscillation is kept
below 1.1 V to avoid any reliability concerns. The tail current source uses thick-
oxide devices with a long channel to further reduce the 1/f noise current, whose
power spectral density is approximately inversely proportional to channel length.
In order to contain frequency pushing from the power supply, the tail current source
is implemented as a high-swing cascode current mirror. RC filters with large time
constants (RC > 300 µs) block the noise from the reference branch of the tail current
source, as shown in Fig. 5.14.
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FIGURE 5.13: Phase noise penalty ∆L at 1 MHz offset vs switch aspect
ratio for ∆ f0/ f0 = 1% and ∆ f0/ f0 = 2%. Simulations (black squares)
are compared with estimates from (5.1) with RC = Req (red line) and

RC = 1/g0 (blue line).

The LC resonator features a single-turn differential inductor L1 of approximately
180 pH. Frequency tuning is achieved by means of a digitally-controlled bank of
switched capacitors, segmented into three sub-banks: a 2-bit coarse bank, a 3-bit
intermediate bank, and a 4-bit fine bank, a frequency resolution of 6 MHz.

The unit capacitor cell was sized taking into account opposing constraints: the
width of switch M3 (see Fig. 5.14) is selected based on the trade-off between the Q
of the unit cell and the on/off capacitance ratio, while the large bias resistors R >

10 kΩ avoid degrading the Q of the capacitor bank; their value, however, is limited
by the need of keeping the switching time of the bank within the requirements set
by the use of the DCO in a digital PLL.

Particular attention is devoted to the return path of the common-mode tank cur-
rent, and a dedicated interconnection is provided to this aim. Its parasitic induc-
tance, Ltail ≈ 160 pH in Fig. 5.14, is carefully modeled by means of electromag-
netic simulations and taken into account when tuning the tank common-mode res-
onance to the second harmonic, which reduces 1/f noise upconversion into phase
noise [82, 83].
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FIGURE 5.14: Simplified schematic of the DCO core.
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5.5 Measurement Results of the Octacore DCO

The octacore DCO has been fabricated in a 28 nm CMOS technology. A microphoto-
graph of the die is shown in Fig. 5.15, where the overall area is about 3.1 mm2 (this
value was reported incorrectly in [81], as the layout shrinking factor had not been
taken into account). The oscillator is powered by a 1.1 V supply.

The tuning range of the octacore DCO is as wide as 27%, spanning from 10.7
to 14.1 GHz, with a frequency resolution of 6 MHz. The measured phase noise is
shown in Fig. 5.16 for an oscillation frequency of 10.7 GHz. Both the 8-core, 4-core
and 2-core configurations are assessed. The phase noise at 1 MHz offset is as low as
-126 dBc/Hz in the 8-core configuration, while the 1/ f 3 corner frequency is approx-
imately 500 kHz. Phase noise increases by 3 dB in the 4-core configuration, and by
6 dB in the 2-core configuration, as expected. Phase noise has also been measured in
the 6-core configuration, not shown in Fig. 5.16 for clarity: it is 1.2 dB higher than in
the 8-core configuration, again as expected.

Figure 5.17 shows phase noise as a function of the bias current Icore in each os-
cillator core for a few values of the frequency offset when the oscillator is operated
in 8-core configuration at 10.7 GHz. The minimum phase noise level is achieved
with Icore = 19.6 mA. The optimal value of Icore decreases at higher frequencies, as
a consequence of the increasing tank equivalent resistance at resonance.

The phase noise performance of the octacore DCO across the tuning range is re-
ported in Fig. 5.18. We notice that there is a slight phase noise increase at 10 MHz
offset as the oscillation frequency increases: this is in line with the expected phase
noise dependence on the oscillation frequency. At lower offsets, however, we ob-
serve a larger increase of the 1/ f 3 sideband with the oscillation frequency than was
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lator configuration operating at 10.7 GHz.
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FIGURE 5.18: Phase noise of the octacore DCO across tuning range.

expected from simulations. This is also captured by the results in Fig. 5.19, where
the DCO 1/ f 3 corner frequency is reported across the tuning range. The increase of
the 1/ f noise upconversion may be due to a mistuning of the common-mode reso-
nance of the tank caused by unaccounted parasitics, despite the efforts made in the
design phase.

The measured phase-noise figure-of-merit (FoM) varies between -185 and -184 dBc/Hz
across the tuning range, as illustrated in Fig. 5.20.

The measured supply frequency pushing is reported in Fig. 5.21. As a conse-
quence of the use of a cascode tail current source in the DCO cores, an excellent
frequency pushing lower than 12 MHz/V across the tuning range was measured.

The octacore DCO performance is summarized in Table 5.1 and compared to
state-of-the-art multicore oscillators as well as to high-performance single-core os-
cillators. The comparison is also illustrated in Fig. 5.22, where the oscillator per-
formance is reported in a concise form as a phase noise (normalized to a common
carrier frequency) versus FoM scatter plot (better performance towards bottom-left
corner).

When compared to multicore oscillators operating beyond 10 GHz, the octacore
DCO achieves the best phase noise among CMOS implementations [36, 70, 73, 74,
76], almost reaching the performance of bipolar circuits, which can leverage higher
supply voltages [72]. Notably, the octacore DCO is the only multicore oscillator in
Table 5.1 and Fig. 5.22 implemented in a 28 nm CMOS technology. A comparison
with high-performance single-core implementations in 28 nm CMOS [68, 83] shows
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similar FoMs on the one hand, and, on the other hand, that the excellent phase noise
performance of the octacore DCO is both due to the multicore topology, and to the
intrinsic good performance of its class-B cores. It is also interesting to notice that the
designs operating below 10 GHz [71,77,84] leverage the higher tank Q achievable in
the sub-10 GHz range [69] to deliver a higher performance, both in terms of phase
noise and FoM.

5.6 A summary of the octa-core DCO performance

Achieving a very low phase noise and being able to do so in a scalable fashion over
a wide range of power consumption levels, trading a lower phase noise for a higher
power consumption with no excess noise penalty, is not an easy feat to accomplish.
This Chapter presented an octacore design where power consumption and phase
noise can be scaled over 4 different core configurations (2-core, 4-core, 6-core, and
8-core) without any appreciable drawbacks. This was attained both by optimizing
the circuit architecture, strategically placing a limited number of switches in the cou-
pling network without sacrificing flexibility, and by carefully designing the coupling
network itself.

A thorough time-variant analysis of the equivalent resistance of the coupling
switch was carried out, emphasizing the trade-off between switch size and overall
performance of the coupled oscillator array. The 28 nm CMOS prototype shows
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a 27% tuning range and a phase noise of −126 dBc/Hz at 1 MHz offset from the
10.7 GHz carrier, with a FoM of −184 dBc/Hz and an excellent pushing performance
of less than 12 MHz/V.
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Chapter 6

A 10 GHz Transformer-Feedback
Based Series VCO in 22 nm FD-SOI

Most integrated harmonic oscillators are implemented with a parallel LC resonant
tank [68, 71, 73, 85] that filters the current coming from the active devices. The LC
tank operates in its parallel resonance, where it shows a large equivalent parallel
resistance RP at the frequency ω0 = 1/

√
LC. While widely adopted, this topology

faces insurmountable challenges when an extremely low phase noise is needed. In
particular the oscillation frequency is limited by the supply, technological scaling
and reliability concerns. The only other feasible way to reduce the phase noise is to
reduce the value of tank inductance L, but this is only possible up to a certain point
without seriously degrading its quality factor Q, and before the explicit inductance
becomes comparable to the parasitic one introduced by the interconnections.

These limitations are intrinsic to the parallel topology, so a shift to a new topol-
ogy is needed: the series LC resonant oscillator. As the name suggests, it exploits the
LC series resonance to filter the voltage waveform coming from the active devices.
In this case the active core acts as a voltage source (small output impedance) rather
than a current source. In this case the current is sinusoidal while the voltage applied
to the tank, VT, can be a harmonic-rich signal. The higher the Q of the resonator, the
lower the equivalent resistance RS at the resonance, the higher the current across
the tank. If the LC tank is driven by a square wave voltage with swing 0-VDD and
fundamental frequency ω0, the first harmonic current flowing through the tank is

I0 =
2
π

VDD

RS
(6.1)

The oscillation voltage amplitude of the first harmonic across the L or C is given by

A0 = I0ω0L =
2
π

VDDQ (6.2)

At mm-wave, the tank Q can be higher than 10 and the oscillation amplitude is



86 Chapter 6. A 10 GHz Transformer-Feedback Based Series VCO in 22 nm FD-SOI

RS

I0

C

L
VDD

A0

A0∝VDDQ
V

t

VT VL

FIGURE 6.1: Sketch of the voltage waveforms in a RLC series resonator
at ω0: in blue the voltage across the tank VT; in red the voltage across

the inductor VL.

much bigger than VDD, allowing for very low phase noise. Additionally, the high
amplitude oscillation is found across the reactive elements of the tank, which can
tolerate such high voltages – even in ultra-scaled technologies – while the active
devices are only subject to the much smaller 0-VDD excursion.

Another advantage of series-resonance VCOs concerns the conversion of MOS
noise into phase noise. In fact, it can be demonstrated that, unlike in the parallel
oscillator where the actives noise contribution is proportional γ (the MOS channel
noise factor), in the series oscillator this contribution can be made negligibly small.
If the MOS devices are operating as switches (deep triode when switched on) their
noise contribution only comes from the channel resistance RDS,on, which degrades
the tank Q factor. However, if large enough devices are employed, this degradation
can be avoided. In reality, given the finite rise and fall-times of the signals at the gate
and drains, the active devices spend a (small) portion of time in saturation, where
the white noise contribution increases and some flicker noise is also injected and
upconverted into phase noise [63].

The phase noise advantage of the series oscillator can be better appreciated by
comparing it to the parallel case. Let us consider the two oscillators in Fig. 6.2. For a
fair comparison the two oscillator have identical operating frequency ω0 = 1/

√
LC,

first harmonic amplitude VT and quality factor Q. The phase noise equation for the
series oscillator with noiseless actives (Fig. 6.2(b)) is [63]

Lseries(∆ω) = 10log

[︄
kBT
V2

T

RS

Q2

(︂ ω0

∆ω

)︂2
]︄

(6.3)
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FIGURE 6.2: Schematic of a parallel (a) and series oscillator (b).

where k is the Boltzmann constant, T the temperature in Kelvin, and RS is the tank
equivalent series resistance at the resonance. Recalling that the parallel oscillator
(Fig. 6.2(a)) phase noise is given by

Lparallel(∆ω) = 10log

[︄
kBT
V2

T

RP

Q2

(︂ ω0

∆ω

)︂2
]︄

(6.4)

where RP is the equivalent parallel resistance at the resonance. Recalling that at ω0

RS/RP = 1/Q2, the phase noise improvement can be defined as

∆L(∆ω) = Lseries(∆ω)−Lparallel(∆ω) = 10log
[︃

RS

RP

]︃
= −10logQ2 (6.5)

The series oscillator can achieve a better phase noise than the parallel oscillator of
a factor of 1/Q2. At mm-wave, where the quality factor of the tank often exceeds
10, this can lead to a theoretical lowering of 20 dB of phase noise. In practice the
phase noise improvement may be limited by other considerations such as the noise
from the active devices or possible degradation of the tank Q due to the need to use
passives able to withstand higher voltages.

The concept of a series oscillator is not new as it was explored in [63] but without
a prototype example, then in [64] a BiCMOS implementation of a series oscillator
shows a -138 dBc/Hz phase noise at 10 GHz at 1 MHz offset but its topology cannot
be easily adapted to a CMOS process. The first CMOS working prototype of a series
quadrature oscillator is found in [65] but the need for four different LC tanks implies
a large area consumption.
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FIGURE 6.3: Schematic of a four-stage series oscillator.

6.1 Analysis of the Feedback Network

To implement a series oscillator we need an active device capable of starting and
maintaining the oscillation, a tank and a feedback network. In parallel oscillator the
active device acts as a negative admittance at the equilibrium (small-signals) and
as a current generator in steady state. For the series oscillator we need a negative
resistance at the equilibrium to start the oscillation and a device that acts as a volt-
age generator at steady-state. The cross-couple differential-pair satisfies the equi-
librium condition but not the steady-state behaviour, we have to look elsewhere for
a solution. CMOS transistors in ultra-scaled technologies are very good switches
as their performance benefits from technological scaling (low on resistance, smaller
parasitics) and the output resistance of a CMOS inverter can be made very small,
provided that large enough transistors are used, so small that its large signal oper-
ation could be approximated to a voltage-controlled voltage-source (VCVS). On the
other hand, if the inverter gates are biased at the logic threshold, both the pMOS
and the nMOS are in saturation and act as trasconductors. The CMOS inverter is
then a candidate to implement the actives for the series oscillator.

In the cross-couple differential-pair, the feedback network is built by simply con-
necting the gate to the drain of the other transistor. For the series oscillator there is
no immediate solution. One way, proposed in [63] and demonstrated in practice
in [65] exploits the ±90◦ phase shift of the voltage depending if the signal is taken
across the inductor or capacitor. The Barkhausen criterion requires a ±360◦ total
phase shift, easily obtained by cascading four stages as shown in 6.3. The main
drawback of this topology is determined by the presence of four separate induc-
tors that demand a large of area. Moreover, the input capacitance of the inverters is
connected in parallel to the tank capacitance, reducing the tuning range.

Since the CMOS inverter already introduces a phase shift of 180◦, to satisfy the
Barkhausen criterion we need a feedback network that adds the remaining 180◦ of
phase shift. As we have seen, the tank itself can only provide 90◦ and an additional
network is required to reach 180◦. The proposed series VCO is shown in Fig. 6.4:
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FIGURE 6.4: Schematic of the proposed series VCO.

M1-4 form the CMOS inverters and the resistors R f are needed to self-bias the in-
verters to their logic threshold at equilibrium for the startup of the oscillator. The
tank is composed by a doubly-tuned transformer network that introduces the 180◦

phase shift and provides passive voltage gain to maintain the oscillation. The input
capacitance of the inverters Cin is resonated with L2.

The study of the passive network starts by considering the equivalent single-
ended schematic of the VCO in Fig. 6.5, where C2 = (Cin + C f ix)/2. For now, M1

and M2 are considered ideal, with nil input capacitance and nil output resistance.
At startup the self-biased inverter operates as a trasconductor, injecting current into
the feedback network which is then converted into voltage by the transimpedance
of the network and fed back to the inverters. The oscillation grows in amplitude
until the swing at the inverter output is limited by the voltage supply, at this point
M1 and M2 operate as switches in deep triode and the inverter becomes a VCVS, ap-
plying a voltage to the feedback network that is amplified and fed back. Therefore,
the network has to operate as a transimpedance at startup and as a voltage amplifi-
cation at large signal. The active devices are disconnected and the passive feedback
network can be rearranged in a two port configuration as shown in Fig. 6.6.
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For the purpose of this analysis we are interested in computing the the equiva-
lent impedance seen from the actives at the resonance Z11(jω0), the transimpedance
Z21(jω0) necessary to calculate the loop gain at startup, and the voltage gain Av(jω) =

V2/V1 = Z12/Z11 of the network for large signal operation. After some algebra, we
obtain

Z11(jω) =
V1

I1

⃓⃓⃓⃓
I2=0

= Z1

(︃
1 +

ω2k2L1L2

Z1Z2

)︃
(6.6)

Z21(jω) = Z12(jω) =
V2

I1

⃓⃓⃓⃓
I2=0

=
ω2k2L1L2

C2Z2
(6.7)

where
Z1(jω) =

1
jωC1

+ jωL1 + R1 (6.8)

Z2(jω) =
1

jωC2
+ jωL2 + R2 (6.9)

By setting L1C1 = L2C2 = 1/ω2
0, at the resonance Z1(jω0) = R1 and Z2(jω0) = R2

and (6.6), (6.7) become

R11 = Z11(jω0) = R1

(︂
1 + k2Q1Q2

)︂
= R1(1 + ε) (6.10)

R21 = Z21(jω0) =
ω2

0k2L1L2

C2R2
= R1ε

n
k

(6.11)

from which immediately follows

Av(jω0) =
R21

R11
=

ε

1 + ε

n
k

(6.12)

where Q1 and Q2 are respectively the primary and secondary resonator quality fac-
tor and n =

√
L2/L1 is the turn ratio of the mutual inductor. At equilibrium, the

loop gain of the oscillator is given by

T = −2gmR21 = −2gmR1ε
n
k

(6.13)

where gm is the transconductance of M1 and M2. The effect of R f can be safely
ignored if its value is sufficiently high. Equation (6.10) shows that the equivalent
series resistance of the tank at the resonance is increased by a factor of 1 + ε due to
the loading effect of the secondary resonator. Since ε ∝ Q2, the tank degradation
can be mitigated by decreasing the secondary resonator quality factor. One might
be misled into thinking that the degradation can be made virtually negligible by ar-
bitrarily decreasing ε, however the startup condition |T| > 1 and (6.13) immediately
set a minimum ε required.
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To study the phase noise of the proposed topology, it is useful to rewrite (6.3) as

L(∆ω) = 10log

[︄
kBTRn,eq

(I1∆ωL1)
2

]︄
(6.14)

where I1 is the first harmonic current through the tank and Rn,eq is the equiva-
lent noise resistance of the tank. The presence of the secondary resonator impacts
the phase noise through two different mechanisms: 1) increasing the electrical se-
ries resistance of the tank R11 thus decreasing of the equivalent tank quality factor
Qeq = Q1/(1 + ε); 2) R2 injects noise into the tank increasing the equivalent input
referred noise of the network vn,eq. This effect can be modelled by an equivalent
noise resistance Rn,eq so that

vn,eq
2

∆ω
= 4kBTRn,eq (6.15)

note that for this particular circuit Req,n ̸= R11. In light of the foregoing considera-
tions, (6.14) becomes

L(∆ω) = 10log

[︄
kBTRnR2

11

(V1∆ωL1)
2

]︄
= 10log

[︄
kBT
V2

1

Rn,eq

Q2
1
(1 + ε)2

(︂ ω0

∆ω

)︂2
]︄

(6.16)

To determine Rn,eq, we first compute the output noise and then refer it to the
input (Fig. 6.7). After some algebra, it is possible to express the input referred noise
only as a function of R1 and ε

vn,eq
2

∆ω
= 4kBTR1

(︃
1 +

1
ε

)︃
(6.17)

hence
Rn,eq = R1

(︃
1 +

1
ε

)︃
(6.18)

By plugging (6.18) into (6.16) we arrive at the final expression of the phase noise
of the proposed series VCO

L(∆ω) = 10log

⎡⎣kBT
V2

1

R1(1 + ε)2
(︂

1 + 1
ε

)︂
Q2

1

(︂ ω0

∆ω

)︂2
⎤⎦ (6.19)
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FIGURE 6.7: Input referred noise of the passive feedback network.

The presence of the secondary resonator introduces a phase noise penalty over an
ideal oscillator with a L1C1 resonator with a quality factor Q1 of

∆L(ε) = 10log
[︃
(1 + ε)2

(︃
1 +

1
ε

)︃]︃
(6.20)

Interestingly, (6.20) shows that the phase noise penalty cannot be nil as it has a min-
imum value of 8.3 dB for ε = 0.5, regardless of the specific network values. In other
words, the presence of the secondary resonator required to complete the feedback
network, decreases the series oscillator phase noise advantage to 20logQ1 − 8.3 dB.
This is not a deal breaker as the quality factor of the tank can easily reach values
above 10 at mm-wave, thus leaving more than 12 dB of theoretical improvement
over the parallel topology.

6.2 Impact of the Inverters on Phase Noise

The presence of active devices introduces white and flicker noise in the oscillator.
This section will focus on the injection of white noise by the CMOS transistors at
large signal regime; the flicker noise contribution is naturally limited by the large
dimensions of the active devices required for the operation of the series oscillator.

In steady-state, the oscillation amplitude at the gate of the inverters is supposed
to be large enough to push the transistors in deep-triode region. If the pMOS and
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FIGURE 6.8: The inverter can be seen as an equivalent Thevenin VCVS
with output impedance Ron and input capacitance Cin.

nMOS are sized with identical on resistance Ron, the inverter behaves like an equiv-
alent Thevenin VCVS with an output resistance of Ron and input capacitance Cin.
The output resistance is placed in series with the tank and can be incorporated in
the tank series resistance so that R′

1 = R1 + Ron, and the transistors have nil on re-
sistance (Fig. 6.9). In this way (6.16) can be easily adapted to take into account the
added resistance from the inverters: by replacing R1 with R′

1 we have that

R11 = R1

(︃
1 + ε +

Ron

R1

)︃
(6.21)

and

Rn,eq = R1

(︃
1 +

Ron

R1

)︃(︄
1 +

1 + Ron
R1

ε

)︄
(6.22)

which lead us to the new phase noise expression

L(∆ω) = 10log

[︄
kBT
V2

1

R1

Q2
1

(︃
1 + ε +

Ron

R1

)︃2(︃
1 +

Ron

R1

)︃(︄
1 +

1 + Ron
R1

ε

)︄(︂ ω0

∆ω

)︂2
]︄

(6.23)
While the Ron decreases when increasing the MOS form factor W/L, the input

capacitance of the inverter Cin increase with along the gate area WL. In the pro-
posed topology, Cin loads the second port of the feedback network so, to main-
tain the same natural frequency ω0, once L2 is fixed, a maximum Cin is also fixed
and, in turn, a maximum gate area WL. Since the minimum length of the devices
Lmin is technology dependent, the gate area constraint immediately sets the mini-
mum inverter output resistance achievable for any given L2. Moreover, from (6.12),
Av(jω0) ∝ n =

√
L2/L1 meaning that, in order to maintain the oscillation, there’s a

minimum value of L2 and, thus, minimum Ron. Interestingly, this topology benefits
from the scaling of the channel length, as it tends to reduce the MOSFET capaci-
tances as well as the channel resistance. In any case, this constraint can be used to



6.2. Impact of the Inverters on Phase Noise 95

L1 L2

R1Ron C1

C2

R2

 

k

V1 V2

I1 I2IL2

L1 L2

R'1
C1

C2

R2

 

k

V1 V2

I1 I2IL2

FIGURE 6.9: The inverter can be seen as an equivalent Thevenin voltage
source with output impedance Ron, with an input capacitance Cin.

find a minimum Ron achievable; by expressing C2 as

C2 = Cin,MAX =
1

(ω0Avk)2 L1

(︃
1 + ε

ε

)︃2

(6.24)

it is possible to find the minimum Ron when Cin = Cin,MAX

Ron,min = τL1ω2
0 A2

vk2
(︃

1 + ε

ε

)︃2

(6.25)

where τ = CinRon is a technological figure of merit that relates the input capaci-
tance to the output resistance of the inverter. More scaled technologies tend to have
lower τ. We can now plug (6.25) into (6.23) thus removing the dependence from
Ron. At this point, once ω0, Av, Q1, k, and a target phase noise L(∆ω) are set, (6.25)
together with (6.23) immediately returns an optimum ε which, in turn, determines a
minimum phase noise degradation. To fix the ideas, for an oscillator at 10 GHz with
Q1 = 16, k = 0.2 and Av = 1.2 we have a minimum degradation of 11.6 dB, 3 dB
higher than in the case without the inverter parasitics. Ideally, to limit the degrada-
tion, the designer should select the lowest feasible coupling factor and voltage gain
required to maintain the oscillation.

The foregoing analysis can be easily extended to the schematic in Fig. 6.4. Since
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FIGURE 6.10: Transistor level schematic of the (a) switched capacitors;
(b) varactor.

there are now two switches in series at any given moment, the resulting Ron is dou-
bled. At the same time, the actives can be twice as wide, as the differential capaci-
tance seen by L2 is Cin/2, thus compensating for the doubling of Ron.

6.3 Design of the Transformer-Based Series VCO

The design flow starts from selecting a target phase noise, for this project ∆L(2π ·
1 MHz) = −133 dBc/Hz is selected. The target coupling factor is set at k = 0.1,
together with a target Q1 = 14. The voltage gain of the feedback network is set to
Av = 2. For an operating frequency of ω0 = 2π · 10 GHz and a supply of VDD =

0.8 V, the resulting feedback network parameters are L1 = 210 pH, L2 = 120 pH,
C1 = 1.2 pF, C2 = 2.1 pF with a Q2 = 5.6. The actives dimensions are limited
by Cin ≤ 2C2, leaving us with a pMOS (W/L) of (2.23 mm/18 nm) and an nMOS
dimension of (1.8 mm/18 nm). An additional C f ix = 180 fF is added to the inverter
inputs to tune the resonant network at exactly 10 GHz. The bias resistors R f are set
to 1 kΩ.

The continuous tuning between 9.5 to 10.5 GHz is achieved by subdividing the
tank into seven identical switched capacitor cells (Fig. 6.10(a)), and a single varactor
cell(Fig. 6.10(b)). The capacitive cells are designed to withstand a differential voltage
swing VC ≈ 8 V. The most critical components are the MOS switch Msw and the
varactors VAR, as they are rated for just 1.8 V. When the switch is open, it behaves
like a capacitance CB in series to the explicit capacitances CA; the voltage across
Msw is then given by the capacitive divider CA − CB. The higher is VC, the bigger
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FIGURE 6.11: Simulated tank resonant frequency (a) and quality factor
Q1 (b).

CB must be to avoid damage to the switch. On the one hand, increasing CB reduces
the cell on-off capacitance ratio, which negatively impacts the tuning range; on the
other hand, the switches can be made quite large so that CB is completely absorbed
by their parasitic capacitance, thus improving the quality factor of the cells. Two
inverters connected with large resistances R to the floating source and drain of Msw

provide the DC bias to keep the switch on/off. The signal Vctrl switches the cell off
or on by changing between 0 and 1.2 V.

In the case of the varactor cell, the addition of the capacitive divider also require
the introduction of Lbias to set a DC value to the otherwise floating node between
the varactor and CC, as sketched in Fig. 6.10(b). The varactors are realised with thick
oxide n-type accumulation varactors. The control voltage Vtune can vary between 0
and 1.2 V.

Since Q2 is relatively low and the target tuning rage is small (≈ 10%), no tuning
of the secondary capacitance is required.

Lastly, a cascade of inverters implement the output buffer that feeds the signal
to the GSG pads for the prototypes characterisation.

6.4 Simulation Results

Here are reported the post-layout simulated performance of the VCO. The resonant
frequency and quality factor of the primary resonator are reported in Fig. 6.11. The
secondary inductor is left open.

Next, the operating frequency of the oscillator is reported in Fig. 6.12 against the
varactor tuning voltage Vtune. The VCO is to continuously cover the 9.67-10.63 GHz
range, for a tuning range of 9.5%.
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FIGURE 6.12: Simulated VCO tuning range.

The phase noise performance for three different offsets is plotted against the op-
erating frequency in Fig. 6.13. The lowest phase noise of -136 dBc/Hz at 1 MHz
offset is simulated at 10 GHz. The phase noise at lower offsets sees an increase of
flicker noise injection above 10 GHz. The VCO draws 0.33 W from a 0.8 V supply.

The figure-of-merit of the series VCO calculated at 1 MHz offset is reported next,
in Fig. 6.14, varying between -189 and -191 dBc/Hz.

6.5 Measurement Result and Discussion

The prototypes are realised in a 22 nm FD-SOI CMOS process; the nominal supply
voltage is 0.8 V. The digital control bits operating the switched capacitor banks op-
erate at 1.6 V. The active area is 300 µm × 100 µm.

During the characterisation phase, it became evident that the VCO was not op-
erating as expected. The DC power draw is much higher than anticipated (around
0.5 W) and the VCO fails to operate for the upper portion of the tuning range. The
phase nose measured is also much higher than expected. After some debugging,
it was determined that the oscillation amplitude at the inverter output is about 20
times lower than what expected, around 40 mV.
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FIGURE 6.15: Chip microphotograph.
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FIGURE 6.16: Presence of a higher-than-expected parasitic inductance
on the supply path in the real oscillator.

The most probable cause, even if the layout was thoroughly characterised with
the help EM simulations, is the presence of a higher-than-expected parasitic induc-
tance on the supply path, denoted as Lp in Fig. 6.16. The pseudo-differential nature
of the structure makes it more sensitive to any supply non-idealities.

A novel transformer-based series VCO was presented. The proposed feedback
network saves valuable silicon area when compared to multi-core implementations
or series ring oscillators, without compromising the benefits of the series VCO. A
thorough analysis of the impact of the feedback network on the phase noise is car-
ried out, finding an simple and elegant optimisation strategy. Even without a work-
ing prototype, we remain confident that this topology is worth pursuing in an effort
to break free from the phase noise limitations imposed by ultra-scaled technologies.
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Chapter 7

Stacked VCO

In this Chapter, transistor stacking is introduced in the design of a class-C VCO to
enable the use of a supply voltage which is twice the nominal one, while still us-
ing thin-oxide core devices. Doubling the supply voltage doubles the maximum
attainable amplitude of oscillation, hence reducing the phase noise. The supply
voltage limitation could be circumvented by using thick oxide MOSFETs in the
cross-coupled differential pair, but this would lead to larger parasitics, resulting
in a reduced tuning range, and lower maximum operating frequency [86]. Proto-
types implemented in a 22 nm FD-SOI CMOS technology achieve a phase noise of
-126 dBc/Hz at 1 MHz offset from the 5.2 GHz carrier, while featuring a 16.6% tun-
ing range.

7.1 Analysis and Design of the Stacked Class-C VCO

The schematic of the proposed stacked class-C is show in Fig. 7.1. The differen-
tial negative-resistance cell is implemented by closing the positive feedback loop
around a stacked transconductor, made of the combination of a common-source
stage (M1 − M2) and a common-gate stage with series-shunt feedback (M3 − M4),
rather than a conventional differential pair. This allows to partition the voltage
swing across the tank among the common-source transistors (M1 − M2) and the
common-gate transistors (M3 − M4), which, ultimately, allows for a doubled ampli-
tude of oscillation without exceeding the voltage ratings of the devices.

7.1.1 Analysis of the Stacked VCO

In order to equally partition the single-ended tank voltage (VD,3 in Fig. 7.1) between
M1 and M3, and obtain VDS,1 = VDS,3, the voltage gain of the common-gate stage
with series-shunt feedback is to be set to

Av(jω0) =
VD,3

VS,3
= 2 (7.1)
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FIGURE 7.1: Transistor level schematic of the proposed class-C stacked
VCO.
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Moreover, the impedance looking into the source terminal of M3 must be set to

Zin(jω0) =
RT

4
(7.2)

RT being the equivalent tank resistance at resonance. The small-signal analysis pre-
sented in [87] shows that:

Av(jω0) =
gm3(4)RT/2

1 + βχ + βgm3(4)RT/2
. (7.3)

and
Zin(jω0) =

1
gm3(4)

(︃
1 + βχ + βgm3(4)

RT

2

)︃
(7.4)

where χ = CGS3(4)/C3, β = C3/(C3 + C2) is the feedback factor of the series-shunt
feedback around the common-gate stage, CGS3(4) is the gate-source capacitance of
M3(4), and gm3(4) is the transconductance of M3(4). The capacitance C3 is the parallel
combination of an explicit capacitance and the gate-drain capacitance of M3(4). The
design constraints (7.1) and (7.2), applied to (7.3) and (7.4), result in constraints on
the feedback factor β and the parameter χ, from which the sizing of C2-C3 follows.
While (7.1)-(7.4) are derived using a small-signal analysis, the oscillator actually op-
erates at large-signal, such that the design needs to be refined based on circuit sim-
ulations. In this design, the capacitors values are eventually set as C2 = 1 pF and
C3 = 130 fF.

The simulated drain-source voltages of the common-source stage and common-
gate stage (VDS,1 and VDS,3, respectively) are shown in Fig. 7.2 on the left. The ampli-
tudes of the two drain-source voltages are almost equal, as required by the design.

In Fig. 7.2, the single-ended tank voltage, VD,3, is also reported on the right. Its
peak-to-peak amplitude is larger than 2 V. If we directly fed back this signal to the
gate of M1(2), we would exceed the voltage ratings of the devices. Consequently,
C1 in Fig. 7.1 is sized to be roughly equal to the gate-source capacitance of M1(2),
C1 = 240 fF, such that an attenuation by a factor 2 is introduced due to the ca-
pacitive voltage divider. Such an attenuation has a negative impact on the phase
noise performance, since it increases the noise contribution of M1(2), as we will see
promptly.

Ideally, doubling the voltage supply and, therefore, the oscillation amplitude,
would improve the phase noise of the stacked class-C oscillator by 6 dB compared
to a conventional implementation. This is highlighted by Leeson’s equation

L(∆ω) = 10 log10

[︄
kBTFRT

n2V2

(︃
ω0

Q∆ω

)︃2
]︄

(7.5)
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where V is the oscillation amplitude of the conventional oscillator, n = 2 is the
increase of the oscillation amplitude in the stacked oscillator, Q is the tank quality
factor, and F is the excess noise factor. Neglecting the contribution of the tail current
source, the excess noise factor of a conventional class-C (or, to that regard, a class-B)
oscillator is [60, 88]

Fc = 1 + γ (7.6)

where γ is the transistor’s excess noise factor. The attenuation between the tank
voltage and the gate voltage of M1(2) by a factor n, needed in the stacked oscillator,
increases F, as discussed in [60, 88] to

Fst = 1 + nγ (7.7)

Notice that in (7.7) the noise contribution of M3-M4 is neglected, as it is heavily at-
tenuated by the degeneration introduced by M1-M2. From (7.5)-(7.7) the phase noise
improvement in the stacked oscillator with respect to a conventional implementa-
tion is

∆L ≤ 10 log10

(︃
n2 1 + γ

1 + nγ

)︃
(7.8)

The increase in the amplitude of oscillation is partially compensated by an increase
in the relative noise contribution of the pair M1-M2 with respect to the tank losses.
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For n = 2 and γ = 1, (7.8) evaluates to ∆L = 4.3 dB, which is, nevertheless, a
significant improvement with respect to a conventional oscillator.

7.1.2 Design of the Stacked VCO

The stacked class-C oscillator is realized with a L = 475 pH tank inductor, imple-
mented as a double-turn coil by exploiting both the thickest metal layer of the metal
stack and the top aluminium layer in parallel. EM simulations show an inductor
quality factor Q = 14 at 5 GHz.

The capacitive part of the tank is split in three parts: a 3-bit capacitive bank, that
provides coarse tuning, a varactor, responsible for the fine tuning, and a fixed capac-
itance C f = 330 fF (Fig. 7.1). The coarse tuning is made of a 3-bit binary-weighted
capacitive bank, realized with 7 identical capacitive unit-cells. Each unit cell intro-
duces a capacitance variation of 100 fF. To ensure reliable operation of the switches
of the capacitor bank, thick-oxide devices with 100 nm channel length are used. This
results in larger capacitive parasitics and a small decrease of the tuning range of the
oscillator. An accumulation-mode varactor provides a 150 fF capacitance variation,
allowing for continuos frequency tuning. The varactor’s capacitance variation is
larger than the one introduced by the unit-cell of the coarse tuning capacitor bank
to ensure overlap between adjacent frequency sub-bands.

The tail capacitance C4 = 3.4 pF (Fig. 7.1) ensures class-C operation [60]. Small
degeneration resistances R3-R4 are introduced in the tail current source to reduce
the the flicker noise contribution of M5-M6. Transistors M5-M6 are biased with a
small overdrive voltage (Vov,5(6) ≈ 110 mV) to maximize the oscillation amplitude
while keeping M5-M6 in the saturation region.

7.1.3 Design of the Dynamic Bias Loop

The proposed stacked class-C oscillator is biased by a feedback loop [68, 89], based
on a operational transconductance amplifier (OTA), as shown in Fig. 7.1. The schematic
of the OTA is shown in Fig. 7.3. The OTA is realised with core MOSFETs and uses
cascode transistors to be able to operate under the same supply voltage as the oscil-
lator. The OTA is made of a cascade of a common-drain stage (M13-M14), that acts
as a level shifter, followed by a conventional single-stage OTA loaded by a cascode
current mirror. The tail generator is also a cascode current mirror. All MOSFETs are
thin-oxide devices.

In class-C oscillators, the noise of the OTA in the dynamic bias loop can become
a dominant contributor to the oscillator phase noise at lower frequency offsets, if
not treated properly [68]. To avoid such a scenario, in this design the bandwidth of
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FIGURE 7.4: Chip microphotograph.

the OTA is limited to be at around 1.8 kHz by using an ultra-low biasing current of
Ibias,OTA = 18 nA (which sets all OTA transistors in the sub-threshold region) and a
CC = 13 pF load capacitance. Additionally, all OTA transistors have a L = 400 nm
channel length to further reduce their flicker noise contribution. The generation of
Ibias,OTA is accomplished using a Widlar current reference (M15-M16 and R6-R7 in
Fig. 7.3).

7.2 Measurement Results and Final Remarks

Proof-of-concept prototypes of the proposed class-C stacked VCO are realized in a
22 nm FD-SOI CMOS technology. The chip microphotograph is shown in Fig. 7.4.
The core area is 340 µm× 110 µm. The supply voltage is set 1.6 V, twice as large as the
nominal 0.8 V supply voltage of the thin-oxide core devices of the used technology.

The phase noise of the VCO was measured using the delay line method de-
scribed in [90], by setting up an ad hoc measurement bench. The VCO signal and
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FIGURE 7.5: Measured phase noise for Itail = 21 mA with the VCO op-
erating at 5.2 GHz. The dashed lines represent the -30 and -20 dB/dec

asymptotes.

its delayed version are fed to a mixer which acts as a phase/frequency detector. The
demodulated signal at the mixer output is measured by means of a spectrum ana-
lyzer. The phase noise is then obtained processing the measured signal as described
in [90].

The measured phase noise at 1 MHz offset from the 5.2 GHz carrier is -126 dBc/Hz.
The oscillator bias current is set to Itail = 21 mA; the OTA reference voltage Vre f

(Fig. 7.1) is set to Vre f = 0.25 V. The measured phase noise sideband reported in
Fig. 7.5 clearly shows the flicker and white noise regions. The measured 1/ f 3 phase
noise corner frequency is just over 300 kHz.

The phase noise performance of the VCO as a function of the bias current is
shown in Fig. 7.6 for three different frequency offsets. The operating frequency is
5.2 GHz. The phase noise decreases with increasing bias current, reaching the lowest
value for Itail = 21 mA.

The measured phase noise across the tuning range is reported in Fig. 7.7 showing
little variation across the frequency operating range of the proposed oscillator.

Figure 7.8 reports the measured oscillation frequency as a function of the contin-
uous tuning control voltage Vtune for all the 8 sub-bands of the switched-capacitor
coarse tuning. The measured oscillation frequency spans from 4.39 GHz to 5.2 GHz
with a considerable overlap between adjacent bands. The resulting tuning range is
16.6%.
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The measured figure-of-merit (FoM) is -185.4 dBc/Hz, a value that is probably
due to a suboptimal layout of the circuit, rather than to inherent limitations of the
stacked topology.

The VCO performance is compared with the state-of-the-art in Tab. 7.1. The pro-
posed stacked class-C oscillator shows a very good phase noise performance thanks
to the higher supply voltage allowed by the employed stacked circuit topology.

The use of a stacked transconductor in the negative-resistance cell of a class-
C oscillator is proposed as a means to increase the amplitude of oscillation, and
consequently decrease the phase noise, without compromising the reliability of the
circuit.

Prototypes of the proposed VCO, realised in a 22 nm FD-SOI technology, operate
under a 1.6 V supply voltage (twice as large as the nominal one) showing a measured
phase noise of -126 dB at 1 MHz offset from the 5.2 GHz carrier, while consuming
33.8 mW.
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TABLE 7.1: Performance summary and comparison with the state-of-
the-art.

This
work [91] [92] [93] [94] [86]

CMOS
technology 22 22

[nm] FD-SOI 65 65 40 FD-SOI 65
VDD [V] 1.6 1 1.2 1 0.9 1

Power [mW] 33.8 5 0.72 16 5.98 5.3
Frequency

[GHz] 5.2 8 3.6 3.37 9 7.92
Tuning range

[%] 16.6 32.9 18.2 55.5 39 22.9
PN @100kHz

[dBc/Hz] -102 -98.2 -94a -103 -89 -88
PN @1MHz

[dBc/Hz] -126.4 -121.7 -114 -127 -110 -115
Eq. PN

@100kHz ref. to
5.2 GHz
[dBc/Hz] -102 -102 -90 -98 -93.3 -91
Eq. PN

@1MHz ref. to
5.2 GHz
[dBc/Hz] -126.4 -125.4 -110 -123 -114.3 -118

FoM
[dBc/Hz] -185.4 -192 -186 -188 -181 -186
Core area

[mm2] 0.037 0.126 0.08 0.12 0.01 0.116
a Graphically estimated
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Conclusions

This thesis covers the two main topics explored during the Ph.D.: the design of
low-power IoT transmitters and the design of low noise integrated oscillators. The
octacore DCO was done in collaboration with Infineon Villach; the rest of the work
was done at the ICARUS research Group in the University of Padova.

During the design of the low-power IoT radio, the analysis of the passive re-
sistive mixer results in a simple LTI model capable of accurately predicting its gain
and bandwidth while taking into account the baseband source output resistance, the
switch on/off resistances and the load impedance. The analysis also shows that the
passive resistive mixer acts as a upconverter first, followed by a first order RC filter,
whose bandwidth depends on the baseband source resistance and load impedance,
requiring a more complex and power hungry baseband circuitry that would impair
the efficiency of a low-power transmitter. The passive reactive mixer is introduced
as an alternative to the common resistive mixer: the rigorous analysis demonstrates
that it acts as a filter first followed by an upconverter. The passive reactive mixer
is leveraged to simplify the baseband circuitry, thus cutting its power consumption
and increasing the TX efficiency. Its feasibility is tested by designing a testbench IoT
radio operating in the 2.4 GHz range with a reactive mixer based Cartesian modu-
lator. The prototypes are realised in a 22 nm FD-SOI CMOS technology and show a
22% system efficiency when transmitting a 16-QAM signal at 2.4 Mbaud at 2.7 dBm.

The research carried out on low phase noise oscillator led to the realisation of
three different proof-of-concept oscillators. In the multi-core design, a lot of effort
was devoted to designing a robust reconfigurable coupling for an array of eight os-
cillators. The addition of switches allows the coupling network to operate the array
in 2,4,6, and 8-core configuration, trading phase noise for power consumption. The
addition of switches in the coupling network introduces a strongly time-varying
impedance: the analysis resulted in a simple LTI model of the switch, demonstrat-
ing how its equivalent resistance can impact the phase noise of the array. The proto-
types show a phase noise of -126 dBc/Hz at 1 MHz offset at 10.7 GHz, with a FoM of
-184 dBc/Hz and a tuning range of 27%. While unsuccessful, the design of the series
VCO resulted in a thorough analysis of the proposed feedback network, along with
useful design considerations for future iterations. The series VCO promises much
lower phase noise than the parallel counterpart, but it also comes with its own set of
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challenges. Nonetheless, this project was a great learning experience in the design
of a high performance oscillator. The last work, done in collaboration with Andrea
Gobbo and Agata Iesurum at the ICARUS Group, presents a 5 GHz stacked VCO ca-
pable of operating from a 1.6 V supply, double of technological maximum limit. The
stacked topology equally splits the oscillation amplitude between the MOSFETs,
thus avoiding any reliability concerns. As a result of the increased oscillation am-
plitude, the phase noise is improved. The prototypes are realised in a 22 nm FD-SOI
process and achieve a phase noise of -126 dBc/Hz at 1 MHz offset from the 5.2 GHz
carrier, with a FoM of -185 dBc/Hz, and a tuning range of 16.6%.

The presented work led to the publication of three conference articles [81, 95,
96], and one journal [97]. Additionally, a letter [98] and a journal [99] have been
submitted, and are currently under review.
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