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“Agilulfo, lui, aveva sempre bisogno di sentirsi di fronte le cose come un muro
massiccio al quale contrapporre la tensione della sua volontà, e solo così rius-
civa a mantenere una sicura coscienza di sé. Se invece il mondo intorno sfumava
nell’incerto, nell’ambiguo, anch’egli si sentiva annegare in questa morbida penom-
bra, non riusciva piú a far affiorare dal vuoto un pensiero distinto, uno scatto di
decisione, un puntiglio.”

— Il cavaliere inesistente, Italo Calvino
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Abstract

The SYNCH project (a synaptically connected brain-silicon neural closed-loop hybrid system) aims to
create a hybrid system connecting a biological neural network (BNN) in the brain of a living animal
and a spiking neural network (SNN) on a chip through memristors, mimicking synapses, enabling co-
evolution of connectivity and co-processing of information at the level of neurons. The SNN acts as
a supportive network, processing activity read from a neuronal population, and modulating neural be-
havior through intracortical microstimulation (ICMS). In the context of this project involving many
partners and universities, my work and this thesis focus on the real-time bidirectional brain-computer
interface and, therefore, on the detection of ongoing intracortical neuronal activity, such as extracellu-
lar action potentials (AP) and multiunit activity (MUA), and on the characterization of the feedback
available to the SNN via intracortical microstimulation (ICMS).

The bidirectional communication consists of developing a system that detects the in-vivo neuronal
spiking activity in real time by extracting the relevant features –location and timing– to be fed as input
to the SNN. The use of a traditional computer architecture to detect and send events and to receive
stimulation triggers introduces a variable latency of a few tens of milliseconds due to the USB connec-
tion with the recording system and the software elaboration time. But to achieve a reliable closed-loop
control and drive properly the neural activity, the latency between an event occurrence and its detection
is a crucial point. For this reason, I developed a spike detection algorithm running directly on the FPGA
of an electrophisiology recording system, together with the logic required to stimulate the tissue from
the same electrode array used to sense the neuronal activity.

For the characterization of the effect of the ICMS perception of the brain network, I classified the
neural activity evoked by ICMS experiments conducted in the somatosensory cortex of rats during ure-
thane anesthesia. Activity is recorded by a probe that spans the entire depth of the cortex and allows the
recording of the local field potentials (LFP), as well as the MUA and the AP of subpopulations of neu-
rons, while also allowing simultaneous stimulation. I found that the ICMS caused an initial inhibition
of the activity of about 120-140 ms, followed by spindle-like activity at about 11-12 Hz. The evoked
response in its entirety lasts many hundreds of milliseconds, originating from the central layers (upper
end of Va and IV) and then spanning to layers III andVb, with stronger andmorewidespread activity in
the central oscillations. Varying the ICMS parameters –amplitude, duration, and depth –, the response
did not show any significant variation in shape. The stimulation amplitude start to be effective from
5 μA with a higher number of successfully evoked trials per experiment when increased, while stimu-
lating in layers between IV to VI did not show any significative difference. Based on these results, the
response is modulated by applying pulse trains at different frequencies (5 to 20Hz). The trains showed
to strongly attract the spindles frequency to the frequency of the stimulation. By combining ICMS of
different frequencies with different amplitudes (5 to 20 μA), the neuronal activity could bemodeled fol-
lowing the pictorical representation of anArnold’s tongue, highlighting the typical behavior of a robust
self-sustained oscillator during the evoked spindle.
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The brain’s remarkable computational properties provide animals with unmatched physical autonomy,

interaction and adaptation capabilities compared to any artificial system. Its complex network are con-

stantly evolving to optimize processing of real-world inputs by relying on event-based signaling and self-

reorganizing connectivity, giving it an unique capabilities of autonomy and adaptation. Here, spikes are

transmitted between neurons through synapses undergoing continuous birth-death and adjustment, re-

configuring brain circuits and adapting processing to constantly changing inputs. The SYNCHproject

(a synaptically connected brain-silicon Neural closed-loop hybrid system) builds upon the growing un-

derstanding of brain biology, particularly the features of neuronal networks and the evolution of their

synapses. The project aims to create a hybrid of biological and technological components by establishing

synapse-inspired links between brain neurons in vivo and their digital counterparts, using a neuromor-

phic approach. This will create a hybrid system connecting the brain of a living animal and a spiking

neural network (SNN) on a chip through memristors, enabling co-evolution of connectivity and co-

processing of information at the level of neurons. The hybrid system will have programmable features

of functionality and connectivity, making it suitable for applications in bioengineering, biorobotics,

self-adapting biomedical devices, and advanced neuroprostheses, such as an artificial retina.

In the context of this project involving many partners and universities, my work and particularly this

thesis focuses on the real-time bidirectional interface between the biological and digital domains. There-

fore, on the detection of ongoing intracortical neuronal activity, such as extracellular action potentials

(AP) andmultiunit activity (MUA), aswell as the characterization of the feedbacks available to the SNN

through intracortical microstimulation (ICMS).

The first part of this bidirectional communication consists in developing a system that detects the in

vivo neuronal spiking activity in real time by extracting the relevant features –location and timing– to

be fed as input to the SNN. The interfacing of the systems occurs both via the Internet (when displaced

in different countries) and via direct communication (for system integration in loco). For remote inte-

gration of closed-loop components, I developed spike detection operations on a custom version of the

acquisition software that runs on the host computer. The software has been modified to stream events

detected by a set-by-hand threshold crossing spike detection algorithm running in real time, while stim-

ulating on the trigger received. Using a traditional computer architecture to detect and send events in-

troduces a variable latency of a few tens ofmilliseconds due to the universal serial bus (USB) connection
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with the recording system and the software elaboration time –the same is for the stimulation trigger–;

anyway, this is not a serious limitation for the remote closed loop, where the latencies are mostly domi-

nated by the time required by the packets to travel through the network (dozens of milliseconds) and its

variability. To achieve stronger closed-loop control and drive activity, the latency between an event oc-

currence and its detection is a crucial point. For this reason, for the local integration of the closed-loop

components, I worked to implement the spike detection algorithm directly on the Field programmable

gate array (FPGA, 1.1.5) of the RHS controller. This FPGA is normally used to control the recording,

to drive the headstages, and to buffer the data to send to a computer where it is stored. The hardware

description language (HDL) design of this device is open source, as is the software that controls it. For

detection operators, I worked on algorithms that were suitable for real-time and reliable detection of in-

tracortical activity. From recordings originated from the same device, I founded the Smoothed Nonlin-

ear EnergyOperator (SNEO) algorithm to be a light and reliable spike detectormethod; it demonstrates

a good accuracy level while not being greedy of resources, allowing for a real-time implementationwhile

requiring small amount of resources, scarcely available on the instrument. I adapted this algorithm to

develop an FPGA pipeline to process the real-time stream of signals recorded by 32 channels, and I also

adapted the controller software to add spike visualization and spike detection settings. The detected

events are streamed both via a privileged channel of communication to the host for Internet forwarding

and via hardware-connected cable with almost a negligible latency from the spike detection.

The second part of the bidirectional communication consists of exploiting an experimental paradigm

to develop and test the closed-loop system and the interaction from the SNN to neurons, characterizing

the effect of the ICMS perception of the brain network. I classified the neural activity evoked by ICMS

experiments conducted in the somatosensory cortex of rats during urethane anesthesia. Specifically, ex-

periments are conducted in the barrel cortex, an area that is well known to be the cortical representation

of the mustachial pad of rats, where each barrel corresponds to a principal whisker (or vibrissae). Ac-

tivity is recorded by a probe that spans the entire depth of the cortex and allows recording of the local

field potentials (LFP), as well as the MUA and the AP of subpopulations of neurons, while also allow-

ing simultaneous stimulation by applying current pulses to the tissue. At first, I studied whether it was

possible to evoke by ICMS the same neural activity elicited by the physical stimulation of thewhisker, to

investigate the possibility that the anesthetized rat could perceive them in the same manner. Therefore,
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I characterized the spiking activity elicited in the barrel cortex by mechanically stimulating the whisker

using a piezoelectric bender and electrically stimulating with pulses of different intensities and duration,

applied at different depths of the cortical. If the response evoked bywhiskermechanical stimulation con-

sisted of a strong deflection in the LFP and an increase in the firing rate originating from layers IV and

Vb and spanning across all layers at 10-15 ms from the stimuli, I found that the ICMS caused an initial

inhibition of the activity of about 120-130 ms, followed by spindle-like activity at about 11 Hz. The

evoked response in its entirety lasts many hundreds of milliseconds, originating again from the central

layers (upper end of Va and IV), but usually spanning to layers III and Vb only, with stronger andmore

widespread activity in the central oscillations. Based on these results, to characterize this response so

that it can be exploited for the purpose of the SYNCH project, I modulated the response by applying

pulse trains at different frequencies (5 to 20Hz) for a duration of 1 second, to provide to the SNN a set

of different feedbacks to apply to control the activity. The trains showed to strongly attract the spindle

frequency to the superimposed one. By combining ICMS of different stimulation amplitudes (5 to 20

μA) with different frequencies, I investigated whether neuronal activity could be modeled to describe

the phenomenon. Combining the results, the pictorical representation of an Arnold’s tongue emerged,

highlighting the typical behavior of a robust self-sustained oscillator during the evoked spindle.
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1.1 Background

This section wants to provide some background information from the literature to the topic that will

be explored in this thesis.

1.1.1 Electrophysiology & techniques

Electrophysiology is the study of electrical activity in biological systems and has been used to explore

the mechanisms underlying a variety of physiological processes. It relies on sophisticated instrumenta-

tion that can measure small changes in electric potential, current flow, and impedance at different levels

within an organism or cell. Electrophysiological techniques provide valuable insight into the function-

ing of individual cells as well as whole organ systems. In the context ofmonitoring brain signaling, these

techniques involve using specialized equipment and techniques tomeasure the electrical activity of brain

cells or neurons.

The field of neural electrophysiology has been around for many decades, with its beginnings in the

work of pioneering neurologists such as Charles Scott Sherrington and Ivan Pavlov. Through the use

of electrical recordings, researchers began to understand the role of neural activity in various brain func-

tions and behavior. This field has its roots in the work of two British scientists, Alan Hodgkin and

Andrew Huxley, who in 1952 published their groundbreaking paper ”A quantitative description of

membrane current and its application to conduction and excitation in nerve” [1]. In this paper, they

proposed a mathematical model of the AP, which describes how the electrical potential of a neuron

changes over time in response to a stimulus, providing a quantitative description of the electrical signals

generated by neurons. This work led to the development of techniques such as single-unit recording,

patch clamp, and voltage-sensitive dye imaging, which are now widely used to study the activity of neu-

rons in both animal models and humans. Neuronal electrophysiology has grown exponentially over the

past several decades and has contributed significantly to a better understanding of the nervous system

and provided the foundation for many of the advances in neuroscience that have been made since then.

Nowadays, it is used to monitor brain signaling for a variety of purposes, including diagnosis and

evaluation of neurological disorders, brain mapping, and neurosurgery. It can provide valuable infor-

mation about the function and activity of different regions of the brain, and it can help identify areas
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of abnormal activity or connectivity. In some cases, electrophysiological monitoring can also be used

to guide interventions such as brain surgery or stimulation therapies. Some common electrophysiology

techniques used to monitor brain activity include:

• Electroencephalography (EEG): This technique involves placing electrodes on the scalp to mea-
sure the electrical activity of the brain. It is a non-invasive method that is commonly used to
diagnose and evaluate neurological disorders, such as epilepsy and brain tumors.

• Electrocorticography (ECoG): This technique involves placing electrodes directly on the surface
of the brain to measure the electrical activity of specific regions of the brain. It is an invasive
technique that is often used during brain surgery or other interventions to guide the placement
of electrodes or other devices.

• Magnetoencephalography (MEG): This technique involves using highly sensitive magnetic sen-
sors to measure the magnetic fields produced by the electrical activity of the brain. It is a non-
invasivemethod that is often used in conjunctionwith other techniques, such asMRI, to provide
detailed information about brain function and connectivity.

• Functional magnetic resonance imaging (fMRI): This technique involves using magnetic reso-
nance imaging tomeasure changes in blood flow and oxygenation in the brain, which are thought
to reflect changes in brain activity. It is a non-invasive method that is commonly used to study
brain function and connectivity.

• Multi-electrode array (MEA) electrophysiological recording: This technique involves placing elec-
trodes directly inside the brain tomeasure the electrical activity of specific regions. It is an invasive
technique that is often used in research and clinical settings to study the function and activity of
specific brain regions.

In particular, MEA recording is a technique for extracellular recording, measuring voltage fluctu-

ations of neurons from outside their membranes [2]. It can provide detailed information about the

electrical activity of the brain, including the timing, amplitude, and frequency of neural activity. This

can be useful for studying the brain’s response to different stimuli, such as sounds or visual patterns, or

for studying the functional connectivity between different brain regions. This method typically uses

microelectrodes of only a fewmicrometers in width inserted into the tissue to acquire signals from indi-

vidual neurons or population activity, typically through a small hole in the skull. These microelectrode

arrays enable the possibility of sensing the small-amplitude extracellular depolarization of a population
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of neurons near its metallic surface [3, 4, 5, 6], allowing the simultanous recording of LFPs –somemV–,

APs –hundreds of μV–, and MUAs –tens of μV–. If the LFP is the slow-changing electric potential

in the extracellular medium around neurons (up to some hundreds of Hz) [7] and the AP is a rapid

sequence of changes in the voltage across a membrane of a single neuron (from hundreds to thousands

of Hz) [8], a MUA represents something in between. It is believed to be the average spiking of small

neuronal populations close to the vicinity of the placed microelectrode and it is obtained by band-pass

filtering the recorded signal in a frequency range of 300-500 to a few thousandHz [9]. MUA signals are

usually analyzed to study population-level neural activity, rather than the activity of individual neurons

and can provide information about the firing rates and the temporal patterns of activity in a popula-

tion of neurons, which can be used to study information processing in the brain. MUA is also useful

in studies where it is not possible or practical to record the activity of individual neurons. Typically,

microelectrodes are placed on a probe with one or more shanks, with a channel count increased to hun-

dreds or even thousands [10, 11, 12]. Thesemicroelectrodes can also be used to inject variable current or

voltage to evoke a physiological response from neurons in a sphere centered on the stimulating channels

[13, 14].

The electrodes are typically placed inside the brain and are connected to a recording device that is

used to measure the electrical activity of neurons in the surrounding area. Common applications in-

clude investigating the neural pathways involved in movement control, sensory processing, memory,

and learning. A related technique involves stimulating with electric fields generated by the electrodes

known as ICMS [15]. ICMS can be used tomodulate neuronal firing patterns for therapeutic purposes

or to assess functional connectivity between brain regions [16, 17].

1.1.2 Barrel cortex of rat

The barrel cortex is a distinct cortical area in the neocortex of rodents located within the somatosensory

cortex. This area plays an important role in the processing of sensory information from the whiskers, a

key sensory organ for rats, which allows the rat to accurately perceive the shape and location of objects

based on the movement of its whiskers.

The barrel cortex has been extensively studied to understand how sensory input is encoded and trans-

formed into meaningful representations, and has provided valuable insights into the organization and
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function of the somatosensory cortex. It consists of several interconnected cytoarchitectonic fields that

are typically organized into a set of barrels or columns [18] arranged in an isomorphic map of themysta-

cial whiskers, where each vibrissa is specifically mapped to a barrel of neuronal populations, as shown

in Figure 1.1. This mapping is also seen at each step of the sensory pathway, with ensambles called bar-

relettes [19, 20, 21, 22] in the principal trigeminal nucleus of the brain stem, barreloids [23, 24, 25] in the

ventral posteromedial nucleus (VPM) of the thalamus, and barrels in the primary somatosensory cor-

tex. Each barrel is selectively activated by the corresponding whisker on the contralateral whisker pad

[26, 27, 28], called the principal whisker, and forms a cortical processing unit for that single vibrissae.

Each barrel column is composed of a vertical array of 2 mm that runs orthogonally to the six-layered

structure of the cortex, and is separated from the others by a narrow zone called septa [29, 18] of approx-

imately 70 μm [30]. Barrel-columns, as well as the whiskers on the mystacial pad, can be identified by

their arc position (1-7, caudal to rostral)within a specific row (A-E, dorsal to ventral) in a simple grid-like

organization. The name ”barrel” is due to the curved shape that resembles a 500 μ m large [30] barrel

stave (Figure 1.2a), which contains approximately 2000 neurons. The barrel field in the rat comprises

neurons in a volume of 4.7 to 6.4 mm2, varying from specimen to specimen [31, 18], of which 75% are

excitatory and 25% are inhibitory [32]. In rats, this structure has been particularly well studied due to its

unique cellular organization and overall anatomical complexity. Each barrel receives input from all re-

lated primary afferents and projects to other cortical areas to receive sensory information. Layer IV sends

strong functional excitatory connections to all other layers within the column, while layer V is the only

layer within the column that receives functional excitatory input from all other cortical layers within

the column [33]. This topographic organization has been suggested to play an important role in motor

control during tactile exploration [34]. The neuronal architecture formed by the convergence of thala-

mocortical afferents from the corresponding whisker follicles [35] within each barrel contains different

types of neuronswith distinct properties such as orientation selectivity or spatial integration capabilities.

Neurons locatedwithin the same barrel can respond differently depending on various factors, including

depth within the cortex or stimulus, and activity patterns can be used to decode different tactile stimuli,

such as touch intensity or directionality [36, 37, 38]. Synchronized activity between pyramidal cell pop-

ulations located within each individual barrel has been shown to occur when animals perform active

exploratory movements with their whiskers such as whisking or tapping stimuli on objects, suggesting
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Figure 1.1: Organization of the barrel field of rats. Barrels are organized in an isomorphic map of the mystacial whiskers and both are
indicated by a letter and a number identifing their position. Each barrel is divided in turn in layers.

a possible role for these interactions in sensory processing [39, 40].

Whisker-barrel pathway

The whisker-barrel pathway is a highly studied system in rodents and involves the integration of sensory

information from the mechanoreceptive organs, the vibrissae, to generate complex behaviors.

The follicle attaches thewhisker to the skin and provides tactile sensitivity andmotion to thewhisker.

Each follicle is innervated by the peripheral branches of about 200 cells of the trigeminal ganglion (TG)

whose nerve endings convert mechanical energy into APs. These afferent signals travel past the cell bod-

ies in the TG and continue along the central branch to form synapses in the trigeminal nuclei (TN) of

the brainstem. From here, vibrissal information is conveyed to the thalamus through three main par-

allel pathways before continuing to the barrel field of the somatosensory cortex (Figure 1.2a), some of

them forming sensorimotor loops below the cortical level. The lemniscal pathway has neurons in the

principal TN clustered in barrelettes, whose axons travel to the barreloids of the dorsomedial section of

the ventral posteriormedial nucleus of the thalamus. Both barrelettes and barreloids are sets ofmodules

arranged as a topographic projection of the whiskers; neurons in a given module respond principally

to the particular somatotopically connected whisker, thus defining a single whisker receptive field for

trigeminal sensory neurons [41]. The axons of dorsomedial VPM neurons project to the primary so-

matosensory cortex (S1), where they terminate in the barrels of layer IV. The extralemniscal pathway

has neurons in the caudal part of the interpolar TN clustered into whisker-related barrelettes, which

project to the ventrolateral domain of the VPM, where neurons cluster in the tails of the dorsomedial

VPMbarreloids. The axons of ventrolateral VPMneurons project to the septa between the barrels of S1
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and to the secondary somatosensory cortex (S2). The paralemniscal pathway has neurons in the rostral

part of the interpolar TN that are not spatially clustered and project to the medial sector of the poste-

rior nucleus (POm). The axons of POmneurons project to targets immediately ventral to the barrels, in

layer Va of S1, S2 and to the primarymotor cortex. The paralemniscal pathway is not spatially specific, it

integrates multiple whisker information and defines a multiwhisker receptive field [42]. The functions

of the different pathways have not yet been directly tested, and hypotheses vary between research groups;

however, the selectivity of the response during artificial whisking suggests that paralemniscal neurons

convey information about whisking kinematics, extralemniscal neurons about contact timing, and lem-

niscal neurons about detailed whisking and touch information [43]. Subsequently, neurons within

the barrel cortex respond to stimulation of single or multiple whiskers through lateral connections be-

tween barrels, mediating communication between different modalities of cortical representation. Fur-

thermore, this network extends further downstream into other brain regions involved inmotor control,

including the basal ganglia and cerebellum. This pathway is important for allowing the rat to accurately

perceive and respond to tactile sensations from its whiskers.

Thalamo-cortical loop

The thalamus is a complex structure in the brain that plays a role in the processing and relay of sensory

and motor information. It is a large collection of neuronal groups located between the cerebral cortex

and the midbrain. It is involved in sensory, motor, and limbic functions, such as regulating conscious-

ness, sleep, and alertness. All information that enters the cortex is filtered through the thalamus, making

it called the gateway to the cerebral cortex.

Initially considered to be a simple relay station that passes information between the cortex and the

peripheral nervous system, the thalamus can switch between two modes of information transfer, burst-

ing and tonic, and has a dynamic and controllable change between OR and AND -gating [44]. The

thalamus is connected to the cortex and its continuous input is necessary to maintain cortical activity

[45] and to support behavioral tasks by improving functional cortical connectivity [46]. In turn, corti-

cothalamic projections, which outnumber thalamocortical (TC) projections by approximately an order

of magnitude [47, 48], shape thalamic activity. The thalamus is composed of two structures, the dorsal

thalamus (usually simply referred to as thalamus) and the ventral thalamus (known as subthalamus or
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(a) Intercolumnar and Intracolumnar interactions of the barrel
cortex. Only the most important interlaminar connections
are shown and local recurrent connections are not indi‐
cated. Intracortical input to layer VI is poorly characterized.
Adapted from [55].

(b) somatosensory talamocortical loop in rodents: primary
pathways. Taken from [56].

Figure 1.2: Microcircuit of the barrel cortex and talamocortical loop in rodents.

prethalamus) [49]. In the somatosensory system, the ventrobasal complex of the dorsal thalamus (VB)

consists of two first-order nuclei that relays somatosensory signals: the VPM for the face and neck area,

and the VPL for the rest of the body. These nuclei receive peripheral input through various pathways,

such as the lemniscal, extralemniscal, and paralemniscal pathways. Rodent VB is mainly composed of

excitatory TC cells that target S1, mainly L4, but also L2-3 and L5b-6 (see Figure 1.2b) [50, 51]. These

cells send collaterals to the inhibitory reticular nucleus (Rt) of the ventral thalamus , and the signals are

amplified and further processed by the corticalmicrocircuitry [52]. Additionally, TC cells sendmonosy-

naptic pathways directly back to the thalamus [53]. The anterior part of POm projects preferentially

to L5, while the posterior part tends to innervate L1 with sparser and wider axonal arborization [54].

FO and HO TC projections innervate the complementary cortical lamina [50, 51], and do not send

intra-nucleus collaterals, but collaterals to Rt on their way to the cortex [54].
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Whisker evoked response

One particular area of interest within the field of the barrel cortex is the response evoked by whisker

stimulation, which has been shown to be highly organized and structured. The response evoked in

the barrel cortex by whisker stimulation is a key element to understanding the neuronal basis of tactile

perception.

Whisker stimulation produces sensory information that is processed through the somatosensory tha-

lamus and transmitted to primary somatosensory cortical areas, including the barrel cortex [57]. It acti-

vates neurons in the barrel cortex through direct activation ofmechanoreceptors located on thewhiskers

themselves as well as through indirect pathways involving other brain regions such as thalamus [58].

This activation leads to a complex pattern of activity across different layers and columns of neurons, with

each layer exhibiting distinct responses depending on stimulus parameters such as intensity, duration,

frequency, and location [59, 60]. In addition to these spatiotemporal patterns of neuronal firing, studies

have also revealed thatwhisker stimulation can evoke specific types of synaptic plasticity in the barrel cor-

tex. Long-term potentiation has been observed following brief periods of high-frequency stimulation,

while long-term depression occurs when stimuli are applied at low frequencies for extended periods

[61, 62]. These forms of plasticity are believed to play an important role in learning andmemory forma-

tion processes within this region. Overall, research into the response evoked by whisker stimulation has

provided valuable insight into how sensory information is processed within the rodent neocortex. By

understanding how individual neurons respond to different stimuli we can gain a better understanding

not only about basic mechanisms underlying cortical function but also about higher order cognitive

processes such as learning and memory formation.

Spindles in somatosensory neocortex

The spindle oscillations of the thalamocortical systemare awidely studied phenomenon inneuroscience.

Spindles are rhythmic bursts of electrical activity that occur during slow-wave sleep (SWS) and can be

observed by EEG. They typically last approximately 0.5 to 2 seconds and have a frequency range of 10–

15 Hz, with peaks at 12–14 Hz [63, 64].

In rodents, neocortex has been shown to display high levels of spontaneous spindle activities during
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SWS. Studies suggest that these spindles may play an important role in information processing related

to tactile perception, as they show higher amplitude responses when presented with stimuli evoked by

whisker movements compared to non-stimulated conditions [65]. Spindle activity is believed to be in-

volved in memory consolidation processes by modulating synaptic plasticity mechanisms [66]. It was

demonstrated that disrupting these oscillations led to impairments in spatial learning tasks, suggesting a

link between them andmemory formation processes associatedwith the barrel cortex region. Also, spin-

dle bursts represent a functional hallmark of the developing cerebral cortex in vitro and in vivo and have

been observed in various neocortical areas of newborn rodents. Spindle bursts are generated in complex

neocortical-subcortical circuits that often involve the participation of motor regions of the brain. To-

gether with early gamma oscillations, spindle bursts synchronize the activity of a local neuronal network

organized in a cortical column [65, 67].

1.1.3 Intracortical microstimulation

ICMS is a neuromodulatory technique of electrical stimulation of the brain that has been used to study

the neural basis ofmotor, sensory, and cognitive functions in humans formore than twodecades. ICMS

involves the application of electrical current to cortical neurons through electrodes implanted inside the

brain to activate them. This approach has provided invaluable insight into how different regions of

the cortex are functionally connected and how stimulation can alter behavior, including movement,

perception, and cognition.

The use of ICMS began with pioneering work by [68], who showed that small amounts of electrical

current applied directly to single neurons could inducemovements or sensations in humanswithout any

external stimulus being presented. Since then, numerous studies have demonstrated that applying low-

amplitude electrical pulses directly to human cortex can produce a variety of physiological effects such

as modulating sensory thresholds or altering pattern recognition performance[69, 70]. These effects

have also been shown to be regionally specific with stimulation at different sites producing different

behavioral outcomes. Furthermore, ICMS has played an important role in understanding how local

neural circuitry contributes to higher-order cognitive processes such as decision making and learning.

By stimulating individual neurons within particular regions while subjects perform certain tasks, it is

possible to obtain information about which cells contribute most strongly towards task performance.
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ICMS in the somatosensory cortex is a promising new field of neuroscience research that has the po-

tential to revolutionize our understanding of the brain. In recent years, advances in ICMS have enabled

scientists to stimulate and record from individual neurons in the somatosensory cortex with unprece-

dented precision and accuracy. This technique has opened up exciting possibilities for studying how

neuronal activity relates to behavior and learning, as well as providing insight into disease states such as

chronic pain or Parkinson’s disease. The primary goal of this type of research is to identify which re-

gions of the somatosensory cortex are involved in particular behaviors or responses, and then use ICMS

to manipulate those areas with greater specificity [71]. By selectively targeting specific neural pathways

within the somatosensory cortex, researchers can gain valuable insights into how sensory information is

processed by different parts of the brain. Furthermore, these studies have revealed howdifferent types of

stimuli interact with each other at a cellular level. In addition to its applications in basic science research,

ICMS also holds great promise for clinical treatments related to disorders associated with abnormal sen-

sory processing. This technique may be useful for alleviating symptoms associated with various neu-

rological conditions including stroke rehabilitation or neuropathic pain management. Overall, ICMS

provides an invaluable tool for studying both normal brain function as well as neurological disorders

such as Parkinson’s disease and epilepsy where altered cortical activity plays an important role. As such,

this approach has great potential to develop novel therapies aimed at restoring neuronal activity patterns

associated with healthy functioning. Also, ICMS has become an increasingly important tool for explor-

ing both healthy and diseased brains alike. It provides us with an invaluable window into how neural

circuits process information about our environment -—from simple tactile inputs all the way through

complex cognitive tasks—- and gives us hope that wemight one day be able control these processesmore

effectively than ever before.

1.1.4 Arnold’s tongues

An Arnold tongue is a pattern of behavior in a nonlinear system that exhibits periodic behavior. The

term is named after the mathematician Vladimir Arnold, who studied the behavior of such systems in

the 1960s. An Arnold tongue typically consists of a series of periodic regions in a parameter space, each

of which corresponds to a different frequency of the periodic behavior. The boundaries of these regions

form a tongue-like shape, hence the name. In general, the behavior of a system with an Arnold tongue
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is highly sensitive to changes in its parameters, which can lead to a variety of complex and interesting

phenomena.

The Arnold’s tongue phenomenon is a well-known concept in chaos theory, which describes the

behavior of nonlinear dynamical systems when driven at different frequencies. The idea behind this

phenomenon is that certain ranges of frequencies can produce chaotic behavior while other ranges can

lead to regular or periodic behavior. In essence, it suggests that there exists a ”tongue” shaped region

within the frequency domain where chaotic dynamics occur and outside of which regular or periodic

dynamics take place. This phenomenonhas been extensively studied over the past fewdecades and its im-

plications for various fields such as engineering, physics, biology, and economics have been explored [72].

For example, researchers have used Arnold’s tongue to study synchronization phenomena in coupled

oscillators, pattern formation in chemical reactions, and even financial markets. Furthermore, recent

studies have suggested that understanding how Arnold’s tongues form could be useful in controlling

complex systems with multiple parameters [72, 73].

It is believed that the spindles in the brainmay have originated from the chorticothalamic loop. How-

ever, it is also true that they are the result of the coordinated activity ofmanyneurons [74]. In theoretical

and computational models, this collective brain dynamics is considered a macroscopic self-sustained os-

cillation [75, 76]. These models are used to develop algorithms to cancel abnormal brain rhythms by

deepbrain stimulation to treat pathological brain conditions [75, 77, 78, 79]. The reductionist approach

to treating a large network of neurons as a single active unit comes from studies in nonlinear dynamics,

which suggest that a collective oscillatory mode of a large population of highly interconnected units

emerges through a Hopf-like bifurcation. This means that the population can be considered a macro-

scopic, self-sustained oscillator [80, 81]. This approach is simple and is based on the principle that syn-

chronization theory predicts that if a system can be modeled as a noisy limit cycle or weakly chaotic

oscillator, it will adjust its frequency when exposed to a rhythmic perturbation [82]. If the frequency of

the oscillator is initially close to that of the external stimulation , then a stimulation of sufficient strength

will lead to frequency locking, resulting in the frequencies becoming equal.
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1.1.5 SYNCH rationale & components

The SYNCH project aims to connect a network of neurons in the brain of a living animal and a SNN

to create the hybrid system. The SNN acts as a supportive network, processing activity read from a

neuronal population, andmodulating neural behavior through ICMS.The two networks are interfaced

throughmemristors,mimicking synapses that integrate thefiring informationbetween the twodomains.

In this way, a set of neuromorphic synapses with plasticity links the network of neurons to the SNN to

form a hybrid network. While the brain has its own natural dynamics, the SNN can be programmed

to operate within the hybrid in function of artificially imposed settings, implementing a reward-based

learningby reservoir computing andopening anovel and yet unexplored scenario to investigate andmod-

ulate brain functiong. This project pursues ambitious innovation and theoretical objectives, including

proof-of-concept demonstration that SNN can act as a smart and low power device for adaptive elec-

trical brain neuromodulation in a rodent model with brain-inspired machine learning approaches for

recognition of biosignals based on spiking neurons and brain-inspired synaptic connectivity. A sketch

of the morphology of the network is shown in Figure 1.3.

In this context, relying on the spiking activity as a source of events provides a fully coherent propa-

gation of the information. The memristor are stimulated in discrete pulses, as well as the stimuli given

to the SNN. The SNN itself then utilizes spikes to mimic the neuronal processing of the brain. The

discrete events are also perfectly compatible with the digital communication between the components.

The spiking activity carriesmeaningful information about the underlying neural dynamics ongoing in a

specific brain area, as demonstrated bymanyworks that relay on spikes to decode the functional state to

interface the brain with external devices [83]. By preserving the temporal and spatial pattern of spikes,

the SNN can efficiently project the activity to a higher dimensionality while functioning as a reservoir,

to provide an easier decoding of the state of the biological network in a more controllable environment

as the digital domain. Also, a processing based on spikes, rather than on continuous signal as LFP, al-

lows for lower power application, opening the road for embedded processing in a miniaturized device

consuming very small power and producing very little heat.
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Figure 1.3: SYNCH component and communication scheme. The red box highlight the part object of this work, the interfacing with the
network of neurons. Following, in order, the memristor array, the CU, and the SNN. This scheme is adapted from the SYNCH proposal.

Memristors

A memristor is a two-terminal electronic device that exhibits non-linear electrical properties and mem-

ory effects. It was first theorized by Leon Chua in 1971, but it wasn’t until 2008 when the first working

prototype of a memristor was created at HP labs [84]. The basic principle behind how a memristor

works lies in its ability to store information based on the amount of charge that has flowed through it.

This property makes them ideal for applications such as neuromorphic computing, where they can be

used to emulate biological synapses [85]. The basic operation of a memristor involves the flow of elec-

trons between two terminals that are connected by an electrolytemedium. When current flows through

the device, ions from the electrolyte will move across its surface due to electrochemical reactions taking

place at each terminal. This movement causes resistance changes that depend on both the magnitude

and direction of current flow [86]. As more charge passes through the device, this resistance change ac-

cumulates over time resulting in what is known as ”memristance”. This phenomenon is reversible and

can be used to store information even after power has been removed from the system [87]. Memristors

also have unique switching characteristics compared to other passive devices such as resistors or capaci-

tors. In particular, they exhibit a hysteresis behavior where their output depends not only on their input

but also on their previous state [88]. This allows them to act as logic gates for digital circuits or analog

filters for analog circuits depending on how they are configured. Additionally, because these devices
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can retain information without external power sources they offer advantages over traditional memory

technologies such as dynamic random access memory (RAM) or flash memory.

Spiking neural network

SNNs have recently emerged as a new type of artificial neural network that is capable of modeling the

spiking behavior of neurons in the brain. These networks are inspired by biological neurons, which com-

municate with each other through electrical signals called spikes. SNNs use these same spikes to process

information and make decisions, allowing them to better mimic natural neural processing than tradi-

tional artificial neural networks (ANNs). The main advantage of SNNs over ANNs is their temporal

nature; they can process both spatial and temporal information simultaneously. This makes them well

suited for tasks such as pattern recognition and classification, where it is important to capture changes

over time. They also offer more efficient hardware implementations due to their sparse communication

patterns [89]. In addition to being temporally aware, SNNs have several distinct features that separate

them from ANNs. For example, they use an event-driven approach instead of a continuous one, as

ANNs do [90]. This means that rather than constantly updating all nodes at every step, only those

nodes affected by an input spike will be updated at any given moment in time. The result is a much

more efficient systemwith fewer computations required per unit of time compared to ANNs. Another

key feature of SNNs is their ability to learn using unsupervised learningmethods such as spike timing de-

pendent plasticity (STDP), which has been shown to be effective for learning complex spatio-temporal

patterns fromdata streams [91]. STDPworks by strengthening orweakening connections between neu-

rons based on when their associated spikes occur relative to each other; this allows the network to adapt

its weights according to what it learns from its environment without requiring explicit labels or supervi-

sion froman external source. Overall, SNNtechnologyprovidesmany advantages over traditionalANN

models including improved temporal awareness and efficiency along with powerful unsupervised learn-

ing capabilities via STDP. As research into this area continues, we can expect further improvements in

performance and applications for these powerful networks in various fields, ranging from robotics and

computer vision tasks to medical diagnosis systems [92, 93, 94].
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FPGA

AnFPGA is a type of digital logic device that can be configured by a user to perform a variety of different

functions. It consists of an array of programmable logic gates that can be connected in a variety of ways,

allowing the device to perform a wide range of tasks. FPGAs are often used in electronic systems that

require high performance, low power consumption, and/or flexibility for prototyping and testing of

new electronic designs, as well as in the development of custom digital circuits for specific applications.
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Datasets
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2.1 Surgery & probe implant

Wistar rats are kept in the animal research facility of the Department of Biomedical Sciences of the Uni-

versity of Padua under standard environmental conditions. All procedures are approved by the local

Animal Care Committee (OPBA) and the ItalianMinistry ofHealth (authorization number 522/2018-

PR). Young adult rats undergoing the experiments are in the range of P25-P35 (being P0 on the day

of birth) with a body weight between 80 and 160 g and of both genders. Rats are anesthetized with an

intraperitoneal induction dose of urethane (0.15/100 g of the bodyweight, 0.1 g/ml solution), followed

after half an hour by an additional dose (0.015/100 g of the body weight). The anesthetic dose has been

adapted from the standard dosage for surgical procedures [95] and tuned thanks to the expertise of the

laboratory. After 10 minutes from the additional dose, a sub-cutaneous dose of Carprofen painkiller

(Rimadyl; 0.5 mg/100 g of the body weight) is injected. 5 minutes later the animal is positioned on a

stereotaxic instrument and the head is fixed by teeth- and ear-bars. Body temperature is maintained at

37⁰C and recorded using a homeothermic monitoring system connected to a heating pad and a rectal

probe (World Precision Instruments ATC1000DC temperature controller) for the surgical and record-

ing procedures. The anesthesia state is verified by poking the posterior paw and the eyelid of the animal

and by observing the absence of whisking activity. Throughout the course of the entire experiment, the

state of the anesthesia is continuously monitored after each set in the same manner. The depth of the

anesthesia is also verified by observing the slow oscillation of the LFP activity, presenting of up- and

down-state rhythmically as in what is commonly observed during deep anesthesia state [96, 97, 98]. An

anterior-posterior opening in the skin is made in the center of the head and a dedicated window in the

skull is drilled over the somatosensory barrel cortex at stereotaxic coordinates −1 ÷ −4 AP, +4 ÷ +8ML

referred to as bregma [99, 100], and a single shank probe is inserted orthogonal to the cortical surface in

the middle of the window at coordinates −2.5 AP, +6ML by means of a micromanipulator (PatchStar;

Scientifica). As a reference for the recording/stimulation, the depth is set at 0 when the electrode proxi-

mal to the chip tip touches the cortical surface. The top four electrodes outside the tissue help to ensure

the probe positioning also by visual inspectionbesides the depth of the probe tip. AnAg/AgCl electrode

bathed in the extracellular solution in proximity of the probe is used as a reference. Throughout surgi-

cal procedures and recording, the brain is constantly bathed in a standard Krebs solution (inmM:NaCl
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120, KCl 1.99, NaHCO 3 25.56, KH 2 PO 4 136.09, CaCl 2 2, MgSO 4 1.2, glucose 11). The probe

placement, coordinates and angle, have been verified bymultiple histologies performed on brain lesions

left by the implant of thicker needles. The thin shaft of the probes used for these experiments makes

it difficult to verify the insertion site from histology, so the insertion is verified electrophysiologically,

by looking at the stereotypical response evoked by the whisker mechanical stimulation. Particularly,

the placement of the probe is evaluated before starting the recordings by stimulating different whiskers

following the somatotopic map existing between the mystacial pad and the S1 cortical architecture, to

identify the whisker that gives the strongest evoked response and thus to identify the correspondent bar-

rel. Prior to every experiment, the impedance of the probe electrodes is measured at 1 kHz and saved

using the Intan controller. If the impedance of any electrode deviates greatly from the expected value of

approximately 1 MΩ, the channel is marked as inoperative and is not considered for subsequent analy-

sis. A faulty channel happened to be the first one on the tip of the probe, in this case the probe has been

shifted downby an electrode to not lose anymeasurement in the layer VI, and the cortex depthmapping

has been adjusted accordingly. Every animal undergoes an experimental protocol that normally includes

at the beginning, middle and end of the experiment the recording of 5 minutes of spontaneous activity

followed by a recording of 5minutes of whisker stimulation. The experimental protocol is thus divided

into two main phases, normally used for sets of stimulation of different amplitude.

2.1.1 Electrophysiology setup

The electrophysiology setupused to acquire dataduring the experiments is theRHSstimulation/recording

controller from Intan Techonogies (Los Angeles, California, USA; Figure 2.1). The controller allows

users to record electrophysiology signals and perform ICMS across up to 128 channels using open-

source software. This device connects to a host computer via a USB 2.0 cable. The device supports:

• Up to 4 Intan RHS headstage with a sampling rate of 20, 25, or 30 kS/s each

• Biphasic or triphasic stimulation pulses generated with timing resolution as fine as 33 μs, pre-
configured by software and triggered by keypresses or digital inputs

• Independent ground isolation on each headstage port to reduce noise from ground loops

• 2 analog input and 2 analog output ports with ±10 V range and 2 digital input and 2 digital
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output ports recorded in sync with amplifier waveforms, suitable to trigger stimulation pulses or
to control automated episodic recording sessions.

• Optional I/O expander increases the number of auxiliary ports to 8 analog input and 8 analog
output and 16 digital input and 16 digital output ports.

The stim/recording controller is connected via a thin andflexible serial peripheral interface (SPI) cable

with a small 32 channel RHSheadstagemounting twoRHS2116 Stim/Amplifier chips, eachwith 16 in-

dependent stimulator/amplifier channels. The headstage integrates a configurable low-noise biopoten-

tial amplifier and a programmable constant-current stimulator capable of generating stimulation pulses

from the microelectrodes. The headstage supports 32 channels and replaces all analog instrumentation

circuitry in extracellular recording and stimulation systems. Some key points of this headstage are:

• integrated electrophysiology interface chip with amplifiers, stimulators, and industry-standard
SPI.

• Stimulators source and sink currents ranging from 10 nA to 2.55 mA over an±9 V range.

• 16 bit Analog-to-Digital (ADC) samples amplifiers up to 40 kSamples/s per channel.

• Low noise floor: 2.4 μV root mean square (RMS) typical.

• Upper cutoff frequency configurable from 100 Hz to 20 kHz.

• Lower cutoff frequency configurable from 0.1 Hz to 1000 Hz.

• Fast amplifier artifact recovery for post-stimulus recording.

• Integrated, on site, multi-frequency electrode impedance measurement capability.

Probes used for barrel cortex recordings are Atlas E32 + R-65-S1-L6 NT, while probes used for ta-

lamocortical recodings are Atlas E32+R-200-S1-L20 NT. Probes details are listed in Table 2.1
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Figure 2.1: Intan Technologies RHS stimulation/recording controller. It supports the simultaneous recording from up to 4 headstages of
32 channels each, with a sampling frequency up to 30 kHz per channel, while allowing the ICMS with custom amplitude and duration
from the same channels used to record.

Atlas E32+R-65-S1-L6 NT E32+R-200-S1-L20 NT

Number of shafts 1 1

Shaft lengthmm 6 20

Shaft width μm 123 123

Number of electrodes 32 32

Electrode Pitch μm 65 200

Electrode Range μm 2015 6200

Electrode diameter μm 25 25

Material IrOx IrOx

Probe thickness μm 50 50

Table 2.1: Probe details of the Atlas E32+R‐65‐S1‐L6 NT.
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Figure 2.2: Atlas Neuro E32+R‐65‐S1‐L6 NT tip, showing channels number, depth and layer placement of the electrodes in the barrel
cortex.

2.2 Recordings in the rat barrel cortex

Barrel cortex signals are acquired by a single-shank probe with 32 iridium oxide electrodes (Atlas Neuro

E32+R-65-S1-L6 NT) and recorded with a sampling frequency of 25 kHz by the Intan Technologies

RHS Stimulation/Recording Controller. The wide band signal is filtered during acquisition with two

single-pole high-pass filters (for digital filtering and offset removal)with a cutoff frequency of 0.1Hz and

a single-pole low-pass filter with a cutoff frequency of 7.6 kHz. In a single head stage, the system pro-

vides, on the same electrode array, both the amplification and digitization of 32 signals and the ICMS

governed by current up to ±7 V. The entire depth of the barrel cortex is covered by 27 out of the 32

electrodes of the probe, and only these are used for subsequent analysis, with channel number and lo-

cation as in Figure 2.2. The layer depth of the barrel cortex, as well as the placement of the channels

is based on the literature [101] and from previous histologies of the rat brain performed in the labora-

tory. The stimulation, mechanical or ICMS, is triggered by a waveform generator (Agilent 33250A 80

MHz, Agilent Technologies Inc., Colorado, USA), whose output is recorded synchronously with the

neural signal by the recording controller via TTL (digital) input. From the onset of every ICMS, all

electrodes are grounded for 1ms to avoid saturation of the ADC and to achieve faster recovery from the

stimulation artifact.

Each experimental setting is replicated with multiple rats and tests multiple stimulation protocols.

I observed a great variability in both intra- and inter-animals stimuli-evoked responses. This forces us

to collect a great number of repeated experiments to draw reliable conclusions. Some targeted experi-

ments showed how the probability of evoking a response (and the strength and quality of the response)

when administering the same stimulus varies greatly over time, even for the same animal, increasing and

decreasing repeatedly. As suggested in the literature, this problem could be amplified by the different
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Figure 2.3: Whisker stimulation setup sketch. The piezoelectric whisker bender is used to precisely stimulate a single vibrissae. The
controller of the piezoelectric is governed by a signal generator to set the stimulation amplitude and duration, whose output is recorded
synchronously to the neural signal by the Intan stimulation/recording controller.

states during urethane anesthesia [102].

2.2.1 Whisker stimulation

Stimulation of thewhisker is administeredmechanically in sets ofmultiple trialswith the same character-

istics by inserting a single contralateral whisker into a 25G hypodermic needle (BD Plastipak, Madrid,

Spain) attached to a multilayer piezoelectric bender with integrated strain gauges (P-871.122, Physik

Instrumente, Karlsruhe, Germany). The bender is rapidly displaced by controlling it with a power am-

plifier (E-650.00, Physik Instrumente, Karlsruhe, Germany). The contralateral whisker relative to the

recording barrel is cut to 10 mm and inserted 8 mm into the cannula and stimulated by a displacement

of the cannula of 5 ms duration and 100 μs rise/fall time. The setup is sketched in Figure 2.3. Data are

collected in sets of stimulation trials that are administered every 10 seconds. This long time between

stimuli ensures protection against any dynamic adaptation to stimuli [103].
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Figure 2.4: ICMS setup sketch. The signal generator is used to trigger the ICMS, managed by the Intan stimulation/recording controller.

2.2.2 Single pulse of microstimulation

ICMSs are administered in sets of multiple trials with the same shape and characteristics. ICMS is gov-

erned by current and consists of a biphasic pulse given with a negative and positive phase symmetrical

to zero, whose duration is 200 μs each. ICMS is applied in a range of amplitudes from ±5 μA to the

maximum voltage supplied by the instrument of 7 V, corresponding to a maximum current between

±25 and±30 μA depending on the animal. The total injected charge resulting per pulse ranges from 1

to 5∼6 nC. The stimulation electrode is chosen for the experiments depending on the position of the

probe and the cortical layer to stimulate. Data are collected in sets of 30 or 60 stimulation trials, admin-

istered every 5 or 10 seconds, and each set includes a single amplitude and a single phase duration. The

setup is sketched in Figure 2.4. The amplitude, duration, shape, and combination of pulses are chosen

based onwork found in the literature [104, 105, 106] and on previous trials and experiments carried out

in our laboratory.
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2.2.3 Trains of microstimulations

Trains of ICMSs are administered in sets of multiple trials with the same shape and frequency. Pulse

bursts have a duration of 1 second and are given at a specified frequency between 6, 8, 10, 12, 14, and

20Hz. The amplitude of the first pulse is fixed to 25 μA, while the rest of the pulses can assume a single

value between 5, 10, 15, or 20 μA. The first, stronger pulse has the role of evoking the spindle response,

the subsequent pulses aim at modulating it. The total injected charge resulting per pulse ranges from

1 to 5 nC. An electrode is chosen as the target to apply the first ICMS and the following pulses of the

bursts are given by the electrode immediately above. The target layer is the VI, thanks to a previous

investigation of the most effective depth of stimulation. ICMS is governed by current and consists of a

train of biphasic pulses of the same shape, with a negative and positive phase symmetric to zero, whose

duration is 200 μs each. Data are collected in sets of 30 bursts of stimulation, triggered every 10 seconds.

Each set includes a single amplitude and a single stimulation frequency. The setup is the same as sketched

in Figure 2.4.
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Figure 2.5: Atlas Neuro E32+R‐200‐S1‐L6 NT tip showing channels number, depth and layer placement of the electrodes in the barrel
cortex.

2.3 Corticothalamic recordings

To investigate the behavior of the oscillation, we recorded data from the barrel cortex and the VPM

of the thalamus simultaneously, to determine whether any thalamocortical loop was involved in the

sustenance of the oscillation. For this purpose, we changed the recording site to a peripheral barrel

(from C1 to B3), to record from both the barrel and the thalamus using a single longer probe (Atlas

Neuro E32+R-65-S1-L6 NT, 32 channels, 200 μm pitch), positioned as in Figure 2.6. The recording

setting and the stimulation protocols remained the same as previously described 2.2, with the channel

number and location as in Figure 2.5. The surgery procedure remained the same as 2.1, except for the

insertion coordinates that changed to −2.9 AP, +6.4 ML.
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Figure 2.6: Atlas Neuro E32+R‐200‐S1‐L6 NT placement to record from the barrel cortex and the VPM of the thalamus simultaneously.
Black line indicates the position of the probe needle.
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Methods
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3.1 Analysis

Analysis of biological data is conducted in MATLAB R2021a, MathWorks Inc., using custom scripts

and follows two different pipelines for spikes and LFP. Having the stimulation and the recording on

a single probe and a single insertion point provides great flexibility, but also comes with some disad-

vantages. The voltage applied to the electrodes for stimulation is orders of magnitude greater than the

sensed neural activity. This causes the ICMS to introduce an artifact with exponential decay and non-

linear effects that spreads differently depending on the physical placement of both the on-chip ADC

and the electrodes in the tissue, with huge artifacts that pollute the recording. To reduce the impact of

the stimulation artifact such as saturation of the amplifier and slower recovery, the signal is grounded

for the duration of the applied pulses during the acquisition of the signal. Then, given the different fre-

quency bands where events are investigated in the LFPs and the spiking activity, the artifact reduction

is managed and mitigated differently for the two analyses.

3.1.1 Local field potential analysis

LFPs are evaluated in the 4 to 100 Hz band, including theta, alpha, beta, and gamma. The slower com-

ponent of the delta is too weak compared to the in-band power of the artifact to be informative. Any

artifactual periodicity in the signal is found by the power spectrum of the signal and is possibly removed

by a notch filter. Tomitigate the artifact generated by the stimulation, the 25ms after every stimulation

onset on each channel are overwritten with the last known pre-stimulus value. The remaining signals,

from 25ms to the end of the post-stimuli considered window, are extracted and averaged between trials

of the same set. This average is lowpass-filtered at 4 Hz by a Butterworth filter of the 1st order applied

in forward and reverse, and subtracted to each trial to remove the artifact drift. The cleaned signals are

then aligned with the end of the overwritten part of the signal and filtered by a Butterworth bandpass

filter of the 2nd order in forward and reverse to achieve a linear phase. The signal spectrograms shown

here are computed with a time resolution of 800 ms and an overlap of the segment of 99%. Finally, the

intra-experiment delay variability is evaluated by cross-correlating the LFP of each trial with the LFP

trials average and is estimated as the standard deviation of the peak lags.
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3.1.2 Spiking activity analysis

The adopted spike detection method allows to identify both isolated APs and MUAs from the raw

recording; the signals are filtered with a 3rd order bandpass Butterworth filter with a cutoff frequency

(-3 dB) of 300Hz for the lower frequency and 4 kHz for the higher frequency. The spatial average of the

signal recorded by the 32 channels is subtracted from the signal of each channel to reduce the correlated

noise. Spikes and MUA are recognized by detecting negative peaks below a threshold of 4 times the

median of the absolute value of the signal divided by 0.675 [107].

If the recordings in the thalamus normally show APs with an amplitude in the range of hundred of

μV in most of the electrodes, the activity recorded by the electrodes in the barrel cortex rarely shows

any clear and strong spikes. The predominant activity consists of MUA, intended as a burst of spikes

originated by an ensemble of activity of a population of neurons of some tens of μV amplitude, as it will

be shown in Chapter 4 in Figure 4.20. The firing rate estimated by accumulating the spikes in a moving

window of 10 ms from channels belonging to the same layer, well emphasizes theseMUA, which result

in a sharp and peaked increase of the firing profile. So, by accumulating this noisy activity we still achieve

meaningful insight of the underlying dynamics coherent with the information provided, for example,

by LFP.

During each applied stimulation, the signal shows a sharp transient due to electrode grounding and

charge remaining at the electrode/tissue interface. Also, the noise in the signal is higher with respect

to the baseline for some milliseconds. To help the filter to converge quicker to a steadier regime and

to not pollute the noise estimation used to draw the detection threshold, the signal after the filtering is

overwritten with a 0 value from the onset of the stimuli until 15 ms later, and no (mostly) false events

can be detected. An example of the post-filtering artifact will be shown in Chapter 4 in Figure 4.19.

To check for the presence of the spindle response evoked by ICMS in each set, the periodicity of the

signal is estimated by the autocorrelation of the 1 second post-stimulus spiking activity. The sum of the

spiking activity found on all the channels is autocorrelated for a length of 250 ms for each trial (to find

periodicity down to 4 Hz) and averaged over the set. The greatest peak non-centered in zero, if present,

is compared against a threshold to find the frequency of the eventual evoked spindle. The threshold

is found by a permutation test by shuffling the position of the spikes of each trial and repeating the
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previous steps. Each threshold point is taken as the 95% maximum value reached by the average auto-

correlation of the shuffled spikes for that delay. Similarly, the response delay was estimated by finding

the first firing rate peak after the stimuli in the firing activity averaged per trial. Each result is finally visu-

ally inspected to check for artifacts or errors that could distort the signal and lead to a wrong detection

or result and possibly manually adjusted.

The study of the response evoked by the train of stimulations is performed on the spiking activity

only. In fact, the large artifacts induced by ICMS alter the signal in the LFP frequencies of interest for

the spindle, for a duration longer than the stimulation period. Also, compared to LFP, spike provides

a better time resolution, required to identify the small variation in the frequency shift determining the

Arnold’s tongue.

The recordings and the power spectrum of the signals are visually inspected both before and after the

filtering to check for unexpected artifacts or suspicious periodicities. The recording will be discarded if

the signal is seriously compromised and it cannot be fixed, for example, by applying a notch filter or by

removing a recording part or a defective channel. This causes the robustness of the SNEO –that will be

discussed in Section 3.2.3– against supra-threshold signals outside the spike duration to be redundant,

and for this reason a simpler detection method is preferred. Also, working offline, the threshold can be

estimated accurately from the entire recording, using time consumingmethods as themedian. With this

in mind, on average, the two methods produce very similar results.
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3.2 Electrophysiology setup development

This section is adapted frommy work published in the Digital Journal (Tambaro et al., 2021 [108]).

Thebiological interface setup is developedon topof the IntanTechnologiesRHSstimulation/recording

controller, with the aim of a reliable integrationwith the systems developed by the other closed-loop par-

ticipants. The stimulation/recording controller interfaces with two RHS2116 chips from Intan Tech-

nologies (LosAngeles, California, USA) to record and stimulate the probe implanted in the anesthetized

animal brain. The controller is governed via a computer through an open-source application built on

a developer interface designated RhythmStim, that consists of a hardware/software mixture of Verilog

HDL code andC++/QtAPIwritten for theOpal Kelly XEM6010USB FPGA.RhythmStim is used to

configure the Xilinx FPGA on the Opal Kelly module to communicate with the RHS2116 chips over

SPI buses and to streamdata blocks containingmultiple samples of each probe channel and the different

input/output ports from these chips to a host computer over USB connection, exposing all the features

of the headstage and the controller previously mentioned. Both the host computer to FPGA software

interface and the FPGA to headstage hardware interface are fully open source and customizable. A sin-

gle headstage is interfaced with the Intan RHS Stim/Recording controller that is connected in turn to a

host computer running the Intan Stim/Recording Controller software based on the RhythmStim API.

For the closed-loop purpose, the system must be able to detect activity in the animal brain as AP and

MUA and to communicate them to the closed-loop CU. Moreover, it must be able to stimulate the

brain tissue with current pulses using the electrodes when required by theCU. For this reason, the spike

detection algorithm is implemented directly in hardware on FPGA and the Intan software is extended

with the following features:

• on-line spikes detection

• events information embedding and communication

• external stimulation commands reception

• stimulation artifact rejection

• events logging
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The integration relies on two main strategies depending on the participants’ physical location: one

based on an Internet-oriented communication and one based on a local-oriented communication.

3.2.1 Preliminary software implementation

For remote communication of the first stages of the project, experiments have been conducted with

the systems of the participants physically placed in different areas. A communication based on the user

datagram protocol (UDP) transmission protocol reliant on a private mesh network is used to connect

the systems. To interface the RHS controller with the network, spike detection operations have been

delegated to the host computer running a custom version of the acquisition software. The software has

been modified to stream events detected by a set-by-hand threshold crossing spike detection algorithm

running in real-time, while stimulating on trigger received; it also implemented the filtering of the sig-

nal and the events logging on disk. Using a traditional computer architecture to detect and send events

introduces a variable latency of a few milliseconds due to the USB connection with the recording sys-

tem and the software elaboration time –and the same for the stimulation command–; anyway this is

not a serious limitation for the remote closed-loop, given that in this scenario the latencies are mostly

dominated by the time required by the packets to travel through the network (dozens of milliseconds)

and its variability. The spike detection is executed in parallel on different threads for different channels,

allowing for simultaneous multichannel event detection on a multicore host computer. To deal with

the stimulation artifact, the signal is forced to zero for a window of few milliseconds whenever a stimu-

lation occurred, to avoid detecting false events during the large fluctuation induced by the stimulations.

A high-level view of the main developed software loop is shown in Figure 3.1.

3.2.2 Low-latency spike detection

In order to process the information that relies behind the voltage fluctuations detected by the sensing

spots on the probes, the acquired signal must be digitally sampled with a frequency high enough to

discern the activity up to the fast depolarization of a single neuron, called AP or spike, andMUA. To ac-

curately reconstruct this activity, as short as 1ms, samplesmust be collected at a high sampling frequency

ofup to30-40 kHz. Given the large number of channels featuredby themost recent probes [6, 109, 110],

the number of samples generated per second can be difficult to process in real-time, precluding experi-
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Figure 3.1: Block diagram of the acquisition, streaming and, stimulation trigger reception. In black the default capability of the controller,
in red the component developed for the purpose of the closed‐loop experiment.

ments where the latency in the recognition of activity events is crucial. For example, when dealing with

spike-dependent closed-loop experiments for brain-computer interfacing involving ICMS [111, 112],

keeping the feedback timing in a biologically acceptable range can be a critical step [113, 114, 115].

This work aims to overcome the detection latency limitation of a common software implementation;

traditional processing of the information is subjected to the USB communication latency necessary to

transfer the samples in chunks from the acquisition system to a computer, where the samples processing

is, in turn, conditioned by the operating system scheduler, blocking calls, and computer performances.

Altogether, these constraints cause tens of milliseconds of delay from the sampling of the neural activity

to its elaboration and interpretation.

Here is described a digital spike detector running in the FPGA of the recording system, which elab-

orates the neural activity received directly from the headstage, which samples the signals acquired by

the microelectrodes without intermediate steps. The headstage, mounted on the top of the probe, em-

beds up to two chips each managing 16 electrodes and including a low noise amplifier, a 16 bit Analog-

to-Digital Converter (ADC), high-pass and low-pass filters, and stimulation circuitry. Processing the

data in-place on the recording system allows evaluating the digitalized signal point-by-point with the

lowest latency from the ADC, and communicating the temporal and spatial firing information of each

of the 32 channels in less than 1 ms from the maximum negative peak of the spikes. The project has

been integrated into the open source hardware description language (HDL) code and acquisition soft-

ware RhythmStim from Intan Technologies (Los Angeles, California, USA) and deployed on the RHS
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stimulation/recording controller from the same company. The logic managing the sampling and data

transmission has been added alongside, creating a new dedicated pipeline to process the raw data stream

acquired by the 32 channels headstage without reducing the original functionalities. The spike detec-

tion pipeline starts without any buffering systemwhen receiving a new sample, guaranteeing the lowest

latency from digitalization to processing. The spike detectionmethod included in the system by default

works by detecting when the first order high-pass filtered signal crosses a threshold set by the user on

a subset of a monitored channel, raising the signal of one of the mapped digital outputs of the system.

The spike detector presented in this work wants to replace and improve both the communication of

events and the detection capability of the system in identify APs andMUAs, despite the good noise per-

formance at high frequencies. Our experiments found the instrument noise at the high frequency band

of AP and MUA to be about 10 μV RMS during neuronal inactivity, making it trivial to detect APs

that can reach amplitudes down to −150 μV when neurons are close to the electrode surface. Unfortu-

nately, inmany experiments, these strong signals represent aminority, most of the signals originate from

neurons that are far from the electrodes, leading to MUAs of about 15 μVRMS and a Signal-to-Noise

Ratio (SNR) of 3.5 dB once the signal is filtered. Therefore, we need a more powerful tool capable of

accurately detecting both the AP andMUA events. The presented spike detector design includes:

• A 3rd order Butterworth high-pass infinite input response (IIR) filter with a cutoff frequency of
300Hz and a Savitzky-Golay smoothing filter [116], fitting the high-pass filtered signal with a 2nd

degree polynomial.

• A point-by-point signal energy estimation using the SNEO [117], that aggregates both the fre-
quency and the amplitude of the voltage fluctuations in a series of samples that can be compared
with a threshold.

• A novel dynamic threshold per-channel estimation based on the Root Mean Square (RMS) of
the SNEO output that accommodates any drift of the probe or changes in the signal quality, that
rapidly converges to a firing-independent value close to an ideal threshold based only on the noise
energy. The threshold can be adjusted by the user to open the detection of both the single AP
andMUA.

• A post-ICMS blindwindow of a user-defined duration, to prevent the detection of false positives
following the high increase in the signal power due to the artifact induced by the injection of a
current.
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• The capability to stream the amplitude, the channel, and the timing of eachdetected spikes via the
USB to the host computer, and, simultaneously, via the UART protocol to any other connected
device with sub-milliseconds latency. By the UART command, it is also possible to trigger the
ICMS set from the host application.

The software application on the host computer used to manage the connection, recording and set-

ting of the stimulation/recording controller system has been extended to manage the new functions. A

new dedicated graphical user interface (GUI) to manage the spike detector has been created to show a

real-time raster plot of the spiking activity of each channel and to allow adjustment of the threshold

multiplier and the artifact blanking window during the experiment to improve the spike detection per-

formance. Through the application, the system can also be connected to the network to stream the

spikes details to a specified IP address over the UDP protocol. Finally, channels can be excluded from

the spike detection so that they are not sent via both UART andUDP. The system has been tested with

in vivo experiments on the barrel cortex of anesthetized rats and it is currently used in our laboratory

for closed-loop experiments of ICMS. Examples of the system output on APs andMUAs detection are

highlighted.

3.2.3 Algorithms design & implementation

The digital implementation of the spike detector is based on an algorithmic processing that can be di-

vided into six major steps. High-pass filtering, Savitzky-Golay fitting, SNEO, threshold estimation, de-

tection, and local minimum finder. These core parts are described here, together with the parameters

used for an implementation running with a sampling frequency of 25 kHz for each of the 32 channels.

The input is assumed as a matrix where the first index indicates the electrode number, or channel, while

the second index reports the sampled amplitude of the signal. The information to extract from the sig-

nals is given by the index where the spiking events are detected for each channel and the corresponding

amplitude. The output then is a sparse matrix with the input shape, containing the negative amplitude

of the filtered signal where a spike is detected. The parameters –length of the Savitzky-Golay window, k

for the SNEOand the thresholdmultiplier– are tuned both by simulation and experimentally to achieve

better accuracy. Synthetic datasets are created with spikes templates of different amplitudes and SNR

inserted in the known positions. In this case, the accuracy is focused on the single AP detection and is
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calculated from the ratio between the correctly detected events and the sum of the total events and the

false positives. The results achieved by varying the parameters of the algorithm are then compared to

maximize the accuracy. The analysis is not shown here for the sake of brevity, but the method follows

what I provided in [118]. Acquisitions from experiments are then used to fine tunewhat has been found

by the simulation, where it is possible to also evaluate the MUA detection.

These algorithmshavebeendescribed inHDL language tobe implementedon theOpalKellyXEM6010-

LX45 board that mounts the Xilinx Spartan-6 XC6SLX45-2 FPGA. This board is mounted by default

by the IntanRHS stimulation/recording controller and together with the RhythmStim design provides

the interfacebetween ahost computer and theheadstages (up to4). Eachheadstage is connected through

a Serial Peripheral Interface (SPI) cable to the recording system, used to simultaneously communicate

two digitalized samples. The RhythmStim allows for the acquisition of data for both visualization and

recording on the host computer application. The application is used to set the filters on the head stages

and to program the latter to stimulate a channel with a user-defined current shape based on different ex-

ternal trigger sources connected to the recording system. The RhythmStim hardware part manages the

acquisition of samples from each channel at a constant frequency of 20, 25, or 30 kHz and the ICMS

when it is triggered. In a high-level overview, the system continuously loops over 20 action slots: the last

four slots are used to start and stop the ICMS and to set the parameters of the headstages, while in the

other first 16 slots, a 32 bit command is sent via SPI to sample a different pair of channels. The headstage

answers after a delay of two slots with a pair of values of 32 bit, each containing the sampled value in the

16 Most Significant bit (MSB), stored with a positive offset of 32’768, where the least significant bit of

the value corresponds to 0.195 μV. The pair is written in the RAM of the Opal Kelly board (Portland,

Oregon, USA), which is used as a buffer for the asynchronousUSB communication with the host appli-

cation. The design has been modified to write the 16 MSB of both the samples pair, received from the

headstage connected to the system port D, also in a 64 bit width First-In First-Out (FIFO), filling the

other 32 bit with a system timestamp representing the number of samples acquired. The FIFO crosses

the domain clock and provides to the spike detector the values at the working frequency of 100 MHz.

Here, the spike detection pipeline begins, whose main steps of the process are described in Figure 3.2.

The values are read as soon as the FIFO is not empty and the two samples are converted in two’s

complement removing the positive offset of 32’768. The spike detection design is split into different
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Figure 3.2: Block diagram of the system. In faded the existing parts, in bold the pipeline added for the spike detector.

Figure 3.3: Spike detection pipeline.

HDL components described in the next subsections. These components are orchestrated by a main

design that allows the various output to flow from one component to the next, keeping the channel and

the samples count. The samples pair is processed sequentially through the pipeline shown in Figure 3.3,

one sample immediately after the other. Processing is tuned for a sampling frequency of 25 kHz. The

spike detector can also work with a 16 channels headstage, since the second value of each samples pair

will simply have a constant value of 0. As the main design rules, the operations are performed in the

integer domain. Where a division is required, it is constrained to a power of two, to be performed as

a bit-shift operation –a 0.5 rounding precision is achieved performing the n bit-shifting operation on

the value summed to 2(n−1)–. All components work in time divisionmultiplexing over the 32 channels,

storing each channel state. The HDL part of the project has been developed on the Xilinx ISE Design

Suite 14.7. The pseudocode of the components can be found at the end of this section.

The pseudocode of the main algorithms used to create the spike detector design can be found below

the section of each component. Note that, in the sake of simplicity, the pseudocode ignores the time di-

visionmultiplexing depending on the channel. The states variables are independent from the procedure

life and keep their value between multiple procedure calls. Where the initialization value of a variable is

relevant, the value is specified.
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Figure 3.4: IIR filter direct‐transposed form I structure.

Coefficients Rounding Error (%)

0 1 2 3 0 1 2 3

a 30.388 -91.163 91.163 -30.388 0.0021 0.0010 0.0010 0.0021

b 32.768 -93.364 88.789 -28.180 0 0.0009 0.0001 0.0008

Table 3.1: Coefficients of the 3rd order IIR filter scaled by the scaling factor of 215 and the percentage error introduced from the integer
rounding.

High pass filter

When dealing with signals such as APs andMUA characterized by high frequency features, the first step

of the processing chain is to high-pass filter the signal, to exclude the LFP from the further analysis, to

remove the predominant low frequency components of the signal below 300Hz. Here, a 3rd order IIR

Butterworth filter is used, to remove the low frequency changing features of the LFP, offset, and off-

band noise. The filter coefficients in Table 1 are computed usingMATLAB and are used to implement

the IIR filter with a cutoff frequency of 300 Hz.

Direct and direct-transposed from I and II have been simulated for the FPGA integer-based imple-

mentation of the 3rd order IIR filter. Using the direct-transposed form I (Figure 3.4), the state variables

of the filter did not saturate and the filter remained stable despite the rounding error on the output,

avoiding using a cascade of second-order filters. Being the coefficients real numbers close to the 0 value,

the error introduced by the rounding would be disastrous. To overcome this problem working in the

integer domain, the coefficients are scaled by a factor big enough to reduce the rounding error to a neg-

ligible one. This scaling factor is chosen as a power of 2, to be then removed from the filter output with

a bit-shift operation. The filter form fits well to the DSP48A1 multiplier/adder of the Spartan-6, that

provides a signed multiplication of 18 bit per operand, followed by a 48 bit adder. Two DSPs are used

to create a 35 × 18 bit fully pipelined multiplier with a 48 bit adder after the multiplication stage. The
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six filter state variables of the 32 channels are stored in a 48 bit width block RAM (BRAM), where the

state variables of each channel are mapped. A scaling factor of 215 is chosen to scale the filter coefficients

to fit the 18 bit signed input of the multiplier, knowing that it does not exceed the limit of ±217. In

Table 3.1, the integer coefficients are shown with the percentage rounding error. For each new sample

to filter, the sum of the 16 bit value of the new sample with the state s_4 (n) is tied in the input on the

35 bit multiplicand port. This value is reduced by the scaling factor and is resized to 35 bit without

losing any information. The filter coefficients are given sequentially on the 18 bit multiplier port and

the corresponding channel state variable is given on the 48 bit sum port to compute all the new state

values. The filter output, reduced by the scaling factor, can be safely resized to 16 bit. Even if it is smaller

on average compared to the input, the output bit width is kept the same since an eventual stimulation

artifact can cause the signal to span the entire range even after the filtering.

45



In Algorithm 3.1, IIR high-pass filtering, the new acquired sample is given in the input, and a new fil-

tered sample is returned. The a and b coefficients are scaled by the 215 factor and rounded, the s variables

are the filter internal states.

Algorithm 3.1 IIR high-pass filter
state variables a1, a2, a3 : integer← filter ’a’ coefficients× 215

state variables b0, b1, b2, b3 : integer← filter ’b’ coefficients× 215

state variables s1, s2, s3, s4, s5, s6 : integer← 0

procedure filter(unfiltered_sample : integer)

variable filtered_sample : integer

variable v : integer

v← unfiltered_sample− s1/215

filtered_sample← (v× b0 + s4)/215

s1 ← v× a1 + s2

s2 ← v× a2 + s3

s3 ← v× a3 + 214

s4 ← v× b1 + s5

s5 ← v× b2 + s6

s6 ← v× b3 + 214

return filtered_sample

end procedure
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Figure 3.5: A 20 ms acquisition of extracellular signal from the rat barrel cortex. Two strong extracellular spikes are recorded at 6 and 14
ms, propagated from a neuron near the recording electrode. In gray, the high‐pass filtered signal with a cutoff frequency of 300 Hz. In
black, the signal fitted with the Savitzky‐Golay filter.

Mask 0 1 2 3 4 5 6

a 0.9274 −2.7821 2.7821 −0.9274 n/a n/a n/a

b 1 −2.8492 2.7096 −0.8600 n/a n/a n/a

SG −0.0952 0.1429 0.2857 0.3333 0.2857 0.1429 −0.0952

Table 3.2: Coefficients of the 3rd order IIR filter (a and b), and for the Savitzky‐Golay (SG) fitting.

Savitzky-Golay Fitting

The filtering step is immediately followed by the smoothing Savitzky-Golay filter, used to fit the last

seven points of the high-pass filtered signal with a second-order polynomial at each iteration. The signal

is convoluted by the seven coefficients mask shown in Table 3.2, providing a cutoff frequency of −3

dB at 3 kHz. This results in less sharp high frequency changes, increasing the SNEO performances as

demonstrated in [119]. A fitting example of an extracellular signal is shown in Figure 3.5.

The Savitzky-Golay implementation consists in a convolution of the seven coefficients mask with

the last seven samples of every channel. Similarly to the high-pass filter, the seven coefficients of the

2nd grade polynomial fitting are multiplied by a scaling factor. The coefficients can safely be scaled by

a factor of 218, without exceeding the signed range of an 18 bit word. The last seven values of each

channel are stored in a 16 bit width BRAM. The last six samples are ordered in BRAMby channel (i.e.,

ch1-sample1, …, ch1-sample6, …, ch32-sample1, ch32-sample 6) to be linearly indexed. The convolu-
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tion exploits DSP48A1, configured in an 18 × 18 bit multiply and accumulate mode. Each sample is

extracted sequentially from the BRAM and is multiplied by its respective coefficient with the DSPmul-

tiplier, the result is then accumulated in the 48 bit register. Each sample, when read from the BRAM,

is reinserted as one position delayed—except for the sixth which is discarded—and the new sample is

inserted first, to achieve the behavior of a shift register. The accumulation register is reset to a value of

217 before receiving any new samples, to account for the 0.5 rounding of the bit shift division used to

remove the scale factor from the convolution output. The average error introduced by the rounding

after the scaling is 0.0004%.

In Algorithm 3.2, Savitzky-Golay fitting, the output of the high-pass filter is given in the input and a

fitted new sample is returned. Themask coefficients are hard coded scaled by the 218 factor and rounded,

the samples array is used to keep the last seven samples.

Algorithm 3.2 Savitzky-Golay filter

state variablesmask : integer[7]← Savitzky-Golay coefficients× 218

state variables samples : integer[7]← [0]

procedure Savitzky-Golay(filtered_sample : integer)

variable fitted_sample : integer← 217

for i← 7 downto 2

samples[i]← samples[i-1]

end for

samples[1]← filtered_sample

for i← 1 to 7

fitted_sample← fitted_sample + samples[i]×mask[i]

end for

fitted_sample← fitted_sample / 218

return fitted_sample

end procedure
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SmoothedNonlinear Energy Operator

The kNEO, on which the SNEO is based, gives an instantaneous estimate of the energy contained

in a signal oscillation. Thanks to the energy-dependent response, SNEO became widely used for the

spike detection task and is still one of the preferred methods when performing real-time processing

[120, 121, 122, 123]. It fits very well in a real-time and low-latency application since it does not require

any training phase andhas a small footprint on resource usage, nevertheless goodperformance, as proved

and compared in my previous work [118]. This operator strictly relies on a parameter called k, which

depends on the sampling frequency and the average spike duration. Given the sampling frequency of

25 kHz, the average spike duration, and the experimental tuning, the parameter value k that achieves the

best detection accuracy results has been found to be 4. After computing the nonlinear energy response

of every sample t of the filtered signal s of each channel ch, the SNEO smooths it with a Bartlett window

BW of size 4× k+ 1 (Equation 3.1).

kNEO(ch, t) = s(ch, t)2 − s(ch, t+ k)× s(ch, t− k) ∀t|t ∈ {k+ 1, ..., |s| − k}

SNEO = kNEO⊗ BW(4× k+ 1)
(3.1)

The operations of the SNEO implementation involve two DSP48A1 configured in a 35 × 18 bit

fully pipelined multiply and accumulate mode and a 35 bit width BRAM. The component receives

three samples depending on the SNEO parameter k, to compute the new signal energy value of a 35

bit width as shown in the first row of Equation 3.1. Both the BRAM organization and convolution

with the Bartlett window are implemented as in the Savitzky-Golay component, but with a convolution

length of 17. The input of a multiplier of 35 bit is required due to the width of the energy value. The

Bartlett window is scaled by a factor of 216, which introduces an average error of 0.0025%. Therefore,

the accumulation register starts with a value of 215 for the bit shift of 0.5 rounding.
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In Algorithm 3.3, SNEO, the last value output from the Savitzky-Golay fitting is taken in input, and

the signal energy is returned. The Bartlett windows are hard coded scaled by the 216 factor and rounded,

the samples and energies arrays are used to keep the last 17 samples and 17 kNEO output.

Algorithm 3.3 SNEO

state variables bartlett_window : integer[17]← Bartlett coefficients× 216

state variables energies : integer[17]← [0]

state variables samples : integer[17]← [0]

procedure SNEO(fitted_samples : integer)

variable smoothed_energy : integer← 215

for i← 9 downto 2

samples[i]← samples[i-1]

end for

samples[1]← fitted_samples

for i← 17 downto 2

energies[i]← energies[i-1]

end for

energies[1]← samples[5]2 - samples[1]× samples[9]

for i← 1 to 17

smoothed_energy← smoothed_energy + energies[i]×Vartlett_window[i]

end for

smoothed_energy← smoothed_energy / 216

return smoothed_energy

end procedure

50



Energy RMS and Threshold

The result returned by the SNEO is now compared with a threshold, which must be set to a value ac-

curate enough to discern the physiological events from the signal noise. A fixed value for the threshold

can sensibly reduce the detection performances, since each channel has its own SNR level, which can

also be subjected to changes caused by probe drifts. A threshold value based on the SNEO output dis-

tribution can adaptively adjust the detection level of each individual channel for the entire recording

duration. The median is the most reliable option to find an effective threshold using a scaling value,

but unfortunately it does not fit well in a real-time hardware implementation pipeline. For this reason,

this work relies on the RMS of the signal, multiplied by a scaling factor C to find an accurate thresh-

old which is constantly updated over a window of samples –here called timeframe, tf – long enough to

provide a correct and stable trend. However, when using the RMS to find the threshold, it must be

considered that the SNEO is a nonlinear operator and the high energy response to a spike will highly

affect the RMS value. Being the firing rate intrinsically nonconstant, the RMS output can be sensibly

affected with different intensities from timeframe to timeframe and therefore it cannot be simply ac-

counted for in reducing the threshold multiplier C by a constant fraction. To mitigate this problem,

this work presents a new approach for the threshold estimation. The signal in each timeframe is com-

pared with the threshold based on the RMS of the prior timeframe. Therefore, the newRMS value can

be computed for every timeframe by replacing the samples exceeding the threshold with the RMS from

the previous timeframe, to exclude the contribution of the spikes energy from the estimation. Using

this approach, the RMS usually converges in a maximum of five iterations to a value close to the RMS

value of the noise energy only, independently from the spike amplitude and firing rate, as shown in Fig-

ure 3.6. According to this, stimulation artifacts, which could increase the threshold far over the correct

level, are also rejected from the RMS estimation. The threshold multiplier C, which scales the RMS

value, is chosen by experimental results as in equation 3.2: A value of approximately 5.5 is used for the

MUA detection and a greater value up to 18 is used to detect a clear single AP.

Th(ch, tf) = C× RMS(s(ch, t)) ∀t|t ∈ tf (3.2)

This component provides a threshold based on the RMS estimation of the SNEO output to each
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Figure 3.6: spike detection on 15 s synthetic dataset created from an ex‐vivo extracellular recording. Top: The ex vivo recording is high‐
pass filtered at 300 Hz. It does not contain any neuronal activity, thus well representing the instrumental noise floor. A spike template
with a negative amplitude of∼80 μV is generated from the average spikes shape propagated by a neuron nearby the electrode from a
filtered in vivo experiment. Twenty‐five templates per second are added with a uniform distribution to the ex vivo noise, for a duration
of 9.4 s. Bottom: The energy response of the Smoothed Nonlinear Energy Operator (SNEO) is shown in gray. The dashed blue line is
the threshold based on the Root Mean Square (RMS) of the filtered ex‐vivo energy, representing the value that a spike‐independent
threshold must ideally have. The solid green line represents the dynamic threshold presented in this work. In comparison, the dash‐
dotted purple line is the threshold computed on the same timeframes but from the RMS of the entire signal: It is evident how it is largely
affected by the firing rate. After the first timeframe where the threshold is not yet computed, a first value is estimated and after four
steps the threshold converges to a stable value close to the ideal given by the dash‐dotted line.

channel. The RMS is computed incrementally, accumulating the square of the 32 bit energy values of

a timeframe. To compute the square of the value, a 35 × 35 bit multiplier based on a single DSP48A1

slice is used. The cumulative sumof the 32 channels is stored in an 85 bit width BRAM.The last thresh-

olds found for each channel and the last 32 RMS values from the previous timeframe are also stored in

two 35 bit width BRAM. This allows comparing the energy value with the channel threshold before

accumulating it and, in case it is greater, to replace its value with the last RMS value. A counter keeps

the number of samples processed and after a timeframe of 215 samples, the square root of the accumu-

lated squared sum is computed with the abacus algorithm, returning an integer approximation of the

solution in a variable number of iterations. The result is multiplied by the user-selected multiplier and

is stored in the thresholds BRAM.
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In Algorithm 3.4, threshold estimation, the SNEO output and the current threshold value are in the

input, and the threshold value is returned.

Algorithm 3.4 Threshold
state variable counter← 0

state variable cumulative_squared← 214

state variable rms← 0

state variable threshold←∞

procedure threshold_estimate(smoothed_energy, threshold_multiplier)

if smoothed_energy< threshold

cumulative_squared← cumulative_squared + smoothed_energy2

else

cumulative_squared← cumulative_squared + rms2

end if

if counter< 215

counter← counter + 1

else

rms← squared_root(cumulative_squared / 215)

threshold← rms× threshold_multiplier

counter← 0

cumulative_squared← 214

end if

return threshold

end procedure
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In a follow-up work, I published another threshold estimation method in [124], which is strongly

oriented towards the low-footprint requirements of a real-time implementation. In thework I proposed

a noise estimation method relying on the base 2 logarithm, suitable for the automatic setting of a firing-

rate independent threshold for spike detection methods. The performances were compared with other

statistical variability indices such as the widely used RMS, the mean, and the median of the absolute

value of the signal both qualitatively and quantitatively. My results indicate that while the RMS and

the mean are heavily affected by the firing rate, this proposed method performs almost equally to the

median-based estimation, but the complexity of the latter poses it as an optimal solution for applications

requiring a real-time definition of the threshold.

Spike Detection and LocalMinimum Finder

For each new sample, the SNEO output is computed and compared with the two previous samples

searching for a localmaximumandwith the threshold found in the previousRMS timeframe (Equation

3.3)). It must be considered that a peak in the SNEO output can be not precisely aligned with the

peak in the filtered signal. In fact, depending also on the filtering [125], the positive rebound following

the negative spike peak can reach a prominent amplitude in the transition from the negative and the

positive phase of the spike, developing enough energy to shift the peak of the SNEO output (Figure

3.7). Therefore, if the output is a local maximum and is also greater than the threshold, the algorithm

searches for the minimum value among the previous samples of the filtered signal, within a window

wide as the Bartlett window, which is used to smooth the SNEO. Once the minimum is found, the

index will represent the temporal information of the spike, while the value will be the amplitude of the

spike (Equation 3.4).

Peaks(ch, t) = True if


SNEO(ch, t− 1) ≥ Th(ch, tf), where tf ∋ t

SNEO(ch, t) ≤ SNEO(ch, t− 1) > SNEO(ch, t− 2)
(3.3)

Spike(ch, t′) = min(s(ch, t′)) ∀t′|t− 4× k+ 1 ≤ t′ ≤ t & Peaks(ch, t) = True (3.4)
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Figure 3.7: An example of two action potentials (APs) recorded from an in vivo experiment. In black, the signal is fitted by the Savitzky‐
Golay filter. In blue, the energy is computed by the SNEO. The two vertical red dashed lines highlight the peak shifts between the spike
and the energy.

For the implementation, whenever a spike is detected, theminimum is found cycling through the last

17 samples of the filtered signal of the channel, stored in a 16 bit width BRAM, to find themaximal neg-

ative amplitude. The final timestamp is computed as the difference from the position of the minimum

value and the current timestamp, while the amplitude is theminimumvalue. The timestamp, the ampli-

tude, and the channel of the detected spike are inserted in two different FIFOs. The first is used to cross

the clock domain to match the USB communication frequency. Amplitude (16 bit), channel number

(8 bit), thresholdmultiplier (8 bit), and timestamp (32 bit) are written concatenated in the FIFO, which

keeps the data count and, thanks to the different aspect-ratio, provides the data in a 16 bit word to the

logic managing the USB data transfer. The data count helps a fast transfer of the data to the host com-

puter, as explained in the next subsection. The second FIFO has an 8 bit width, and the timestamp (27

bit) channel number (5 bit), and amplitude (16 bit) of the spike are written in little-endian byte order.

This FIFO is used to manage the data transfer via the UART protocol from the high-speed port on the

back of the recording system. Data is read and transferred at 8 bit at a baud rate that can be customized

in the design.
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In Algorithm 3.5, thresholding, the current threshold and the new SNEO output are required in the

input, and the spike detection result is returned. The last three SNEO output values are kept in the

energies array, which can be merged with the SNEO energies array.

Algorithm 3.5 Thresholding
state variable energies : integer[3]← [0]

procedure thresholding(smoothed_energy, threshold)

spike_detection : boolean← false

for i← 3 downto 2

energies[i]← energies[i-1]

end for

energies[1]← smoothed_energy

if energies[2]≥ energies[1] and energies[2]> energies[3]

spike_detection← true

end if

return spike_detection

end procedure
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In Algorithm 3.6, minimum finder, the last high-pass filtered sample is taken in the input, as well as

the current timestamp and the thresholding output, and the index and the amplitude of the minimum

in the last 17 samples are returned. The samples array can be merged with that in the Savitzky-Golay

pseudocode.

Algorithm 3.6Minimum finder
state variable samples[17]← [0]

procedure local_minimum_finder(filtered_sample, spike_detection, timestamp)

variables amplitude, sample_index : integer← 0

variable position : integer← 0

for i← 17 downto 2

samples[i]← samples[i-1]

end for

samples[1]← filtered_sample

if spike_detection = true

for i← 1 to 17

if samples[i]< amplitude

amplitude← samples[i]

sample_index← i

end if

end for

end if

position← timestamp - sample_index

return [amplitude, position]

end procedure
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Software development

The open-source software of theRhythmStim for the host computer has beenmodified (withQt 5.15.1)

to support the new features introduced in the acquisition system. By default, the software manages the

data transfer from the acquisition system to the computer thanks to the USB communication provided

by the PipeOut construct of the Opal Kelly board and manages the transfer of data via USB. On the

HDL side, the PipeOut is instantiated on a specific endpoint, an address, and it is interfaced with the

read-side of a 16 bit width FIFO. At this point, the data contained in the FIFO can be retrieved with

an API call on the host side, specifying the endpoint and the length of the transfer in bytes. A PipeOut

is instantiated in the RhythmStim design connected to the Opal Kelly RAM to manage and buffer the

recording transfer. A second PipeOut has been added to bypass the RAM buffering and to provide

the spikes information with a lower latency. While the first PipeOut continues to stream the buffered

data in large chunks, the software runs a secondary thread polling the new PipeOut for new data ev-

ery millisecond. The FIFO connected to the pipe-out provides the software the count of words that

it contains. Whenever the software notices that this count is greater than 0, it reads from the PipeOut

all the spikes contained in the FIFO. The words counter is given to the host by the WireOut construct

of the Opal Kelly, which thanks to an endpoint exposes FPGA variables of 32 bit via USB through an

API. The spikes acquired by the software can be streamed via the UDP protocol to any user-defined IP

address. The packet is formed by four integers of 4 bytes in Big-Endian order, which are ordered in an

array position from 0 to 3: Zero, timestamp, amplitude, and channel. If the acquisition system saves

data on the disk, the detected spikes are also stored in a separate file from themain record. Thanks to the

WireIn constructs, used to show variables from the software to the FPGA, the user can control the digi-

tal spike detector through the software to run or stop it, to set the threshold multiplier (in 0.5 step), the

blindwindow length (to stop the detection for a fewms after a stimulation command) and the channels

whose outputs have to be active. These parameters are exposed to the user with a dedicated application

window that can be reached from the main window of the RhythmStim application, which also shows

a real-time raster plot of the spiking activity (Figure 3.8).
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Figure 3.8: Graphical user interface. The window on the left shows the real time raster plot and allows tuning the parameter of the spike
detector. The window on the right is the standard application window that shows the raw recording and manages the interface with the
recording system.
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3.3 SYNCH integration

An implantable array of microelectrodes records and stimulates neural signals via the Intan RHS stim-

ulation/recording controller, developed to integrate the feature required for the purpose. The spiking

activity is detected and fed to an array of memristors that process spikes and changes their weight ac-

cording to synapse-inspired mechanisms such as spike-timing-dependent plasticity. A control unit (CU)

completes the link between the network of neurons and SNN in this forward path, encoding the weight

of each spike to a stimulus suitable for the stimulation of the SNNneurons and routing it to the target ar-

tificial neurons. In the backward path, fromdigital to biological, theAP signals of SNNoutput neurons

are routed by the CU to the memristor array, driving plasticity weights that are then transformed into

weighted pulses for ICMS. The SNN, after initialization, will perform autonomously and adaptively

control of the network of neurons.

The system integration took place in two steps. A first approach was to remotely connect the com-

ponents using UDP as a communication protocol to build a prototype of the overall integrated system.

Remote testing was performed using both pre-recorded data and synthetic signals to include the Intan

RHS controller. The major milestone was to simulate the flow of the information and to ensure that

the components were able to elaborate the data in a correct regime. Local integration has been achieved

with direct and fast hardware communication between devices.

Electrophysiology setup

The Intan RHS stimulation/recording controller governs a multielectrode array implant that records

and stimulates activity in the barrel cortex of a urethane anesthetized rat as described in Section 2.1.

It detects the spiking activity and communicates it to the CU, preserving the timing and location of

the events for an accurate reconstruction and propagation of information about the neuronal activity.

Also, whenever triggered by the CU, the controller applies the ICMS to the tissue, to drive the neuronal

activity. The implementationof this system is part of thiswork and is extensively discussed in Section3.2.

This implementation is developed on the FPGA of the Intan Technologies RHS stimulation/recording

controller and synthesized as a digital circuit, to deal with the spiking events in a rate compatible with

the biological signalling time.
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For an agile testing and debugging of the local connections, I developed a surrogate source of spike

capable of replaying prerecorded data. It is developed on a board providing a System-on-Chip that in-

cludes anARMprocessor and anFPGA.ALinux-basedoperating systemwas streaming theprerecorded

spikes to the programmable logic of the FPGA, where they are sent from a UART module providing

the same communication characteristic as the one that I implemented in the Intan RHS controller.

Control unit

The CU acts as a router and manages the different components of the overall system. It routes the

spikes and encodes to appropriate stimuli that are applied both to memristors and to SNN neurons.

It also biases the SNN, allowing to program and initialize the SNN according to the desired model

parameters (e.g., connectivity and synapticweights, basal excitability of neurons) and includes amachine

learning layer to classify the output of the SNN, providing feedback stimuli to the neurons. This is

quite intriguing as it takes a role that resembles the one of diffuse neuromodulation systems that control

global connectivity and excitation state in the real brain, thereby closing the adaptive stimulation loop.

It can embed neuromorphic digital circuitry for emulation of synaptic plasticity. It is developed at the

Technische Universität Dresden [126].

A Xilinx Spartan-6 FPGA was used within the CU system to increase the total lines to support the

connection to the other devices, even with large parallel communication such as the Address event rep-

resentation (AER) protocol to and from the SNN. This FPGA also adjusted the input/output voltage

of the CU (1.8V) to interface with the Intan RHS controller (3.3 V) and the memristor setups (5 V)

using UART set to run at 11520 Baud, using one stop-bit and even parity. A mapper was included in

the FPGA design, which allows to conveniently switch between several routing scenarios in order to

perform individual experiments either with a source streaming pre-recorded data, the Intan RHS con-

troller and to include or exclude the memristors setup. Here, the incoming data from the other setups

is entering into a buffer, whenever it is available at the interfaces. In situations where several interfaces

aim to write into the buffer at the same time, a fixed prioritization is applied, and the remaining inter-

faces are read out as soon as the buffer is available, with an higher priority towards events from the SNN,

according to the expected data rates for incoming data from the sources. All incoming data is routed

to the CU, where it is processed, and corresponding messages are sent back to the FPGA. The CU is
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capable of individually addressing the partner setups by means of a destination ID, which is interpreted

by the CU-FPGA and then determines the routing. In this configuration, the CU forms the center of a

star-shaped network topology, analogous to the setup prototyped using UDP.

Memristors

Thememristors arraywill serve as synaptic processors for the implementationofneuromorphic synapses.

In the electrical-to-biological pathway, digital spikes arriving from artificial neurons will be turned into

analogue, weighted signals by the memristive synapse-like memory. The memristive setup is realized by

ARC Instruments [127] and consists of a board conditioning an array of memristors, commended via

a computer. The board provides the electronics required to apply the chosen pulses to the memristors,

and to read out the resistive state over time.

Spiking neural network

The SNN is developed as an hardware circuit on chip, meaning that it is an embedded neuromorphic

platform that mimics the behavior of a real neuronal network, where neurons are physical circuits and

fully interconnected by realwire that can assume differentweights. The SNNwill work as reservoir, pro-

viding temporally integrated and nonlinearly expanded signals, but also as a component analyzer to en-

able the learning of the basic components of the input signal to represent them by independent compo-

nents. Both of these features will be enabled by an on-line adaptation through synaptic and homeostatic

plasticity rules, allowing to study of the co-adaptation of the biological and the artificial networks. The

SNN is developed by SynSense (Neuromorphic Processor Dynap-SE2 [128]) and consists of a board

that hosts the neuromorphic chips with the networks of neuron, together with asynchronous digital

circuits for managing the address-event traffic.

Communication protocols

AER is used in order to ensure communication of spike events among the subsystems. AER describes a

family of communication protocols that are used to exchange data with neuromorphic hardware. Due

to its asynchronous nature, this protocol is well suited for the transmission spikes from and to the SNN,

thus is used to connect directly the CU to the SNN. Being designed for the communication of spikes, it
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relies on a four-phase Handshake, to receive and transmit firing activity that gets translated from digital

pulses to postsynaptic potentials on the memristor. Whenever a valid datum is applied to the data lines,

multiplexed in a bus 20 lines, the sender lowers the Request control line. The receiver correspondingly

lowers the acknowledge line (both are active low). After this first phase, the receiver is required to keep

the acknowledge line low until the datum is processed, and then releases the line. The transaction is

closed as soon as the sender responds to this by releasing theRequest as well. Likewise, artificial neurons

action potentials are multiplexed and applied to the outgoing parallel data bus of 20 bit (and the two

control signals additionally).

A serial transmission of the data based on the universal asynchronous receiver-transmitter (UART)

protocol is used to connect the CU, the Intan RHS controller and the memristors setup. The choice of

employing this protocol for connecting these devices stems from the limited number of available con-

nections on these controllers. Using UART allowed to reduce the required lines count from 44 for

bidirectional AER to only 2 for the serial interface. Data from these setups is processed and produced

channel by channel, that means that no events are generated concurrently. This also enables the possi-

bility of direct connection to a computer for logging, via off-the-shelf UART/USB adapters and thus

ensures a fast debug and validation of the data transmission. Detected events are communicated in 4

Bytes, with the upper 20 Bit being composed of timestamps, and the lower 10 bit corresponding to the

artificial neurons IDs. The CU utilizes this protocol as well, in order to send and receive data from/to

the FPGAwithin the CU system.
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Results
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Figure 4.1: Barrel cortex response to mechanical whisker stimulation Left: LFP response to stimuli for each layer of the barrel cortex. In
blue, the average LFP; in gray, the LFP of each stimulation trials aligned to the stimuli onset. Signals are the mean of channels recording
in the same layers. The red vertical line indicates the time of the stimulation. Right: spikes raster of the event‐related activity. In gray,
the spikes of the 29 trials are aligned to the stimuli onset and stacked for each channel. The red vertical line indicates the time of the
stimulation.

4.1 Mechanical stimulation of the whisker

Studies have shown that neurons within the barrel cortex respond with increased spiking activity when

awhisker touches an object [129]. This type of response can be divided into two distinct components: a

short-latency response that is thought to originate fromdirect synaptic input from thalamocortical affer-

ents and involve excitatory postsynaptic potentials (EPSPs) as well as inhibitory postsynaptic potentials

(IPSPs) at different depths of layer IV in the barrel cortex; a long-latency response that is thought to be

generated by intracolumnar circuits involving both excitatory and inhibitory neurons located deep in-

side layer IV barrels columns. These cells not only receive input from thalamocortical afferents, but also

generate their own local signals through recurrent connections between pyramidal cells and interneu-

rons within each columnar circuit. The result is a prolonged depolarization or burst of firing due to

increased EPSP activity followed by IPSP inhibition, resulting in decreased spiking activity after stimu-

lus offset [130].

The stereotypical LFP evokedby the stimulationof thewhisker comprises threemainwaves: response

onset, with a latency of approximately 5 ms after the stimulation, the principal peak of the response,

approximately after 15 ms, and a slower positive rebound after 20-40 ms [131, 132]. The course of the

principal peak wave in time corresponds to the distribution of the shortest latencies of the responses of

a single unit of pyramidal cells [101, 133]. This is supported by our experimental data and shown in the

example of Figure 4.1; the experimental protocol and the equipment are described previously in 2.
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4.2 Intracortical microstimulation

By applying ICMS to the barrel cortex of the anesthetized rats, a remarkably different response can be

observed than that evoked by mechanical stimulation of the whisker. Two example trials showing the

response are reported in Figure 4.2. The evoked response consists of a first period of inhibition of the

activity, followed by a spindle-like activation that lasts up tomore than a second and spreads from the IV

layer to layer II and VI. Figures 4.3 and 4.4 show, respectively, the average LFP and the spiking activity

during the spindle-like response to the stimuli of an experiment in which ICMS were given with an

amplitude of 10 μA every 7 seconds in the upper part of the layer Va. The response starts with a spiking

activity inhibition corresponding to anLFPdown-states of 120ms, followed by a spindle-like oscillatory

activity at a frequencyof 9.8Hz. Thedensity of the spikes during the spindle peaks sensibly increases and

decreases up to 7 times, synchronously with peaked up-states in the LFP. Previous works [134, 13, 135]

showed stimulation in the neocortex of rats and mice under different anesthetics and in awake rodents

to produce the same initial inhibition of spiking activity, but did not highlight any subsequent spindle.

More generally, the experimental results from 29 rats and many sets of stimulation at different am-

plitudes and depth show a median inhibition of activity after the stimuli of 124 ms and a following

spindle with a median frequency of 11 Hz, as shown in Figure 4.5a. Figure 4.5b shows the the median

absolute deviation (MAD) distribution of the spindle frequency and the inhibition duration, between

different sets on the same animal. Spindles can last up to more than a second, with a minimum of 3-4

peaks, up to a dozen. During the spindle, activity is strongly correlated across layers from VI to II/III

(bottom right of Figure 4.3 and Figure4.4 for LFP and firing rate, respectively). Spindles originate from

the central layers (IV and the upper end of Va) and propagate up to layers II and down to layers VI dur-

ing mid-oscillations, before terminating at the same depth. Some rats show a slight shift in the depth

of the spindle origin, and some have a second source in the lower part of the layer Va. In the latter case,

there are two distinct depths from where the spindles originate simultaneously, before merging in the

mid-oscillations and terminating again at the same depths.
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Figure 4.2: Spindle responses evoked by ICMS. Top: Combined view of event‐related LFP and spiking activity of 2 ICMS example trials.
In blue, the average LFP of channel in the same layer; in gray, the spikes for each channel. The red vertical bar indicates the depth and
the time of the stimulation, the orange area delimits the artifact interpolation. Bottom: firing rate in spikes/s in a 10 ms moving window.
The red vertical line indicates the stimulation time.

ICMS shapes

Changes in stimulation amplitude or depth do not show a significant variation in the average response

shape (P>0.05, Kruskal-Wallis test, distribution of activity inhibition and spindle frequency shown in

Figure 4.6a) or in response strength (spikes count and LFP amplitude). Increasing the ICMS amplitude

shows a linear relation with the probability of evoking a spindle with a gain of 16.2% (± 1.24 %) every 5

μAof ICMS amplitude (Figure 4.6b). A stimulus amplitude lower than 5 μAdid not show any response

in the vast majority of the anesthetized rats. The stronger the current, the more the propagation of a

voltage level that leads to a depolarization of the tissue that causes the activation of farther and overall

more neuron somata and fibers. This may imply a local population dynamic where a minimal level of

excitation spread is required to generate a spindle. Different thresholds in different animals could be

related to the types and the amount of excitable tissue nearby the stimulating electrode. Furthermore,

stimulation of amplitudes greater than 15 μA shows a significant reduction in activity inhibition vari-

ability between trials in the same animal (P<0.01,Mann-Whitney U-test, Figure 4.6c). The stimulation

indicated asmax indicates an amplitude at the maximum stimulation limit of the system of 7 V, corre-

sponding to about 25 μA, depending on the animal. Changes in the layer where stimulation is applied

show no significant differences in the number of evoked responses with the same amplitude when stim-

ulating between layers IV, V and VI, while stimulation in the supragranular layers, II and III, shows

to be less effective (about 30% less probability). This is probably due to the stimulation being more
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Figure 4.3: Event‐related LFP activity evoked by ICMS in the barrel cortex. Top: average LFP for 42 ICMS applied to layer Va. In blue,
the average LFP; in gray, the LFP of each stimulation trials. Signals are the mean of channels recording in the same layers and trials are
aligned to the stimuli onset. The red vertical bar indicates the depth and the time of the stimulation, the orange area delimits the arti‐
fact interpolation. Middle: average of the power spectrums of the LFP activity in layer Va of the 42 stimulation trials. The red vertical
bar indicates the stimulation onset, the horizontal black line highlights the response frequency of 9.8 Hz. Bottom left: cross‐correlation
between the single trials LFP responses in layer Va and their mean. The lags between trials show a standard deviation of 14.3 ms, high‐
lighted by the overlay rectangle. Only trials showing a maximum cross‐correlation higher than 0.3 are considered. Bottom right: post‐
stimuli correlation between LFP average responses of each layer. The oscillatory activity, despite the different amplitudes, is strongly
correlated across all the layers, except for the layer I.
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Figure 4.4: Event‐related spiking activity evoked by ICMS in the barrel cortex. Top: spiking activity per channel of 42 ICMS in layer Va.
In gray, the spikes of the 42 trials are aligned to the stimuli onset and stacked for each channel. The red vertical bar indicates the depth
and the time of the stimulation, the orange area delimits the blanking windows where events cannot be detected due to the stimulation
artifact. Middle: firing rate response to stimuli of each layer, accumulated in a 10 ms moving window. In blue, the average firing rate
over trials; in gray, the firing rate of each stimulation trial. Firing rate of channels in the same layers are averaged and trials are aligned to
the stimuli onset. Red vertical bar and orange area as before. Bottom left: In blue, average autocorrelation of the spiking activity of layer
Va in bin of 1 ms; in gray, the autocorrelation of each stimulation trial. The red line shows the autocorrelation found by permutation
test (P=0.95), while the black vertical line marks the peaks at 102 ms of lag, indicating an oscillatory frequency of 9.8 Hz. Bottom right:
post‐stimuli correlation between average firing rates of each layer. The oscillatory activity, despite the different amplitude, is strongly
correlated across all the layers.
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(a) (b)

Figure 4.5: Distribution of spindles frequency and activity inhibition induced by ICMS. (a) Distributions of spindle frequency (left) and
activity inhibition (right) evoked in different rats; for each rat showing a valid response in more than one stimulation set, the median
value has been considered. (b) MAD of spindle frequency and activity inhibition between sets of same rats.

(a) (b) (c)

Figure 4.6: Effect of amplitude and depth on the spindles evoked by the ICMS. (a) Distribution of the spindle frequency (top) and the
activity inhibition (bottom) for stimulation applied at different amplitude in layer VI. Kruskal‐Wallis test results in a non‐significant differ‐
ence (P>0.05) between groups of stimulation amplitudes. Stimulation applied to layers IV and V shown similar results. (b) Percentage of
rats where spindle responses has been evoked for different stimulation amplitudes. There is a significant relationship (P<0.001) between
stimulation amplitude and the probability of a spindle to be evoked. (c) Distributions of the per‐trial variability of the evoked activity
inhibition for stimulation amplitude lower than 10 μA and greater than 15 μA.

effective in activating the most excitable elements in the cortex, the large fibers of pyramidal cells [104].

Stimulating fibers leads to amajor spread of stimulation that targets excitatory neurons on layers IV and

Vb, which receive synaptic input from the VPM. Figure 4.7 describes the spindles in terms of firing rate,

with different stimulation amplitudes and depth: in the top part the firing rate sum of the stimulation

trials is shown per channel, in the middle part the sum of the firing rate in the whole barrel is shown

per trial, in the bottom part the autocorrelation of the overall spiking activity is averaged between trials,

highlighting the average spindling frequency.

Age, weight, sex and temperature effect

Age (range P25-P35) and weight (range 80-160 g) of the animals do not seem to influence the response

probability significantly (correlation t-test, P>0.05), as well as the body temperature recorded simulta-
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Figure 4.7: Spindle activity evoked by the ICMS per trial. Four example sets from the same subject. From left to right, stimulation of 10
μA at layer Va, 10 μA at layer VI, maximum amplitude at layer Va, and maximum amplitude at layer VI. Top: firing rate in a 10 ms mov‐
ing window of the average evoked response per channel. Middle: sum of the firing rate of all the channels in a 10 ms moving window
ordered per trials. The red line indicates the ICMS. Bottom: mean of the autocorrelations of the post‐stimuli evoked activity of trials, in
blue, and autocorrelation of the single trials, in gray. The spindle is preceded by the same average duration of activity inhibition across
sets, also the average spindle frequency remain similar.

neously with the barrel cortex activity. Neither gender significantly affects the probability of evoking

the response (t-test, P>0.05).
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4.3 Spindles in spontaneous & mechanically evoked activity

During the experiments, spindles have also been observed in response to mechanical stimulation of the

rat whisker and in spontaneous activity, without perturbing the state of the anesthetized animal with

any stimulation. In both cases, the spindles show frequencies and durations similar to those evoked

by ICMS. Spindles in spontaneous activity can be found in about half of the rats (28/55) and are not

preceded by any inhibition of activity (Figure 4.8). Spindles in response evoked by whisker stimulation

occur in a fewer rats (5/20) approximately 400ms after the onset of the stimulus. The spindle is preceded

by the expected stereotyped response at the mechanical stimulation of the whisker, as in Figure 4.9. An

example experiment is shown in Figure 4.10 in LFP and in Figure 4.11 in spiking activity. On the left

of both figures, the activity has been averaged to the whisker stimulation onset: given the intra-trial

variability, the average response is not clear, while it is clear in single trials. On the right side of both

figures, trials have been aligned to the response: the average evoked spindle is highlighted, as well as the

lag introduced to align the trials. The delay from the stimuli to the spindle, in addition to being longer,

also has greater variability between trials in the same subject compared to ICMS, as visible in the example

of Figure 4.12.
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Figure 4.8: Spindles observed during spontaneous activity. Top: rasterplot of the spiking activity and global firing rate. Middle: LFP
activity, channels of the same layers are averaged. Bottom: power spectrum of layer Va, average of 8 channels. Spindles of 11.9 Hz are
highlighted with a red overlay from time 253.74 to 254.65 and from 256.28 to 256.96 ms in both the spiking activity and the LFP, while
the rat was not undergoing any stimulation.

Figure 4.9: Spindles evoked by whisker mechanical stimulation. Top: event‐related LFP averaged from channel in the same layers of 3
ICMS example trials. Bottom: spikes and firing rate in spikes/s in a 10 ms moving window. The red vertical line indicates the time of the
stimulation. The spindles start with a notably different delay about 400 ms after the stimuli.
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Figure 4.10: LFP response evoked by whisker mechanical stimulation. LFP of 29 mechanical stimulation of the whisker. About 15 ms
from the stimulation onset, the stereotyped response. Signals are the mean of channels recording in the same layers. Top left: LFP
response in each layer the barrel cortex aligned to the whisker stimulation onset. In blue, the average LFP of each layer; in gray, the LFP
of each stimulation trials. The stereotyped response evoked by the mechanical whisker stimulation consisting in a strong deflection of
the LFP can be observed 15 ms after the stimuli, followed by a slower positive rebound. The red vertical line indicates the stimulation
time. Top right: LFP response of each layer of the barrel cortex aligned to the spindle response. In blue, the average LFP of each layer; in
gray, the LFP of each stimulation trials. The red vertical line indicates the stimulation time. Bottom left: average of the power spectrums
of the LFP activity in layer Va. The red vertical bar indicates the stimulation onset, the horizontal black line highlights The response
frequency of 9.8 Hz. Bottom right: cross‐correlations of the stimulation trials of LFPs before and after the alignment, underlying the
delay variability. The second graph shows the little variability in the spindle frequency between trials after the alignment.
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Figure 4.11: Spiking activity evoked by the whisker mechanical stimulation. Spiking activity and average firing rate of 29 mechanical
stimulation of the whisker. About 15 ms from the stimulation onset, the stereotyped response. Top left: rasterplot of the spiking activity
stacked by trial for each channel, aligned to the stimulus onset. The stereotyped response evoked by the mechanical whisker stimulation
consisting in a peaked increase in the firing rate can be observed 15 ms after the stimuli. The red vertical line indicates the stimulation
time. Top right: rasterplot of the spiking activity stacked by trial for each channel, aligned to the elicited spindle activity, to emphasize
the oscillatory response. Red bars indicate the stimulation time of the trials. Bottom left: autocorrelation of the post‐stimuli spiking ac‐
tivity of layer Va. In gray, the autocorrelation of the single trials, in blue their average. In red, the autocorrelation found by permutation
test (P=0.95). Bottom right: firing rate response to the whisker stimuli of each layer, smoothed by a 10 ms moving window. In blue, the
average firing rate of each layer; in gray, the firing rate of each stimulation trials. Signals are the mean of channels recording in the same
layers. Red bars indicate the stimulation time of the trials.
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Figure 4.12: Spiking activity evoked by the whisker mechanical stimulation per trial. Two example sets from the same subject. On the
left, the set does not show any spindle evoked by the whisker stimulation, on the right, many set show a spindle response. The spindle
is preceded by non‐coherent activity between trials and starts about 400 ms after the stimuli, with great variability between trials. The
average spindle frequency remain similar. Top: firing rate in a 10 ms moving window of the average evoked response per channel. Mid‐
dle: sum of the firing rate of all the channels in a 10 ms moving window ordered per trials. Bottom: mean of the autocorrelations of the
post‐stimuli evoked activity of trials, in blue, and autocorrelation of the single trials, in gray.
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Figure 4.13: Spiking activity evoked by ICMS in the barrel cortex and VPM. Top: combined view of the event‐related LFP and MUA
events of 60 trials. Lines indicates LFP mean and standard error of the mean, dots indicates spikes stacked per trial for each channel.
The red vertical bar indicates the depth and the time of the ICMS pulse, while the orange area delimits the artifact interpolation. Bottom:
mean and standard error of the mean of the spikes sum per area smoothed by a 10 ms moving window. Red vertical line indicates the
time of the ICMS pulse. Brain areas are grouped by color: barrel cortex in blue, white matter between barrel a thalamus in yellow, and
VPM in green.

4.4 Corticothalamic activity

Spindles normally arise from interactions between neurons located within specific regions of the brain

such as the thalamus and cortical layers IV-VI [63, 64]. From the experiments carried out recording

from the barrel cortex and the VPM simultaneously (see 2.3) I did not find any correlation between the

ongoing activity of theVPMduring the spindle in the barrel cortex, neither at the spiking nor at the LFP

level; an example is shown in Figure 4.13. Mechanical stimulation of the whisker, however, showed a

correlation at the level of LFP activity of the classical response as in Figure 4.14, suggesting correct place-

ment of the probe at the recording site, a conclusion further enforced by histological examination of the

probe stain. Furthermore, also spontaneous spindles and spindles eventually after a whisker stimulation

do not show any correlated oscillations in the VPM recorded area in LFP or spiking activity.
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Figure 4.14: Spiking activity evoked by the whisker mechanical stimulation in barrel cortex and VPM. Top: combined view of the event‐
related LFP and MUA events of 30 trials. Lines indicates LFP mean and standard error of the mean, dots indicates spikes stacked per
trial for each channel. Bottom: mean and standard error of the mean of the spikes sum per area smoothed by a 10 ms moving window.
Brain areas are grouped by color: barrel cortex in blue, white matter between barrel a thalamus in yellow, and VPM in green. The red
vertical lines indicates and the time of the whisker stimulation.
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4.5 Spindles modulation

After the spindles characterization, I tried to modify the activity to write in the barrel cortex different

information via a set of stimuli. By applying ICMS trains in a range of frequencies close to the spindles

one, the activity can be phase locked to the stimulation frequency. Spindles can bemodulated in a range

between 5 and 20 Hz, phase locking them to the stimulation frequency. A single spindle modulation

example is shown in Figure 4.15, while the average results of example experiments phase locked to all the

frequencies can be observed in Figure 4.16. A critical frequency can be recognized, corresponding to the

natural spindle frequency of each rat. With a stimulation frequency lower than the critical frequency,

the oscillation is strong in amplitude and the activations occur in the second half of the stimulation

period (Figure 4.16a to d), far from each stimulation onset of the train; with a stimulation frequency

greater than the critical frequency, the oscillation is weaker in amplitude and the activation occurs in the

first half of the stimulation period, close to each onset of the train (Figure 4.16e to g). In other words,

the spindle changes gradually the phase respect to the ICMS from being greater than π to smaller than

π while increasing the ICMS frequency. Unfortunately, because of the stimulation artifact, the LFP

signal is corrupted for the greater part of each stimulation period of the trains. This prevents the use of

LFP to draw conclusions about the behavior of neural activity during trains. The spiking activity signal,

instead, returns to the normal regime after 10 to 15 ms, resulting in a clean signal without distortion

immediately after the blanking window, leaving enough valid time between stimulations to investigate

the activity.

4.5.1 Arnold’s tongues

Periodic pulse stimulations of the barrel leads to a frequency locking of the spindles: this can be seen as a

hint that the neuronal population –during a spindle– can be considered as a macroscopic self-sustained

oscillation. To investigate this theory, I evaluated the strength of the frequency locking between the spin-

dle and the ICMS train, quantified as the small difference being created. This highlighted a zone where

independently of the stimulation amplitude, this difference was around the 0 Hz. But, of greater signif-

icance, this highlighted also that when the ICMS frequency was pushed farther than the natural spindle

frequency, this difference became greater. Also, when varying the stimulation amplitude, this difference
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Figure 4.15: Spiking activity evoked by ICMS train at 6 Hz. Top: event‐related spiking activity of 2 ICMS example trials. Dots mark the
spikes of each channel. The red vertical bar indicates the depth and the time of the stimulations. Bottom: firing rate in spikes/s in a 10
ms moving window. The red vertical line indicates the stimulation time.

was greater when a small ICMS amplitude was applied and smaller when an higher amplitude was ap-

plied. The quantification of this spindle frequency trend while varying the superimposed stimulations

frequency and amplitude clearly shown a plateau in the surroundings of the spindle natural frequency

thatwaswiderwith the higher stimulation amplitude. The frequency locking condition, where external

stimulation ω is equal to the frequency of the oscillator Ω, is important and applies over a range of am-

plitudes (I) and frequencies (ω) of the forcing. This domain, where the frequencies are locked, is known

as the Arnold’s tongue. The overall frequency difference found while varying frequency and amplitude

of ICMS is shown in Figures 4.17 and 4.18. The wider, flat triangle enclosed by the plateau that are

generated when the stimulation amplitude is increased, draw indeed an Arnold’s tongue.

Generally, frequency locking implies a rational relationship between the two frequencies, such as

Ω : ω = n : m, where n andm are integers. For noisy oscillators, the locking condition is not always

exactly fulfilled, but the locking domains can still be observed in real-world oscillators, at least for the

main locking region n = 1, m = 1. The ability to synchronize or entrain with an external drive is a

general property of endogenous oscillators and applies to macroscopic oscillations of ensembles, such

as groups of interacting neurons [136, 137]. Therefore, if the reductionist approach outlined earlier is

valid, brain rhythms should exhibit frequency locking to external forces. This iswhat is here observed for

the sustained rhythmic activity of spindles in the barrel cortex and thesemeasurements provide evidence

of an Arnold’s tongue. This result is important, e.g., for understandingmechanisms of possible control
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Figure 4.16: Spiking activity evoked by 30 trains of stimuli of frequency from 5 to 20 Hz. On the left, the spikes raster of the event‐
related activity. In gray, the spikes of the 30 trials are aligned to the stimuli onset and stacked for each channel. The red vertical bar
indicates the depth and the time of the stimulation, the orange area delimits the blanking windows where events cannot be detected
due to the stimulation artifact. On the right, the autocorrelation of the post‐stimuli spiking activity of layer Va. In gray, the autocorre‐
lation of the single trials, in blue their average. In red, the autocorrelation found by permutation test (P=0.95). The black vertical line
indicates the peak of the autocorrelation lag, that indicates the oscillation frequency. From top to bottom: 5, 6, 8, 10, 12, 14, and 20 Hz.
Spindles are phase‐locked to the stimulation frequency.

of pathological brain activity [138, 139].
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Figure 4.17: Frequency locking of the spindle evoked activity with increasing stimulation amplitude.

Figure 4.18: Pictorial illustration of Arnold’s tongue. Left: 3D representation, with surface interpolation and color‐coded by the differ‐
ence between the frequency of the evoked spindle and the stimulation frequency. Right: color gradient representation of the Arnold
tongue, with interpolation. The phase locking area is delimited by the black lines (stimulation frequency ‐ 0.3 to stimulation frequency +
0.7 Hz)
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Figure 4.19: Spike detection of a single unit Action Potential (AP) activity on 15 s of acquisition. The vertical blue line corresponds to
a cathodic to anodic ICMS of maximum amplitude of 200 μs per phase injected by a channel 520 μm distant. Top: Spikes generated
by a neuron nearby the recording electrode surface are clearly visible. Positions and amplitudes corresponding to events detected are
circled in orange. The ICMS artifact, recorded as a fast oscillation ranging from −3.5 to 5.5 mV, is magnified in the blue box on the right,
where the vertical red bar indicates the stimulation instant. Bottom: The energy output from the SNEO (in gray), is compared with the
dynamic threshold in solid green to detect the spikes. In comparison, the threshold altered by the firing‐rate based on the whole signal
RMS computed in the same timeframes is shown as the dashed purple line. The ICMS energy answer is magnified in the blue box on the
right and is several orders of magnitude bigger than the values observed in the graph (∼ 107). Despite this, the threshold estimation is
not altered, and the stimulation artifact does not cause false events detection.

4.6 Electrophysiology extended setup testing & results

The spike detector has been tested in simulations and in experiments conducted in the barrel cortex of

anesthetized rats as described in the 2 Section. The experimental protocol ICMSs at the meximal μA

amplitude. Figure 4.19 shows the detection performance on 15 s around one of the given ICMS of a

channel recording a strong spiking signal. The threshold multiplier is set to a value of 18 to focus on

the detection of the single unit AP. Note that the first spikes are lost due to the threshold initialization.

The threshold fluctuation depends on the MUAs energy around the APs, which being undetected (as

expected), influences theRMS level. Anyway, the fluctuation is small compared to the energy developed

by the spikes and the threshold remains closer to what would be the noise-based value, allowing for

higher accuracy than can be achieved with the classic RMS-based threshold. The accuracy achieved on

the entire acquisition of 5 minutes is 92%, with 1369 spikes detected out of 1429 and 58 false negatives.

The accuracy, once again, has been defined as the relationship between the correct detection and the

sum of the total spikes and the false positives.

The offline analysis performed on our experiments showed that clear APs were found in a reduced
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Figure 4.20: Multi Unit Activities (MUAs) on 3 s of acquisition. Top: Activity recorded by an electrode without any clear source of APs
near the surface. The MUAs oscillations detected are circled in red and provide a firing profile of the neuronal population. On the right,
the detection of the highlighted single MUA is magnified. Bottom: The energy output from the SNEO operator (in gray, reported in a
logarithmic scale), is compared with the dynamic threshold in solid black to detect the oscillations. The threshold based on the RMS of
the entire signal is reported with the dashed line for comparison. On the right, the energy response of the highlighted MUA is shown.

subset of channels. Given the low number of channels and the different morphology of the covered

layers of the barrel cortex, the probability of having multiple neurons close to the electrode surface is

low, resulting in only one or two channels acquiring strong APs. In the six experiments, spikes with a

strong negative peak below 70μVwere not present in any channel in two experiments, in two channels

in three experiments, and only on a single channel in one experiment. This is the reason behind the need

for an accurate MUA detection. Unfortunately, spike detection performances for MUA detection are

difficult to properly evaluate in simulation. MUAs are generated by the simultaneous activity of large

populations of spatially distributed and interconnected neurons, a behavior that is difficult to emulate

and explore on a synthetic dataset. Therefore,MUAs are quantified here on the basis of the information

provided by the in vivo experiments. An example of MUA detection from a channel without neurons

close enough to the electrode to allow identifying single-unit APs can be seen in Figure 4.20. The RMS

multiplier used tofind the thresholdmust be set to a value significantly lower than that used for the single

AP detection, and here is set to 5.5. Amore stable threshold compared to that of single AP detection can

be observed, which is due to the exclusion of the MUA contribution from the RMS estimation, while

MUA fluctuations during AP detection were treated as noise. The results are a smoother threshold

change between the different timeframes and the ability to also accurately detect smaller fluctuations at

the beginning and at the end of MUAs.
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The ICMS experiments evoked a response visible in both the LFP and the high frequency domain,

that allow to perform a comparison with the MUA detection. A stereotyped response, as shown in

Figure 12, has been evoked and, therefore, reliably detected in the six experiments for 12, 20, 26, 27, 27,

and 28 trials out of the 28 given stimuli. On all the trials where a responsewas visible in the LFP domain,

the spike detector highlightedMUAs correspond to theLFPnegative peaks. Figure 12 shows an example

of a stereotyped evoked response where MUAs are detected in channels near the stimulation site after

a silent period of 170 ms from the ICMS and further expands rhythmically in repetitions spreading

across multiple channels of the linear probe. In comparison, the activity detected before stimulation

shows some spurious desynchronized spiking activity.

The clock cycles required for each component of the design to produce the result are reported in

Table 4.1, where the latency of each pipeline component is evaluated, from the acquisition of samples

from the main RhythmStim loop to the writing of the results in the output FIFOs. The cycles required

are intrinsically dependent on the SNEOparameters k, which in this design is assumed to be 4. Table 4.2

compares the FPGA logic consumed by the Intan RhythmStim design by default without any addition

and the logic used after the modified implementation, highlighting the amount of space left available

on the FPGA for the eventual further development of other functionalities. This led to a power con-

sumption reported by the Xilinx XPower Analyzer of the modified design with spike detector of 1.002

W, with an increase of 0.096W over the default design consumption of 0.906W.

The first design constraint of the system is the sub-millisecond latency between a neuronal spike peak

in the biological domain and its detection and digital communication. The latency of the system can

be calculated from Table 3. Each of the 16 pairs of samples is acquired at 25 kHz, thus the total system

sampling rate is 400 kHz. Considering the spike detector working frequency of 100 MHz, each pair

disposes of 250 clock cycles to be elaborated, hence 125 cycles for each sample. The design requires 96

clock cycles to process a single sample, resulting in about 1 μs of processing time. The detection can

be algorithmically found after only 14 samples from a spike peak, since the kNEO output evaluates the

energy of the central sample in the 2k+1window and, in turn, the smoothing refers to the central energy

value of the Bartlett window of 4k+ 1, where k = 4. Taking into account the processing time and the

channel sampling period of 40 μs, the time required to detect a spike is approximately half a millisecond.

The communication latency depends on the UART baud rate: Assuming a rate of 115’200, 4 bytes can

87



Figure 4.21: ICMS evoked response in a 1.5 s window. The red bar at time 0 corresponds to a cathodic to anodic ICMS of maximum
amplitude of 200 μs per phase injected by the fifteenth channel every 10 s. A: LFP evoked response enhanced by band‐pass filtering
the signal between 5 and 200 Hz. B: Spiking activity enhanced by high‐pass filtering the signal with a cutoff frequency of 300 Hz. C:
Raster plot of MUA detection on data recorded by the linear probe. Channel 1 is the deepest in the barrel cortex, channels 28 to 32 are
excluded being outside the cortex. The electrode of channel 8 has a higher impedance and is not recording properly. Before the stim‐
ulation, a random firing pattern can be observed from −400 to −300 ms and a spontaneous synchronous activation at −140 ms. After
the stimulation, a synchronous activation of a neuronal population is observed spreading across the different channels. D: Cumulative
spiking activity (instantaneous firing rate) of the channels in a moving sum window of 10 ms.
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Component Clock Cycles
to Output Notes

Samples preprocessing 7 cross-clock and samples format
High-pass filter 11 complete the filter state after 17

Savitzky-Golay fitting 15 8 + mask length
SNEO 34 18 + 4× k (k = 4)

Thresholding 5
Local minimum 20 4× k + 4 (k = 4)

Samples post-processing 4 writing to output FIFOs

Threshold estimation1 11 the square root and 8 more cycles
are required every 215 samples

Total 96 125 cycles are available
between the two samples

Table 4.1: Clock cycles required by the design components to provide the output. 1 Threshold estimation does not influence the total
cycles count since no other components wait for its output.

Logic Default Custom Increment Available

Slice register 8883 13.770 4887 54.576
Slice LUT 17.775 23.065 5290 27.288
BRAM16 69 76 7 116
BRAM8 0 15 15 232
DSP48A1 8 19 11 58

Table 4.2: Logic utilization of designs.
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be transferred in less than 350 μs. This satisfies the initial constraint of the sub-millisecond processing

time required from a spike peak to its detection and propagation, for a fast and reliable closed-loop

system design. Obviously, the time required to transfer the spikes information via the USB to the host

computer is affected by different factors, but considering the privileged USB communication and the

1 ms polling by the host application, the spike receiving latency will be of a few milliseconds at most.

The second constraint was to have a higher system accuracy compared to the spike detection included in

the default RhythmStim design. The detection accuracy of this work allows for the detection of single-

unit APs with a great precision of up to 92%, with a reduced number of false positives and without

false detections during the post-ICMS artifact. Furthermore, the spike detector can be used to provide

a precise firing profile of MUAs that, due to the low SNR, are difficult to correctly recognize with a

standard threshold crossing approach. The firing-independent threshold helps in this by providing a

stable threshold value, especially when detecting MUAs, and it has the valuable advantage of avoiding

hand-tuning the threshold for each channel, an important limitation of the default spike detection. As

already mentioned, our recording from the rat barrel cortex showed strong APs –with a similar shape–

only on few channels per record, whileMUAs were recorded bymost of the channels. For this reason, a

spike sorter has not been included in the design. Table 4.3 shows a comparisonwith other similar recent

works. Work fromMurphy, M. at al. [140] is the most similar, being developed on the same recording

system, while works fromWang, P.K. et al. [122] and Luan, S. et al. [141] use only the same headstage.

Particularly, the latter is a battery-powered standalone platform that logs data on a SDcard and therefore,

could be considered to belong to another category of devices.
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This Work Default [140] [122] [141]

AP detection accuracy (%) 92 N/A 90.7 80–961 N/A
Latency (ms) ∼ 0.5 0.2 0.3–0.8 1.96 0.1

Supported channels 32 8 8 1 32
Automatic threshold ✓ × × ✓ ✓

Stimulation artifact dealing ✓ × ✓ × ×
MUA detection ✓ ∼ ✓ × ×

Sorting × × × ✓2 ✓2

UDP spike communication ✓ × × × ×
Use Intan RHS ✓ ✓ ✓ ✓3 ✓3

Code availability ✓ ✓ ✓ × ✓

Table 4.3: Comparison of this work with other works including the default spike detection of the Intan RHS stimulation/recording sys‐
tem. 1 On spike sorting; 2 off‐line clustering with template matching; 3 headstage only.
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4.7 SYNCH proof of concept experiments

The memristors platform currently require the communication to pass from a computer to be applied,

causing this link of the communication to introduce a non-deterministic latency. Thus, to validate the

local integration, experiments were performed both with and without the memristors setup, allowing

to test both the overall latency of the system with direct hardware connection –without memristors–

and overall information processing of the entire system chain –with memristors– For the configuration

without memristors, the spiking events detected by the Intan RHS controller were streamed to the CU,

which forwarded the activity to the SNN.Within the SNN, a recurrently connected network of artificial

neurons was stimulated with received events, and the activity of the silicon neurons was again fed back

to the CU.Here, the CU performed a simple rate estimation by counting incoming events and binning

them in a 10mswindow. If the event countwithin this time-windowexceeded a threshold, a stimulation

eventwas issued and routed to the IntanRHScontroller. The delays imposedby the path from source to

destination via the CU is deterministic and was measured at the interfaces of the corresponding Setups.

It has been measured in 816 μs from SNN to RHS and 1.2 ms from the Intan RHS controller to the

SNN. This, summedwith the small time required by the Intan RHS controller to stream an event from

a spike onset and the time to trigger a neuron in the SNN, keeps the timing very close to those of a

biological processing of the information. The memristors setup, when included, was receiving events

forwarded from theCUprior tobe sent to the SNN.The activitywas applied to amemristorwith apulse

of an amplitude proportional to the number of spikes in a batchof 10ms received froma chosen channel.

This caused a decay in thememristor resistance, which is dependent on the frequency and the amplitude

of the applied pulses. Only for the time the memristor resistance was still lower than a threshold, the

setup propagated the spiking activity retained by the system in the 10ms batch to the SNN through the

CU,mimicking the role of a synapse in a high excitability state. The 10ms batch approachwas included

to allow for the computer governing the memristors to deal with the high number of events received in

a way less influenced by the non deterministic managing of the timing in the loop. The overall setup is

shown in Figure 4.22, together with the conceptual scheme 4.23.

This experiment was important to test the deployed systems in a real-time processing of information

anddata exchange, to verify that the components behave as expected, even if the resulting spiking activity
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Figure 4.22: Locally integrated setups. The Neuromorphic Processor (Bottom Left) is interfaced with the CU via the FPGA and a 50‐pin
ribbon cable. The Intan RHS controller and the memristors computer (Top Center and Right) are interfaced via UART. The Oscilloscope
on the top left allows observing the artificial membrane potential of a neuron (Green Trace), as a response to individual Intan RHS con‐
troller channel activity (Yellow Trace)

of the barrel cortex was not brought into a significant regime. The next integration phases will include

the direct communication also with the memristors controller together with the implementation of the

homeostasis rules, to avoid the binning of the activity and to open a full real-time processing of the

data in the the closed-loop. Also, to complete the proof of concept and to move into a meaningful

conditioning of neuronal activity, online recognition of the SNN activity in the CU by a linear classifier

will be included. The classification has been already tested off-line on prerecorded data fed to the SNN,

and demonstrated great performance in the detection of both the whisker stimulation and ICMS, after

some tens of trials of training only.
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Figure 4.23: Full closed‐loop setup. Acquired raw data acts are processed to extract spiking data from the Intan RHS controller. The
CU forwards this data, stimulating the Neuromorphic Processor which acts as a reservoir and expands the dimensionality of the incom‐
ing data. Outgoing events from the Neuromorphic Processor are linearly classified by the CU and a stimulus message is sent to the
Intan RHS controller, triggering Stimulus generation. Simultaneously, the CU computes firing rates of artificial neuron populations, and
forwards them to the memristors setup. Here a homeostasis‐rule formulates adjustments in the artificial neuron models parameters,
keeping the population in a stable operating regime
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Conclusion
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In this thesis, I investigated the recording and stimulation of the neuronal activity of the barrel cortex

in urethane anesthetized rats. I presented the development of an entire system that allows the precise

and fast, at sub- millisecond, detection of the spiking activity during an in-vivo experiment. The system

is developed on the RHS stimulation/recording controller from Intan technologies, and it is deployed

alongside the original software and FPGA implementation of the device. It consists of an hardware

spikes detector based on the SNEO and an accurate estimation of a SNEO threshold based on the noise

baseline of the recordings of each channel. It also include a software extension of the original GUI of

the controller, that allow to control the detection parameters and to visualize the detection results. This

implementation supports an headstage of 32 channels recording the activity from 32 microelectrodes.

I then presented an electrophysiological characterization of the neural activity evoked by applying

ICMS to the somatosensory barrel cortex of rats in a deep anesthesia state induced by urethane. The

ICMS can evoke spindles of 11 Hz frequency synchronizing the activity across the entire barrel cortex

after an initial inhibition of the activity of about 120-130 ms. These spindles have a wide range of dura-

tion, up to seconds, and presentmany oscillations, up to a dozen. They originate from the central layers

(upper end of Va and IV) and span normally to layers III and Vb, especially during the stronger mid-

dle oscillations. I presented a characterization of the conditioning of these spindles, by modulating the

oscillation frequency using a train of electrical stimulations. I found that the spindle frequency is phase-

locked to the stimulation frequency in a range from 5 to 20Hz. Using then a combination of stimuli at

different amplitude (5 to 20 μA) and frequency (6 to 20Hz), I described the overall activity undergoing

the post-ICMS in the barrel cortex as a nonlinear dynamical system, following the phenomenon of a

macroscopic, self-sustained oscillator, described by the Arnold’s tongues.

I also found that the spindles evoked by ICMS seem to not involve the thalamocortical loops, sug-

gesting a strictly local population processing. This is contrary to what is commonly described in the lit-

erature relative on sleep spindles during SWS [142], suggesting that it could be a different phenomenon.

These spindles may also involve adjacent barrels near the ICMS site, and for this reason it would be

interesting to monitor the adjacent areas using a probe with multiple shanks.

Simulations conducted in partnership with the Graz University of Technology have shown that this

spindlingphenomenon is reproducible by simulating the experimenton anetworks of 500point current-

based generalized integrate-and-fire neurons (100 inhibitory and 400 excitatory randomly connected).
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I estimated the number of neurons that are stimulated in the half-radius surrounding the stimulating

electrode, given the current injected, the barrel neuronal density and the tissue conductance. We found

that a current injection to a population corresponding to that reached by an ICMSof 10 to 20 μAampli-

tude caused the simulated neuronal population to behave similarly as MUA during spindles shown in

this work. Neurons activity was oscillating between a high firing rate phase and a silent period, to then

return in a normal regime after some hundreds of ms. This would suggest a resonance phenomenon

between the activity of inhibitory and excitatory neurons during the evoked spindles, but it currently

does not provide enough insights to exclude the involvement of other brain areas.

To my knowledge, this is the first work that uses ICMS to evoke and modulate spindles in the barrel

cortex of rats. My findings support previous research suggesting that stimulation can modulate brain

activity, but my study is unique because I characterized this phenomenon modulating the spindle fre-

quency. This adds to the existing body of research on brain activity and stimulation in rodents new

insights into their dynamics, and contributes to the field of neuroscience by providing a new experimen-

tal model and a potential avenue for further investigation. The significance of my findings lies in their

potential implications for understanding brain function and dysfunction. Unfortunately, the use of

a urethane anesthetized model only and a yet lack of a general and precise understanding of the role of

these spindles in the literature, poses some limitations on how to exploit this phenomenon. For example,

further investigations in awake animal, or under a different anesthesia could provide a better disclosure

of this spindles origination: if strictly tied to the slow wave sleep, similar to the state caused by the deep

anesthesia state induced by the urethane, the spindles should disappear or transform.

The barrel cortex is a somatosensory area and integrates information from thewhiskers, tactile organs

used for navigation. Would it be possible to change the perception of a rat by changing the spindling

activity? Spindles have been strongly related to learning and synaptic development processes [143, 144].

Bymodulating the frequency of this activity, so changing the timing, couldmaybe lead to a different per-

ception of space or to store information about objects and environment on a different scale size. Also, by

imposing spindles by ICMS during the sleepmay be possible that thememorization of a newly explored

environment could be enhanced. Spindles, then, are a phenomenon diffuse throughout the cortex. A

characterization similar to what as been done here could be performed for other cortical areas, as in the

sensory or in the motor cortex, potentially leading to similar results. Once how the spindles precisely re-
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late to the learning andmemory process will be unveiled, themodulation of this activity during the SWS

can become a precious tool for both the treatment and the training in neurological disorders, specially

in diseases causing memory impairments as Alzheimer and Dementia.

Currently, the capability of modulating the spindles in a predictable way only provides a great test-

bench for the closed-loop paradigm of the SYNCH objective, even if still lack of a practical purpose.

This work reinforced the feasibility of the project of creating a hybrid system connecting a BNN in the

brain of a living animal and a SNN on a chip. The development of the real-time bidirectional interface

and its characterization demonstrate the viability of this approach and provide important insights into

the modulation of neural activity in living organisms.

Future perspective

The mesolimbic pathway is a collection of dopamine-releasing neurons that project from the ventral

tegmental area (VTA) to the ventral striatum (VS) in mammals, including humans. It is a component

of the medial forebrain bundle (MFB), which is a set of neural pathways that mediate brain stimulation

reward. This pathway regulates various cognitive processes such as incentive salience, motivation, rein-

forcement learning, and fear. The depletion of dopamine in this pathway or damage to its origin site

can decrease the willingness of an animal to obtain a reward. Additionally, the firing rate of neurons in

the mesolimbic pathway increases during the anticipation of reward, which may contribute to cravings.

To demonstrate the goodness of the SYNCH system, its first application will consists in treating neu-

rological disorders by rescuing motivation in a rat model of dopaminergic deficiency, which is related

to conditions such as depression, schizophrenia, and Parkinson’s disease. In the first place, electrophysi-

ological activity will be investigated in the VS during the formation of an association between auditory

cues andMFB stimulation in both the anesthetized and the freely moving animals. Then amultivariate

reinforcement learning task (MRLT) will be designed, that included classical and operant conditioning

trials that were rewarded either by natural (water) or artificial (MFB stimulation) reinforcers. Neuronal

activity is recorded while rats perform a task, and analyzed the activity of tonically active neurons dur-

ing different events of the task, and characterized the responses during the formation of an association

with learning. In general, tonically active neurons activity patterns consist of a fast excitatory response

followed by a prolonged suppression. The information is conveyed by the duration and amplitude of
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the excitatory and inhibitory components, and will be used to train the SNN in accomplishing the task.

The study found that in behaving animals, operant conditioning trials rewarded by natural and artifi-

cial reinforcers (MFB stimulation) had similar acquisition rates and performance levels. Additionally,

by considering the activity of groups of neurons, or neuronal ensembles, the information content is

enhanced.

The work done so far in the barrel cortex of urethane anesthetized rats shown to be a promising tech-

nique to test the capability of the system and tune it towards this scope. It is crucial in gain new insights

on computational properties of SNN and the ways to control the dynamics of the interconnected brain

networks. Furthermore, it will represent a tool to investigate emerging properties and to better under-

stand the computational properties of both the brain and artificial neural networks.
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