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ABSTRACT: The Namib Turbulence Experiment (NamTEX) was a multinational micrometeorological 
campaign conducted in the central Namib Desert to investigate three-dimensional surface layer 
turbulence and the spatiotemporal patterns of heat transfer between the subsurface, surface, and 
atmosphere. The Namib provides an ideal location for fundamental research that revisits some 
key assumptions in micrometeorology that are implicitly included in the parameterizations de-
scribing energy exchange in weather forecasting and climate models: homogenous flat surfaces, 
no vegetation, little moisture, and cloud-free skies create a strong and consistent diurnal forcing, 
resulting in a wide range of atmospheric stabilities. A novel combination of instruments was used 
to simultaneously measure variables and processes relevant to heat transfer: a 3-km fiber-optic 
distributed temperature sensor (DTS) was suspended in a pseudo-three-dimensional array within 
a 300 m × 300 m domain to provide vertical cross sections of air temperature fluctuations. Aerial 
and ground-based thermal imagers recorded high-resolution surface temperature fluctuations 
within the domain and revealed the spatial thermal imprint of atmospheric structures responsible 
for heat exchange. High-resolution soil temperature and moisture profiles together with heat flux 
plates provided information on near-surface soil dynamics. Turbulent heat exchange was measured 
with a vertical array of five eddy-covariance point measurements on a 21-m mast, as well as by 
collocated small- and large-aperture scintillometers. This contribution first details the scientific 
goals and experimental setup of the NamTEX campaign. Then, using a typical day, we demonstrate 
(i) the coupling of surface layer, surface, and soil temperatures using high-frequency tempera-
ture measurements, (ii) differences in spatial and temporal standard deviations of the horizontal 
temperature field using spatially distributed measurements, and (iii) horizontal anisotropy of the 
turbulent temperature field.
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T he vertical transfer of heat between the subsurface, surface, and the atmosphere is of 
fundamental importance to predict weather and simulate climate dynamics in numerical 
models (ECMWF 1988). Energy exchange at the surface interface controls boundary 

layer development, affects cloud formation, and results in local to global wind systems (Stull 
1988). In most applications, individual realizations of the temperature field and the detailed 
structure of the heat transfer at any point and time are not used, but rather the integral outcome 
over a certain time period or spatial domain such as a model grid cell. Hence, to calculate 
heat transfer between the land surface and the atmosphere computationally efficiently in 
numerical models, many processes (e.g., turbulent motions) are not resolved and dynamical 
three-dimensional processes are simplified to quasi steady-state one-dimensional problems 
(Garratt and Pielke 1989). Generally, this is justified by assuming horizontal homogeneity/
isotropy and short-term stationarity of the temperature fields in the subsurface, at the surface 
and in the atmospheric surface layer (Kaimal and Finnigan 1994).

Rigorous micrometeorological measurements are key to derive and evaluate the capabili-
ties and limits of underlying assumptions in heat transfer parameterizations for models. As 
it is difficult to establish spatially distributed measurement arrays, most measurements of 
temperature fluctuations and sensible heat flux dynamics at the surface–atmosphere interface 
are done at a single location and resolve only the time domain. Using the ergodic hypothesis, 
measurements in the time domain are then, under the assumption of horizontal homogeneity 
and stationarity, translated into spatially integrated measurements.

Nevertheless, the few detailed measurements of the spatial nature of turbulent heat transfer 
near the land–atmosphere interface reveal complex and partially self-organizing patterns 
(Schols 1984; Garai and Kleissl 2013). Persistent and fluctuating structures are found across 
a range of time and space scales from days to subseconds and from kilometers to millimeters. 
It has been long reported that the ergodic hypothesis may not be universally applicable across 
all scales (Tong 1996; Higgins et al. 2012). Further, failure of the fundamental homogene-
ity assumption has been discussed as a possible contributor to the energy balance closure 
problem (Mauder et al. 2020). Even at small scales (~10 m) over homogeneous surfaces, 
heterogeneities in the turbulent flow question the accuracy of one-dimensional treatments. 
Engelmann and Bernhofer (2016) investigated temporal and spatial fluxes in the Namib us-
ing a spatially distributed matrix of sonic anemometers and found temporal averaging alone 
underestimated fluxes compared to temporal and spatial averaging.

Multiple recent micrometeorological observation campaigns have been focused on intensive 
3D observation of the boundary layer to improve understanding and model representation 
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of specific processes at the subgrid scale, e.g., Boundary-Layer Late Afternoon and Sunset 
Turbulence (BLLAST; Lothon et al. 2014) to investigate the afternoon transition period and 
Chequamegon Heterogeneous Ecosystem Energy-Balance Study Enabled by a High-Density 
Extensive Array of Detectors 2019 (CHEESEHEAD19; Butterworth et al. 2021) for heterog-
enous vegetated surface cover. In the IPAQS campaign Morrison et al. (2021) combined high-
resolution and spatially distributed atmospheric, surface, and subsurface measurements at 
an idealized desert field site in Utah, United States, to investigate the spatial variability of 
the surface sensible heat flux and test simplifying assumptions in the surface energy balance 
equation over a homogenous surface. In addition, there are a few recent micrometeorological 
studies that targeted the dynamics of spatial air temperature fields using fiber-optic systems 
(e.g., Thomas et al. 2012; Zeeman et al. 2015; Zeller et al. 2021). Time-sequential thermography 
has also been used to investigate the rapidly changing spatial pattern of surface temperatures 
(e.g., Garai and Kleissl 2013; Morrison et al. 2017; Alekseychik et al. 2021).

The Namib Turbulence Experiment (NamTEX) provided a unique micrometeorological 
dataset in the central Namib Desert in March 2020. Using a combination of surface ther-
mography, spatially resolving measurements of air temperature, subsurface measurements 
at the microscale, and spatial and temporally integrating heat flux measurements, NamTEX 
provides multidimensional data acquisition of near-surface turbulence and energy flux. This 
dataset allows for the investigation of the turbulent motions that control the spatiotemporal 
patterns of heat transfer between the (sub)surface and atmosphere.

Research goals
This contribution details the scientific goals and experimental setup of NamTEX and presents 
initial results to illustrate the capabilities of spatially resolved measurement and analysis 
methods. The experiment had the following goals with the corresponding research questions:

1. To revisit the assumptions of one-dimensional and quasi-steady-state treatment of heat 
transfer at an ideal, homogeneous land surface: What are the dominant spatial and tempo-
ral scales that couple subsurface, surface, and atmosphere and do they justify an integral 
steady state? Under which conditions is a one-dimensional treatment of the coupling of 
subsurface, surface, and atmosphere supported? Are there conditions when it fails?

2. To investigate the linkage between the atmospheric flow field and the temperature field: 
How are subsurface, surface, and atmospheric temperature dynamics coupled with the 
dynamics of the airflow near the surface? Can temperature fluctuations in the air and 
at the surface and subsurface be used as tracers for the coherence and penetration of 
turbulent eddies? How is the coherent movement of temperature fluctuations in space 
explained and linked to temporally integrated heat fluxes?

3. To investigate the equivalency between spatial and temporal variation in temperature fluc-
tuations relevant to heat transfer: Are statistics derived in time and space always inter-
changeable across all scales? Can heat fluxes be inferred from spatial fluctuations and 
temporal fluctuations alike?

4. To revisit the assumption of a horizontally isotropic and random field of heat transfer: How 
is the heat transfer manifested in spatial patterns and coherent units of subsurface, sur-
face, and air temperature fluctuations and resulting heat fluxes? Are there violations of 
the assumptions of horizontal isotropy and randomness due to self-organizing structures, 
submesoscale features, or a general horizontal anisotropy?

The Namib Desert
Due to the fundamental nature of the research questions, a site with a flat, horizontally ho-
mogeneous surface cover and negligible latent heat transfer was needed to fulfill standard 
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theoretical assumptions and avoid complications. The central Namib, on the southwestern coast 
of the African continent and reaching approximately 200 km inland, is one of the driest places 
on Earth (Mendelsohn et al. 2002) and fulfills these criteria. The NamTEX field site (23.516°S, 
15.089°E, local noon about 1100 UTC) was located on a flat area in the central Namib 7 km 
northeast from the Gobabeb Namib Research Institute and Kuiseb River. On a regional scale, the 
surface sloped gradually downward to the west (Fig. 1, left). The site itself was flat and provided 
horizontally homogeneous surface cover on the order of many kilometers, a generally cloud-
free atmosphere, regular and repeatable diurnal meteorology, strong solar forcing, and a wide 
range of atmospheric stabilities. The extreme dryness simplifies the energy budget calculations 
as latent heat flux is negligible (see section “Meteorological conditions”).

The soil at the NamTEX site was composed of densely packed fine sand (prevailing diameter 
~100 μm) covered by quartz granules and cobbles, with occasional small tufts of dead grass 
the only vegetation. A surface aerodynamic roughness length of 0.88 mm (±0.36 mm) was 
calculated from the sonic anemometer profile in neutral atmospheric stability conditions. 
This agrees well with both field and laboratory measurements of similar desert surfaces (Xian  
et al. 2002). Due to the absence of vegetation, there are no complicating effects due to bio-
spheric controls or mechanical effects (e.g., moving grass).

Experimental design
The fundamental design principles of the campaign were to sample temperature fluctuations 
in both space and time, and in three dimensions in the atmospheric surface layer (ASL), at the 
surface, and in the subsurface. For example, thermal imagery captured from an unmanned 
aerial system (UAS) was used to measure radiometric surface brightness temperatures while a 
fiber-optic distributed temperature sensor (DTS) within the UAS field of view (FOV) measured 
space–time air temperatures (see Table 1 for a list of variables and abbreviations). At three 
locations within the same domain, dense thermocouple profiles measured vertical temperature 

Fig. 1. (left) Location of the NamTEX field site in relation to Gobabeb, the Kuiseb River, and the Namib Sand Sea. (right) 
Close-up of the field site with outline of NamTEX domain. Map background from Google Earth (at left) and Bing (at right).
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gradients in the topsoil. Figure 2 shows a schematic overview of the measurement systems 
deployed during the campaign and their spatial arrangement within the field domain.

Taken together, these individual measurement systems create a pseudo-three-dimensional 
temperature measurement array complemented by space- and time-averaging heat flux in-
struments and traditional micrometeorological and energy balance measurement systems.

Air temperatures. The spatial distribution of turbulent temperature fluctuations was mea-
sured with a fiber-optic distributed temperature sensor (DTS), which provides the ability 

Table 1. List of variables and abbreviations.

Variable/above 
ground level Description

Variable/ 
abbreviation Description

ASL Atmospheric surface layer A-TIV Adaptive thermal image velocimetry

C
n
2 Structure parameter of the refractive 

index of air (m−2/3)
DTS Distributed temperature sensor

FOV Field of view L Obukhov Length (m)

LD Downwelling longwave radiation (W m−2) LU Upwelling longwave radiation (W m−2)

LAS Large-aperture scintillometer NamTEX Namib Turbulence Experiment

QE Latent heat flux (W m−2) QG Ground heat flux (W m−2)

QH Sensible heat flux (W m−2) Q* Net surface energy balance (W m−2)

RH Relative humidity (%) S1–3 Soil sites 1, 2, 3 (Fig. 2)

SAS Small-aperture scintillometer SD Downwelling shortwave radiation (W m−2)

σT
Standard deviation of temperature (K) SR Sunrise

SS Sunset SU Upwelling shortwave radiation (W m−2)

Tair Air temperature (°C) Tsoil Soil/subsurface temperature (°C)

Tsurf Surface temperature (°C) T’surf Surface temperature fluctuation from a 
(spatio-)temporal mean (°C)

UAS Unmanned aerial system u Longitudinal wind component (m s−1)

v Lateral wind component (m s−1) w Vertical wind component (m s−1)

ζ Obukhov stability parameter

Fig. 2. Schematic overview of the NamTEX domain (not to scale). Letters refer to instruments and systems described in 
Table 2. Red areas approximate the FOVs of the thermal imagers. DTS transects are presented as 2D planes for illustrative 
purposes but are comprised of multiple thin horizontal transects (see sidebar “Resolving turbulent structures with DTS”).
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to measure temperature densely in both space and time (Thomas and Selker 2021). The 
fiber-optic DTS was arranged in two vertical cross-sectional planes in northeast–southwest 
and southeast–northwest orientations between opposing corners of the domain, forming a 
cross in plan view (see Fig. 1 and A in Fig. 2). The DTS sampled at 0.76 Hz (effective) and 
every 0.254 m across the length of the cable. A key motivator of the cross arrangement is the 
ability to interrogate the temperature field simultaneously in two axes (e.g., along and cross-
wind). The DTS cable temperatures were converted to air temperatures by correcting for the 
significant radiative error according to Sigmund et al. (2017). More details on DTS measure-
ments can be found in the sidebar “Resolving turbulent structures with DTS.”

Surface heat fluxes. In the center of the domain on a 21-m mast, collocated with the intersec-
tion of the DTS axes was a vertical profile of four sonic anemometer–thermometers at 0.5, 1.0, 
2.0, and 3.0 m AGL, and a combined sonic anemometer–thermometer and infrared gas ana-
lyzer at 12.0 m (B in Fig. 2). Sonic anemometry provides high-frequency (60 Hz) measurements 
of the three-dimensional wind vector and air density. It is a standard instrument for calculating 
surface sensible heat fluxes (and latent heat fluxes when paired with an appropriate sensor) 
using the eddy covariance method (Aubinet et al. 2012). EddyPro (v7.0.6) software was used to 
derive sensible heat fluxes (all heights) and the latent heat flux (12.0 m) with a 15-min averag-
ing period (confirmed via Ogive test), and apply standard corrections (i.e., two-axis coordinate 
rotation, despiking, etc.).

Collocated large- (LAS) and small-aperture (SAS) scintillometers were installed to provide 
spatially integrated sensible heat flux measurements (C and D in Fig. 2). A scintillometer 
consists of a transmitter and receiver of electromagnetic waves emitted over a given path-
length and relates changes in the refractive index over this path to the sensible heat flux 
via Monin–Obukhov similarity theory (Thiermann and Grassl 1992; Ward 2017). Scintil-
lometry provides an estimate of the sensible heat flux integrated over space as opposed to 
the eddy covariance method which measures at one point and integrates over time. Despite 
their different measurement principles, comparison of these two methods may be used to 
investigate hypotheses relating to the equivalence and convergence of the sensible heat flux 
in the space and time domains. Furthermore, the collocation of two scintillometers with dif-
fering pathlengths provides redundancy in the measurements. For the SAS measurements 
presented below, fluxes were derived using software provided by the manufacturer (SLSRun 
v2.35), which uses the scaling functions from Thiermann and Grassl (1992). Stability was 
determined on a 1-min basis from the 2.0-m sonic anemometer, and the friction velocity was 
derived internally by the SAS.

Surface thermography.  At the interface between atmosphere and soil, the spatial distri-
bution of surface temperature can be employed to understand both heterogeneities in the 
ground heat flux (e.g., Morrison et al. 2017) as well as the atmospheric structures transferring 
sensible heat into the air (e.g., Garai and Kleissl 2011; Garai et al. 2013). NamTEX employed 
three thermal imagers: two high-resolution mast-mounted imagers sampling continuously at 
1 Hz (G in Fig. 2) and 0.2 Hz (H in Fig. 2) and collocated with specific subsets of the NamTEX 
domain, and a lower-resolution imager sampling discontinuously from a UAS-based plat-
form (F in Fig. 2) encompassing the entire domain. For the latter, 88 flights were conducted, 
each 10–12 min in length. Flights consisted of hovering directly above the central mast at 
425 m AGL as long as the battery and wind conditions would allow. Flights were spread 
throughout the diurnal course to capture the widest possible range of atmospheric stabilities.  
The thermography from all imagers was corrected for geometric distortion effects and the 
UAS-based imagery was stabilized using low-emissivity reference targets using the Blender 
animation software (Schumacher et al. 2019).
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Resolving turbulent structures with DTS
A historical challenge in micrometeorological field research has been the difficulty and expense of spatially distributed measurement 
arrays. Although there have been previous attempts to infer horizontally separated measurements of high-frequency wind (Wilson 
2013; Horst et al. 2004), wind and temperature (Engelmann and Bernhofer 2016), or just temperature (Everard et al. 2020) at small 
scales, those attempts have provided limited resolution and scale. Fiber-optic distributed temperature sensors are a comparatively 
simple and cost-effective method of obtaining thousands of individual temperature measurements.

A DTS consists of one or more fiber-optic cables, a measurement and control unit, and warm and cold calibration baths. A laser 
within the measurement unit is fired along the fiber and the spectrum of back-scattered light is analyzed. The ratio of Stokes to anti-
Stokes in the back-scattered spectrum is proportional to the temperature of the cable and the distance along the cable is determined 
from the speed of light (Selker et al. 2006). DTS has been typically used for monitoring applications in, e.g., the oil and gas industry, in 
which longer sample times (≥1 min), spatial intervals (≥1 m), and cable lengths (up to 30,000 m) are suitable.

Within the last 10 years, technical advances have facilitated more rapid acquisition times (≈1 s) over smaller distances (0.254 m) using cables 
up to 5,000 m. These improvements have made DTS feasible for turbulence scales in the boundary layer (Thomas et al. 2012) and it has been em-
ployed to study specific phenomena such as nocturnal cold-air pooling (Zeeman et al. 2015), the applicability of Taylor’s hypothesis (Cheng et al. 
2017), mixing processes above a forest canopy (Peltola et al. 2021), and the structure and temporal evolution of the atmospheric boundary layer 
(Keller et al. 2011; Higgins et al. 2018). The possibilities of optical fiber sensing are vast, and the technique has been used for spatially distributed 
measurement of not only air temperature, but also air humidity (Schilperoort et al. 2018) and wind speed (Sayde et al. 2015), among others.

In NamTEX, two cable arrangements are distinguished within each cross section: a “dense” section at the cross intersection of 16 
measurement transects, each 27 m horizontally and separated vertically by 0.17 m from 0.28 m above the surface to 2.85 m, and a 
“long” section of 327 m horizontal at two measurement heights (0.28 and 0.45 m above surface; see Fig. SB1a). The dense section 
provides a 0.254 m × 0.17 m measurement grid from which the vertical structure of individual heat-transferring turbulent elements 
may be observed, while the long section provides a larger area of the instantaneous horizontal temperature field (shown in Fig. 7).

Calibration of the DTS measurements was facilitated by thermally insulated warm (ambient) and cold baths (twice-daily refilled ice–
water mixture) fitted with small aquarium pumps to avoid thermal stratification. These baths provide a comparatively stable reference 
temperature above and below the air temperature for use in calibration (des Tombe et al. 2020). Calibration of the temperatures was 
performed using the open source “dtscalibration” Python package (des Tombe and Schilperoort 2020). An energy balance was calculated 
for the cable to account for the radiative error and convective cooling following the method described by Sigmund et al. (2017).

Applying DTS to atmospheric measurements brings many challenges, including but not limited to the high degree of difficulty in 
installing the instrument and maintaining the calibration baths (especially so in a hostile environment like the Namib), the accurate 
spatial referencing of custom arrays, and the radiation error on the cable. In return, however, it offers a high degree of customizability 
and extraordinary spatial density.

Fig. SB1. (a) Schematic of the arrangement of a single axis of the DTS (not to scale). (b) Photo of the 
installed dense section facing southwest. The large mast in the center supports sonic anemometers 
but is not used in the suspension of the DTS cable.
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Surface radiation balance. A multi-instrument platform (I in Fig. 2) measured additional 
micrometeorological variables including shortwave and longwave incident and outgoing ra-
diative fluxes, air temperature and humidity. Components of the net radiation were adjusted 
to the measurements of the nearby Baseline Surface Radiation Network and for net radia-
tion resulted in agreement within ±2% or ±10 W m−2, whichever is larger. An additional sonic  
anemometer–thermometer was also located at the platform.

Subsurface temperature and heat transfer measurements. The energy balance at the sur-
face drives and is driven by temperature gradients within the soil. Soil temperature and heat 
fluxes are commonly sampled at a low rate (e.g., 60 s–5 min), and several centimeters below 
the surface. However, heavy radiation load together with low soil thermal conductivity and 
heat capacity produce very steep gradients close to the surface and a highly dynamic skin 
temperature. To observe the propagation of high-frequency temperature fluctuations into 
the soil, high-resolution soil temperature profiles were measured via vertical thermocouple 
arrays at three locations (K in Fig. 2), hereafter referred to as S1, S2, and S3. At each location 
25 thermocouples in a single vertical profile were spaced densely near the surface and at in-
creasing vertical distance with depth, ranging from 0 to −203 mm (see Table 2) and sampled 
at high frequency (1 Hz). Soil heat fluxes were also observed using thermoelectric heat-flux 
plates at −50 and −100 mm (S1, S2, S3) and −200 mm (S3). Water potential was measured  
at −50 mm at all three soil sites at 1-min intervals.

Additionally, three microlysimeters were deployed (J in Fig. 2) to measure potential  
deposition of fog water during nocturnal fog events and to estimate evaporation (Feigenwinter  
et al. 2020).

Time synchronization. The dataloggers and most measurement system clocks were actively 
synced via GPS. The dataloggers used Garmin GPS16X-HVS receivers (Garmin Ltd., Lenexa, 
Kansas, United States) to sync the time every 30 min. The DTS and thermal imagers were 
synced with NaviLock NL-8012U USB GPS receivers (NaviLock, Berlin, Germany) and the 
NMEATime2 software (v2.2.1, VisualGPS). The UAS thermography was equipped with a GPS 
time sync but this failed after two days. Subsequently the UAS thermography was synced 
manually to UTC time and has an assumed error of ±1 s. The scintillometer computers were 
not actively synced in the field and had a time error of <10 s at the end of the campaign.

Meteorological conditions
The NamTEX campaign ran continuously from 8 to 16 March 2020 (late summer in the Namib). 
During this period the prevailing meteorological conditions allowed for consistently similar diurnal 
patterns (Fig. 3). The incident shortwave radiative flux at the site demonstrates eight consecutive 
days of cloud-free conditions and strong, repeated surface radiative forcing. This diurnal cycle of 
strong surface radiative heating during the day (surface temperatures reached a sustained daily 
Tmax of 53.9°–61.3°C) and cooling at night (average sustained daily surface Tmin of 10.4°–16.9°C) 
created regular periods of highly unstable and stable atmospheric conditions. Air temperatures 
at 2 m AGL reached sustained daily highs of 32.1°–37.1°C. High surface albedo and surface tem-
perature lead to a moderate net radiation balance despite strong shortwave forcing. Net all-wave 
radiation of the 8 days ranged from a minimum of −102 W m−2 to a maximum of 462 W m−2. One 
exception was a brief period around sunrise on March 16 when dense fog occurred at the site. 
Specific humidity over the period (2 m AGL) was between 2 and 10 g kg−1 (mean 7 g kg−1). The low 
soil volumetric water content from 4% (−100 mm) to 1% (−500 mm) and the Bowen ratio of the 
average fluxes of 55 highlight the extreme dryness during the measurement period.

Similar regularity was observed in a persistent wind regime, which reflects the interplay 
between thermo-topographic wind systems (Tyson and Seely 1980). Most days (8–15 March) 
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begin with northerly winds of 1–3 m s−1 (12 m AGL) at sunrise and rotate counterclockwise 
toward the southwest through the course of the day, reaching 6–9 m s−1 after solar noon. Dur-
ing nighttime moderate winds blow from the east. The final two days show a change in wind 
regime in which the wind rotates back to the northwest direction after sunset. This situation 
is typically connected to inland advection of stratus/fog (Spirig et al. 2019).

One-dimensional heat transfer
To address research goals 1 and 2, we first present heat transfer in a classical one-dimensional 
approach using vertically aligned subsurface (S1) and air (DTS) temperature measurements 
from a typical day (Fig. 4). The subsurface temperatures illustrate the intense gradients that 
develop in the upper centimeters of the desert soil. The diurnal amplitude of nearly 50 K at 
the surface (0 mm) is reduced to just 4 K at a soil depth of 200 mm. The air temperatures of 
the lowest (0.28 m) and highest (2.85 m) vertically aligned DTS measurements show a diurnal 
amplitude of 26 and 21 K, respectively.

The changing intensity of turbulent motion through the day is reflected in the subsurface 
and air temperature standard deviations. The influence of turbulent fluctuations on the surface 
temperature diminishes rapidly with depth, but slight fluctuations are still observed on the 
15-min time scale at depths of 10–25 mm. Also presented is the surface energy balance for the 
day. The ground and sensible heat fluxes alone provide 89% energy balance closure on the day.

The small latent heat flux calculated at the central mast was complicated by frequent pe-
riods in which the derived flux was flagged as unsuitable for analysis per Mauder and Foken 
(2004). Given the regularity of conditions, a campaign-average diurnal latent heat flux was 

Fig. 3. Conditions at the NamTEX site throughout the observation period (15-min averages). The uppermost bar shows 
stability classes calculated from the 3.0-m sonic anemometer. Red (free convection): −∞ < ζ ≤ −0.1; orange (unstable):  
−0.1 < ζ < 0; blue (stable): 0 ≤ ζ < ∞; ζ is the stability parameter according to Obukhov). Incident shortwave radiation, net 
radiation, and air temperature measurements are from the surface energy balance station (I in Fig. 2), wind speed and 
direction measured at 12.0 m (A in Fig. 2), surface temperature calculated from a 25-pixel average of the 21-m thermal 
imager (H in Fig. 2) using an emissivity of 0.88 (Göttsche et al. 2018).
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Fig. 4. Time series for 14 Mar. (a) 1-min averaged subsurface temperatures (S1) and vertically 
aligned air temperatures (DTS). Only the highest and lowest DTS transects are plotted for clarity. 
(b) 15-min linearly detrended standard deviations of the time series in panel (a). (c) Surface en-
ergy balance, 15-min averaging period. Net radiation Q* from the surface energy balance station 
(I in Fig. 2), ground heat flux QG measured from the soil heat flux plate with storage calculated 
via the thermocouple profile using a volumetric heat capacity of 1.28 MJ m−3 K−1, and turbulent 
sensible heat flux QH calculated from the central-mast sonic anemometer at 2.0 m AGL. The latent 
heat flux QE is not considered due to its low value (daily average QE = 0 ± 6 W m−2), neither is 
the small storage related flux from temperature and humidity changes between the surface and 
height of the net radiometer.
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determined by averaging only good-quality fluxes, binned by time. The resulting average 
flux of 0 ± 6 W m−2 improves energy balance closure by only 1%.

The temperature spectra shown in Fig. 5a illustrate both the commonalities and differences 
between the heat transfer in soil and atmosphere by resolving the contribution of individual 
frequencies to the full time series via a Fourier transform. All see the highest variance at 
the 24-h scale as expected due to the solar forcing that causes the large diurnal amplitudes 
of temperatures. Both the air and remotely sensed surface temperatures show an inertial 
subrange, given by the f−5/3 slope, though the air temperature only reaches this slope at the 
highest frequencies (approximately 1–8 Hz) suggesting that there is turbulence production 
occurring up to these frequencies. At depths of 15 mm and below, fluctuations on the order 
of 100–10−2 Hz (1 s–~15 min) have been reduced to zero. These spectra demonstrate that heat 
exchanged at the surface, as modulated by turbulent fluctuations, dynamically affects soil 
temperature in the uppermost mm of the soil even under a clear sky energy balance, i.e., 
without fluctuations in insolation caused by partly cloudy conditions. In addition to the 
rapid dampening of high-frequency fluctuations, the subsurface measurements also show an 
expected decrease of integral standard deviations with depth in the soil (Fig. 5b). The 0-mm 
thermocouple, placed directly at the uppermost grains of sand, shows good agreement with 
the remotely sensed surface temperature spectrum (Fig. 5a) and integral standard deviation 
(Fig. 5b). Figure 5b shows the integral standard deviation of air temperatures over the same 
period as vertical profiles, where acoustic temperature and DTS match well. Both the subsur-
face and atmospheric profiles show highest variability (diurnal amplitude) nearer the surface.

Fig. 5. (a) Temperature spectra from the 3-m sonic anemometer (Tair), an average spectrum calculated from 25 individual 
pixel spectra immediately adjacent to the soil site from the mast thermography (Tsurf) and the soil thermocouples (Tsoil). 
The sonic anemometer is used due to its faster frequency response and uninterrupted time series. Spectra are calculated 
from 14 Mar (Tair, Tsurf) and 14–16 Mar (Tsoil) to better illustrate the diurnal spectral peak. The line with slope −5/3 shows 
the inertial subrange of the turbulence cascade (Stull 1988). (b) Vertical profiles of the integral standard deviation over  
24 h for the spectra presented in (a) as well as the DTS and additional sonic anemometers.
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Space–time equivalence
Next, we move from one to three dimensions, using spatially distributed measurements to 
consider variance in the temperature field in both space and time (research goal 3). The DTS 
and surface thermography measurements allow us to explore the fundamental ergodic hy-
pothesis applied to micrometeorological conditions: that under homogeneous and stationary 
situations, the space and time domains are interchangeable. This assumption is critical for 
eddy covariance theory because it allows a single point measurement integrated over time to 
be considered a valid representation of the average instantaneous spatial realization of the 
turbulent field (Kaimal and Finnigan 1994).

Fig. 6. (a) 15-min median σT in time (DTS, linearly detrended) and space (DTS, UAS FOV as shown 
in Fig. 2). Vertical bars are the 10th and 90th percentiles of each 15-min bin. (b) 15-min sensible 
heat fluxes measured from the 2.0-m sonic anemometer and the small-aperture scintillometer 
(mean 1-min flux ± 1 standard deviation for each 15-min period). Note that a power failure on  
14 Mar limits the scintillometer time series to the first half of the day.
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Using a single measurement height of the long DTS transects a standard deviation can be 
calculated in the space domain at each time step. Similarly, for each measurement point along 
the cable, and over some time interval, a standard deviation (σT) can be calculated in the time 
domain. A single height of the long transects contains 2,380 individual measurement points, 
and a 15-min period contains on average 690 sampling time steps. For each time step a spatial 
standard deviation was calculated and grouped into 15-min bins (average 690 spatial σT per 
period). Similarly, for each 15-min period and each measurement point, the time series was 
first linearly detrended and the standard deviation calculated (2,380 temporal σT per period). 
The diurnal course of the median standard deviation as well as the 10th and 90th percentiles 
are shown below in Fig. 6a for both space and time domains over two days. The variance due 
to instrument internal noise as measured in the calibration baths near the cable start has been 
subtracted. During the day, shadowing from the central mast will affect a small subset of DTS 
measurements, but given the extent of the array its influence is minor. If the time and space 
domains are interchangeable, we should expect 1:1 correspondence between the space and 
time σT measured by the DTS. An additional spatial σT is provided by the UAS-based thermal 
imager: for each flight conducted during 13 and 14 March, 10 frames (1.33 s, approximately 
equal to the DTS integration time) immediately following an internal shutter calibration were 
averaged, the thermal image clipped to the domain extent, and surface infrastructure (i.e., 
central mast, instrument platforms) were masked and a standard deviation calculated.

Generally, there is very good agreement between spatial and temporal σT from the DTS 
with regards to the diurnal course and through much of the period the measurements fall 
within each other’s variability margins. Two distinct daytime periods of disagreement occur 
during 14 March, from 0730 to 0830 UTC and from 1400 to 1530 UTC, in which the spatial 
σT is significantly higher than the temporal σT. During 13 March the spatial σT is higher in 
both the morning period as well as from approximately 1200 to 1530 UTC. The source of this 
disagreement is not immediately clear, nor is the increase in both spatial and temporal σT just 
after 1600 UTC which appears to end with sunset on both days.

After midnight of 13 March and in the evening after 1930 UTC 14 March a consistently higher 
spatial σT is observed. These correspond broadly to periods of slower wind speeds (1–2 m s−1) 
and suggest an increase in the spatial heterogeneity of temperatures. Even within the compara-
tively homogeneous NamTEX surface domain, variations in soil density or organic matter may 
affect local radiative cooling rates and create spatial distributions of warmer and cooler air that 
single point measurements are unable to quantify. Indeed, the instantaneous surface σT of the 
UAS-based thermography (pink dots) is often significantly greater (and increasing over time) 
during the period immediately after sunset on 14 March than either the spatial or temporal air 
temperature standard deviation. These results agree with previous research investigating spatial 
fluxes in suggesting that time averaging alone is not always able to capture the full spectrum 
of turbulent eddies (Mauder et al. 2008; Engelmann and Bernhofer 2016).

This interpretation is somewhat supported by Fig. 6b, which compares the surface sensible 
heat flux as measured at a point (sonic anemometer) and spatially averaged along a line 
(scintillometer). During the night, when the spatial σT of the DTS is higher, the small-aperture 
scintillometer consistently measures an absolute heat flux more than double that of the sonic 
anemometer: on average −9 W m−2 compared to −4 W m−2. An interesting consequence relates 
to nocturnal energy balance closure: the sensible heat flux as measured by the scintillometer 
is able to account for a closure of 96% of the nocturnal surface energy balance, whereas the 
sonic anemometer heat flux provides 86% closure. While the absolute fluxes are small, this 
supports the hypothesis that in the stable nocturnal boundary layer spatial heterogeneities 
develop which are larger than the turbulent source area of eddy covariance measurements at 
a single point. This violates assumptions necessary for single-point measurement techniques 
to accurately capture the turbulent sensible heat flux. During the day, however, the fluxes 
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Fig. 7. DTS cable temperature at one measurement height (0.45 m) over a 30-min sampling period (1400–1430 UTC 14 Mar) 
for (a) the northeast–southwest axis and (b) the southeast–northwest axis. Each column represents one sample in time 
(n = 1395), each row a single measurement (0.254 m long) along the cable [n = 1299 (northeast–southwest), 1295 (north-
west–southeast)]. At y = 0 the two transects intersect. Average Eulerian wind direction measured at the cable intersection 
by a sonic anemometer at 3.0 m AGL (white arrow, inset) over the period was 231° ± 10°. The corresponding average wind 
speed was 5.36 ± 1.1 m s−1 shown as the dashed white line [in (a); the x-axis location is arbitrary]. Persistent horizontal 
lines are where temperatures influenced by the fiber-optic support structure were removed and interpolated.

agree very well, with the scintillometer measuring 97% of the sonic anemometer fluxes. It 
must be noted, however, that the scaling relationships underpinning the scintillometer cal-
culations were not developed in such extreme environments and different scaling functions 
can change the derived fluxes to a significant degree (Savage 2009). Additionally, due to the 
different measurement principles even the most carefully designed experiments will have 
differing source areas between collocated scintillometers and sonic anemometers.

Turbulence structure
The cross-shaped DTS array allows us to investigate the horizontal anisotropy of the spatial tur-
bulent temperature field (research goal 4) directly. This provides an advantage over many tower-
based studies in which the spatial and temporal domains are assumed to be interchangeable.

An example 30-min measurement period is shown in Fig. 7. Over this period the mean 
wind direction measured at the center of the domain was 231°; nearly parallel with the 
northeast–southwest DTS axis (Fig. 7a) and nearly orthogonal to the southeast–northwest 
axis (Fig. 7b). With moderate winds and unstable stratification this leads to a streaked pattern 
in the northeast–southwest axis as turbulent eddies travel along the length of the transect 

Unauthenticated | Downloaded 05/31/22 06:28 AM UTC



A M E R I C A N  M E T E O R O L O G I C A L  S O C I E T Y M A R C H  2 0 2 2 E756

(Fig. 7a). Such elongated structures are commonly observed in surface layer flows (Wilczak 
and Tillman 1980) as well as spatially resolved surface temperature perturbations (Garai and 
Kleissl 2013; Alekseychik et al. 2021). There is a noticeable angle to the structures, showing 
that they begin in the southwest and travel at some velocity in the direction of the cable. The 
mean wind velocity over the period of 5.4 m s−1 agrees well with the structure slope, and rela-
tive changes from this slope correlate with changes in wind velocity. Breaks in the streaks 
are related to changes in the wind velocity and direction within the domain: from Fig. 8 and 
the accompanying animation it is clear that wind direction is not always equal across the do-
main. The southeast–northwest axis (Fig. 7b) shows a lateral cross section and no preferential 
angle in its structures as the mean wind speed along this axis is approximately 0. The integral 
length scale suggests the structures are on average about 130 m long on the longitudinal 
axis and 35 m on the lateral axis. These two starkly different images are both samples of the 
same, simultaneously measured turbulent flow field, highlighting the structural horizontal 
anisotropy of the flow and importance of multidimensional observations.

Finally, we combine the surface and air temperature measurement systems in three-dimen-
sional space. The decomposed surface thermography (see sidebar “Tracking turbulent motion 
with A-TIV”) and DTS air temperature measurements display spatiotemporal fluctuations 
from the sample mean and thereby reveal the size, shape, and motion of turbulent structures 
passing through the domain as recorded by air temperature (DTS) and surface temperature 
(thermal imager) fluctuations.

The strong surface heating of the Namib results in turbulent temperature perturbations  
of ±3 K over this short (11 min) time series. The mean wind speed measured at the central 
mast was 3.7 ± 1.0 m s−1 and in these conditions the surface structures tended to elongate 
along the axis of travel.

Fig. 8. Three-dimensional rendering of temperature fluctuations among nested measurement 
systems. The large surface is the FOV of the UAS thermography. The smaller inset surface  
(outlined in white) is the higher-resolution mast thermography. In vertical space the DTS mea-
surements are shown with a 2× exaggerated vertical scale. The yellow arrow at the domain 
center shows the 1-s average wind direction measured by the 3-m sonic anemometer scaled to 
velocity. Full animation can be downloaded from the project Zenodo repository or streamed 
here: https://youtu.be/QLKU2-6oPJE.
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Tracking turbulent motion with A-TIV
As individual turbulent structures in the ASL flow over the desert soil, they exchange heat at the surface and create rapid surface tempera-
ture fluctuations. To visualize and analyze these structures in the NamTEX thermography datasets, each pixel in a time series is converted 
from an instantaneous radiometric surface temperature Tsurf (K) to a spatiotemporal temperature fluctuation T’surf (K) by subtracting both 
the instantaneous spatial mean and the individual pixel time series mean from each measurement (Christen et al. 2012). The result of this 
process is shown in Fig. 8. To analyze the revealed flow, we employ the technique of thermal image velocimetry (TIV).

TIV is a computational image processing method that utilizes rapidly acquired (≥1 Hz) surface brightness temperature fluctuations 
from a thermal infrared camera to calculate thermal pattern velocity (Inagaki et al. 2013). TIV is analogous to particle image velocim-
etry in that the velocity and direction of thermal structures are determined from the correlation of a moving search window between 
consecutive frames. Adaptive thermal image velocimetry (A-TIV) is a new development that aims to automate the algorithm, elimi-
nating user input and assimilating results across various averaging intervals that improves spatial velocity detection. This is done by 
applying a Hilbert–Huang transform (Huang et al. 1998), which is more suitable for nonstationary and nonlinear dynamics, on the raw 
brightness temperature field. The transform helps to identify the highest average instantaneous frequency in the dataset allowing the 
algorithm to adapt to high-frequency events found in different input thermal imagery. A-TIV also introduces the possibility to calculate 
a velocity field by means of multiple temporal running filter sizes to calculate the brightness temperature perturbation. On each precal-
culated brightness temperature perturbation dataset an entire TIV time series is calculated and subsequently merged using weighted 
averaging to create the final A-TIV product. This multiscale approach allows derivation of velocities over a wide range of surface types, 
from smooth surfaces to surfaces with individual roughness elements.

A strong temperature perturbation is necessary to extract high-frequency velocity vectors. Any individual A-TIV frame may contain 
many areas erroneously showing zero velocity if the underlying surface temperature fluctuations are below the detection limit of the 
algorithm. However, investigations of four UAS thermography flights have shown good agreement between the center 50 m × 50 m 
spatial average of the A-TIV velocities with the sonic anemometer tower measurement, providing cross-correlation values between 0.5 
and 0.7 for each flight, with the highest correlation at the lowest (0.5 m) sonic anemometer and decreasing with height. A single frame 
of the A-TIV is shown in Fig. SB2 and an animation for the full flight is linked in the caption.

Further accuracy assessments are underway as well as a new approach to reconstruct vertical velocity from the A-TIV product using 
machine learning, which will further A-TIV’s potential for spatial micrometeorological measurements.

Fig. SB2. A-TIV product for one frame of the UAS-based thermography sampled at 0807:40 UTC 
16 Mar. The background image shows the instantaneous temperature deviation from a spatio-
temporal 60-s mean. Vectors display the movement of the respective pixel neighborhood for the 
iteration (384 s). The areas with no vectors shown are due to undetected movement between the 
calculation frames in this area. An animation of the full A-TIV product is available in the project 
Zenodo repository or to stream here: https: //youtu.be/0JZpbQZKYXk.
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The complex nature of the flow field is best exemplified in the accompanying animation. The 
mean flow toward the east-southeast is clear, and within this mean flow a rich spatiotemporal 
variation in turbulent direction and structure emerges, showing rapid changes in direction, 
patches of vorticity, and areas of apparent divergence and convergence at the surface. The cross 
arrangement of the DTS shows some of the vertical structure of the turbulence as it moves through 
the center of the domain. Combined with the soil temperatures from Figs. 4 and 5, these measure-
ments also show that the traces of temperature fluctuations are found co-occurring in air, surface, 
and soil temperatures, and that these layers are coupled at the microscale. The increased detail 
provided by the mast-based thermography and ability to resolve finer-scale structures allows for 
a nested analysis of surface temperature fluctuations across a range between 300 m and ~0.5 
cm. The complexity of the flow is apparent from a qualitative assessment. The sidebar “Tracking 
turbulent motion with A-TIV” explains one current approach to quantitatively assess the surface 
flow field. Of great interest is the possibility of extracting the convergence and divergence from the 
horizontal flow field to derive a vertical wind component due to mass balance that, if combined 
with temperature deviations, would allow an estimation of a spatially resolved sensible heat flux.

Summary and outlook
NamTEX combines a unique set of instrumentation and an ideal location for detailed investiga-
tion of heat transfer between the subsurface, surface, and atmosphere. The spatial distribution 
of measurements enables analysis from one to three dimensions and thereby investigation 
of several fundamental assumptions underlying many micrometeorology methods and the 
development of new approaches to quantify heat transfer.

In this preliminary analysis we showcased the potential of this dataset using a typical day dur-
ing the campaign. In a 1D framework we considered air, surface, and subsurface temperatures, 
demonstrating that high-frequency temperature fluctuations are detectable in the subsurface 
(research goals 1 and 2). We then used the distributed temperature sensor as well as surface 
thermography to compare and contrast spatial and temporal temperature field standard devia-
tions, demonstrating that there exist conditions under which the two disagree (research goals 
1 and 3). Using spatially distributed temperature measurements we demonstrated that there 
exists significant horizontal anisotropy within instantaneous realizations and also the integral 
conditions of the horizontal flow field (research goal 4). Finally, the surface and atmospheric 
measurement systems were combined in three-dimensional space to visualize the scale, the dy-
namics, and the anisotropy of turbulent structures responsible for transporting heat between the 
surface and atmosphere. We demonstrated the co-occurrence of temperature fluctuations within 
the air, surface, and subsurface temperatures, showing the coupling of these three domains.

Ongoing and future work will focus on comprehensive investigations of the full observation 
period, and thorough investigation of questions raised by the four research goals. The morning 
and evening transition periods, the evolution of turbulent eddy structures through the day, and 
the relationship between the convective and Eulerian wind directions are especially interesting.
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