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A B S T R A C T   

Background: Patient-based real-time quality control (PBRTQC), a complement to traditional QC, may eliminate 
matrix effect from QC materials, realize real-time monitoring as well as cut costs. However, the accuracy of 
PBRTQC has not been satisfactory as physicians expect till now. Our aim is to set up a artificial intelligence-based 
QC for small error detection in real laboratory settings. Taking tPSA as our unique research subject, data 
extraction, data stimulation, data partition, model construction and evaluation were designed. 
Methods: 84241 deidentified results for tPSA were extracted from Laboratory Information System of Aviation 
General Hospital. The data set was accumulated by way of data simulation. Independent training and test 
datasets were separated. After three classification models (RF, SVM and DNN) in ML constructed and weighted 
by information entropy, a multi-model fusion algorithm was generated. Performance of the fusion model was 
evaluated by comparing with optimal PBRTQC. 
Results: For 4 PBRTQC methods, MovSO showed overall better performance for 0.2 μg/L bias and optimal MNPed 
was equal to 200. For the fusion model, MNPeds were less than 12 for all biases, and ACC surpassed MovSO 
nearly 100 times. Except for 0.01 μg/L bias, ACC was more than 0.9 for the rest of biases. FPR was apparently 
lower than MovSO, only 0.2% and 0.1%. 
Conclusion: The fusion model shows outstanding performance and reduces incorrect and omitting error detection, 
adaptable for the real settings.   

1. Introduction 

Prostate cancer in male is the most frequently diagnosed cancer and 
is the second one with regard to mortality according to World Health 
Organization (WHO) Report in 2019 [1], and ranks 6th in the crude 
incidence of male malignant tumors in China [2]. Prostate specific an
tigen (PSA)testing is crucial for the diagnosis, monitoring and treatment 
of prostate cancer [3]. A recent study reported that a <0.2 μg/L change 
in serial PSA measurements may regard as indicative of poorer prognosis 
[4]. Therefore, the detection for small shifts, like PSA analyte, is not 

ignored in patient management [5]. 
Patient-based real-time quality control (PBRTQC) as a dynamic QC 

tool, directly implements QC monitoring by real patient results, thus not 
only eliminating matrix effect of traditional QC materials but cutting the 
total cost. Related studies have emerged in large numbers in recent 
years. Moving average (MA), moving median (MM), moving quartile 
(MQ), and exponentially weighted moving average (EWMA), EWMA [6, 
7] showed outstanding performance for the detection of systematical 
error (SE), simulated annealing (SA) algorithm–developed MA protocols 
enabled to rapidly detect SE compared with MA [8]. The moving 
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standard deviation (MovSD) and the moving sum of number of patient 
results (MovSO) exceeded other statistical algorithms to the detection of 
random error or small shift [4]. In addition, MM, MovSO, or MQ, 
showed more robust than MA for skewed distribution data [7]. How
ever, the accuracy of PBRTQC has not been satisfactory till now, espe
cially for tPSA analyte of this kind. 

Machine learning (ML), a branch of artificial intelligence (AI), 
different from traditional statistics, with the characteristics of high ac
curacy, is commonly used for disease prediction, and automatic 
decision-making in medical field., For example, computer vision, speech 
recognition and natural language processing algorithms are applied to 
image, audio, and text files in the medical field, respectively. 

Our aim is to set up an artificial intelligence-based QC for small error 
detection in real laboratory settings. Taking PSA as our unique research 
subject, data extraction, data simulation, data partition, model con
struction and evaluation were designed. 

2. Materials and methods 

2.1. ML QC 

2.1.1. Data simulation 
84 241 deidentified results for tPSA analyte measured on Abbott 

I2000 (SR, Chicago, USA) from Jan 2016 to Jun 2021, were extracted 
from the laboratory information system, Aviation General Hospital. 
Original matched tPSA reagent and calibrator from Abbott Diagnostics 
Division, and commercial QC materials from BIO-RAD manufacturer 
were tested. All procedures strictly followed ARCHITECT’ instruction. 
The Westgard 13S/22s quality rules were selected and 1% outliers for all 
patient results were excluded. Preliminary, about half of the data were 
used for the training dataset and the latter for test dataset, as shown in 
Fig. 1. 

The population x and CVt of the first group of subjects were calcu
lated by 43 699 training data. Data augmentation was performed ac
cording to IFCC method [6] in 43 699 training data, the random number 
in the range of (− 0.3–0.3)μg/L added to each data, 43 699 new data was 
obtained. After 80 rounds of data analogy, finally a total 3 495 920 data 
was accumulated, which was assumed to be error-free, called positive 
data in ML. The x and CVt of the current data set were validated to be 
like the original data set. Both sizes of 0.02 μg/L and 0.15 μg/L biases 
were introduced to the 3 495 920 positive data to build up the simulated 
negative data for training dataset. Therefore, two training models of 
0.02 μg/L and 0.15 μg/L biases was constructed. While different sizes of 
0.01 μg/L、0.03 μg/L 、0.05 μg/L、0.08 μg/L、0.10 μg/L、0.20 μg/L 
biases were introduced for test dataset for validation. Here 0.10 μg/L 
bias was roughly equal to the absolute value of the critical systematical 

Fig. 1. The flowchart diagram of MLQC for small shift detection.  
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bias at the 0.53 μg/L level for tPSA. In the paper, a bias represented a 
shift in the mean. 

2.1.2. Information entropy model construction 
Firstly, 84 241 raw data were pre-processed. This process mainly 

included data filtering, and data normalization. Data filtering was done 
by isolated forest algorithm, to remove outliers. Data normalization was 
performed for data scaling. Secondly, block size should be pre-defined 
starting successive experiment. The “block size” indicates the number 
of patient results that are included in each calculation of MLQC or 
PBRTQC. We also can consider it as a key tuning parameter of all al
gorithms. Random Forest (RF) was used to identify the optimal block 
size of each algorithm using pre-set default values(number of trees =
200, max tree depth = 200). Bias-free data and 0.10 μg/L biased data 
were used. Block sizes from 5 to 15 in steps of 1 were measured. Thirdly, 
Random Forests (RF), Support Vector Machine (SVM), and Neutral 
Network (NN) algorithms were recruited and trained based on pre- 
defined block size, Fig. 2D–F. The data of a block size was defined as a 
new “ML sample”. Bias-free data was labeled 0, and biased data was 1. In 
order to ensure the stability and optimization of single algorithm, 5-fold 
cross validation was adopted. Specifically, the training data set was 
further randomly divided into five parts, four of which were used as 
training data in turn, and one of which was used as verification data 
independently, so as to repeat the experiment above five times. The 
corresponding accuracy was obtained each time. The average of accu
racy five times was used to estimate the accuracy of the algorithm. 

In order to further improve prediction ability of our model for small 
shift, information entropy fusion algorithm was introduced to the three 
optimal models above mentioned, Fig. 2G. Information entropy here was 
for determining weight factors of each single model. The experiment in 
detail was as followed: 

Because of output value of our classification models (RF/SVM/NN) 
labeled 0 or 1, in order to obtain continuous error value, we directly 
extracted the corresponding probability value of prediction error e from 
each label. To calculate specific proportion of relative error for a single 
model, the sum of absolute errors for all samples was first calculated, It 
was calculated as follows: 

pji =
eji

∑n

i=1
eji

, i = 1, 2, ..., n  

eji was the prediction error of the j-th prediction model for the i-th test 
sample, pji was the proportion of prediction relative error of the j-th 
prediction model to the i-th similar sample, 

∑n
i=1pji = 1, the j was the 

number of single prediction model, j = 1,2, …,k. 
The entropy of the relative error of the j-th prediction model was 

calculated, the formula was 

Hj = −
∑n

i=1
pjilog 2pji, j = 1, 2, ..., k 

The variation coefficient Dj of the prediction relative error of the j-th 
prediction model was calculated, the formular was 

Dj = 1 − Hj 

The weight coefficient of the j-th prediction model was calculated, 
the formula was 

Wj =
1

k − 1

⎛

⎜
⎜
⎜
⎝

1 −
Dj

∑k

j=1
Dj

⎞

⎟
⎟
⎟
⎠

Wj was the weight factor of the j-th model, 
∑k

i=1Wj = 1. If the pre
diction error of a single model was smaller, the entropy value of the 
model was larger, indicating that the model was more stable, then the 
weight of the model was larger in our combined model. On the contrary, 
if the information entropy of a model was relatively smaller, it indicated 
that the model was unstable, then the weight in the combined model was 
smaller. 

2.2. Patient-based real-time quality control (PBRTQC) 

In our work, the following PBRTQC algorithms, MA, MM, MovSD and 

Fig. 2. Data visualization and working principles of ML algorithms. 
A. Data distribution features of unbiased data and biased data with different sizes; 
B–C. Visualization of two kinds of data by PCA technique for 5 and 10 block sizes when introducing 0.15 μg/L bias. 
D. Illustration diagram of SVM model. 
E. Illustration diagram of the RF model. 
F. Illustration diagram of NN model. 
G. Working principal diagram of multi-model fusion model. 
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MovSO were selected as reference QC approaches [6]. MA and MovSD 
were calculated on neat, and BOX-COX transformed test results. 

Truncation limits (TLs), were experimented to exclude of 10%、 
7.5%、5%、3%、2.5%、2%、1.5%、1%、0.5% or 0% on each tail of 
data distribution for MA, MM and MovSD [4,7], Here, Winsorization 
method replaced outlying values with the corresponding lower and 
upper TL(LTL, UTL) that were exceeded [6], expressed by the formula as 
followed. 

ω(x)=
{

LTL if x < LTL
UTL if x > UTL 

Block sizes (BSs) of 20、50、100、200、500、1000 and three 
methods for control limits (CLs) calculation were evaluated as IFCC’s 
approach for 4 algorithms [4]. The combination of TLs, BSs, CLs and 
algorithms were tested as the above mentioned. 

For MovSO method, tPSA concentration < 0.4 μg/L was considered 
as representing a “normal” population. The tPSA results were converted 
in to binary status (“0” = tPSA below detection limit, or “1” = tPSA 
above detection limit). The moving sum of number of positive results 
was used in statistics in our study [4]. 

All results with 1% extreme values excluded initial our experiment 
were kept in their original order and divided into 20 visual days for 
training dataset and for test dataset separately with 2000 measurements 
each day. For both datasets, assuming data error-free, we started from 
the measurement in the original order, smoothed toward the end in a 
step of 1, collected 1000 queues each block size (20、50、100、200、 
500、1000) for each virtual day, used for the calculation of false posi
tive rate(FPR) and true negative rate(TNR). When an artificial error was 
added, starting from the last result of the first block of results in the 
original order, we smoothed in a step of 1, also collected 1000 queues 
each block size for each virtual day, used for the calculation of false 
negative rate(FNR), true positive rate(TPR), ANPed, MNPed, 95NPed. 
Sustained positive biases of 0.01 μg/L、0.02 μg/L、0.03 μg/L、0.05 μg/ 
L、0.08 μg/L、0.10 μg/L、0.15 μg/L、0.20 μg/L was introduced. We 
recorded the first tPSA result that exceeded the CL. 

The average values of FPR, TNR, FNR, TPR, ANPed, MNPed, 95NPed 
each bias for 20 visual days on both datasets were calculated. Addi
tionally, ANPed at critical systematic bias was calculated. When FPR 
was no more than 0.05, the method with the lowest sum of MNPeds and 
the highest average TPR over all biases was selected. The method with 
the lowest sum of ANPed also considered. 

2.3. Evaluation criteria 

We use area under the receiver operating curve (AUC), Accuracy 
(ACC), true positive rate (TPR), false positive rate (FPR), true negative 
rate (TNR) and false negative rate (FNR) were used for evaluating the 
analytical performance of algorithms. The process parameters of true 
positive(TP), true negative(TN), false positive(FP) and false negative 
(FN) were recorded. They were expressed as followed in formula and 
Table 1: 

When FPR ≤ 0.05, the number of patient samples from the inception 
of the bias until error detection (NPed) was evaluated for all methods. 
The average, the median and 95 quartile of NPeds (ANPed, MNPed and 
95NPed) of all 20 virtual days of test dataset served as performance 
metrics. ML model analysis was implemented in Python 3.7.3. All soft
ware packages were accessed from the sklearn library_2.4.0 in the public 
Python. 

3. Results 

3.1. Data description 

43699 pre-processed data were obtained, which were expanded to 
3495920 data through data simulation as training dataset. For unbiased 

data, the kurtosis was 219.99 and the skewness was 12.47. After twelve 
biases introduced to generate the corresponding biased data, unbiased 
and biased data distribution were shown in Fig. 2A. Among them, 0 bias 
corresponded to unbiased data. To facilitate observation, all data were 
scaled to 0–3. The data was concentrated near the small value as a 
whole, and the outliers were distributed at the end of the maximum 
value; With the increase of the bias introduced from left to right on x- 
axis, the data distribution was present at a linear shift as a whole, but the 
kurtosis and skewness of biased data in each group had no significant 
change compared with unbiased data; the overlapping between biased 
data and unbiased data occurred dramatically for all biases, therefore, it 
has been proved that the data was poorly separable in two dimensions. 

3.2. Performance for information entropy algorithm 

The block size of each single model was set to 10. Because of the AUC 
of different block sizes in RF observed, when a block size was less than 
10, the AUC increased by 0.23 for each increase of block size on average; 
but when a block size was greater than 10, the change of AUC value was 
no longer significant. Additionally, it was obvious that the larger the 
block size was, the stronger the data prone to be separable, seen in 
Fig. 2B and C. 

Because single algorithm performed differently in the same scenario, 
we designed a MLQC framework by weight of information entropy to 
each independent algorithm to make up the shortcomings of each al
gorithm and to adopt for real and complex laboratory data. An analysis 
of Information entropy could measure the randomness of a probability 
distribution, referring to the size of information contained. As to PSA for 
all biases, the performance of each algorithm was also different. In 
consideration with each model adjusted by the output loss function, the 
weighting the output probability of the model was equivalent to 
smoothing the loss function of ML, thus reducing the overall output error 
and improving the accuracy of our QC model. Through an analysis by 
way of information entropy in our study, the weight factor of our clas
sifier models (SVM, RF and NN) was given to 0.34, 0.27 and 0.39 
respectively, in order to adjust prediction outputs of our fusion model. 
As shown in Fig. 3A-E, for all biases, the ACC, TPRs and TNRs of the 
fusion model were better than those of the three single models, and the 
FPR and FNR were the lowest among all ML models. Compared with 
SVM, RF and NN, the accuracy of the fusion model was improved by 
8.7%, 9.6% and 6.9% respectively, in Fig. 3E. Affected patient samples 
before error detection of the four ML models were shown in Fig. 3F, the 
MNPed on average for RF、SVM、NN and fusion Algorithm was 7.17, 
7.25, 9.25 and 5.5. It proved that fusion algorithm for detecting bias of 
different sizes was faster than that of three single algorithm, leading less 

Table 1 
The definition of confusion matrix parameters. 

TPR=
TP

TP + FN  

FNR=
FN

FN + TP  

FPR=
FP

FP + TN  

TNR=
TN

TN + FP  

ACC=
TP + TN

TP + TN + FP + FN   

Confusion matrix Identified type 

Biased data Biased data 

True type Biased data TP FN 
Unbiased data FP TN  
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Fig. 3. The performance of ML algorithms. 
A~E. TPR, TNR, FNR, FPR and ACC results of four ML algorithms for different biases. 
F. MNPed of four ML algorithms for different biases.<G. MNPed of ML fusion model and four PBRTQCs for different biases. 
ACC: accuracy; TPR: true positive rate: FPR: false positive rate; TNR: true negative rate; FNR: false negative rate. 

Fig. 4. The performance of four PBRTQCs. 
A. ACC of 4 PBRTQCs for different biases. 
B. MNPed of 4 PBRTQCs for different biases. 
ACC represented accuracy. MNPed represented 
the median of NPed in test dataset. NPed was 
statistical basic unit, representing the number of 
patient samples from the inception of the bias 
until error detection.   
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patient results affected in real laboratory setting. And The MNPed of 
fusion algorithm were able to be stable below 10 for all biases, in 
Fig. 3G. The results of model training only for 0.15 μg/L bias were 
shown, due to space limitation in this paper. The 5-fold validation re
sults of single ML model were in supplementary materials. 

3.3. Comparison with PBRTQC 

As a comparative method, the performance of four PBRTQCs was 
evaluated and the optimal PBRTQC method was selected. The overall 
performance order from high to low was MovSO, MA, MM and MovSD. 
MovSO was superior to the other three PBRTQCs in aspect of accuracy 
and efficiency and was more sensitive to the change of block size. Our 
results showed MovSO had the highest accuracy for all biases. The 
average accuracy of MovSO, MA, MM and MovSD for all biases were 
0.96, 0.64, 0.71 and 0.51 respectively, Fig. 4A. 

Delayed alarms showed the efficiency of PBRTQC for error detection. 
The delay of an alarm leaded to the increase of affected patient samples. 
Fig. 4B showed the delayed alarms of the four PBRTQCs for different 
biases. The straight line on the top parallel to the X axis indicated that 
the bias could not be detected. If a vertical line was made from both ends 
of the straight line on the top, we found that the number of delayed 
alarms each bias value in order was MovSD > MM > MA > MovSO. 

Fig. 5A–D were four box diagrams, reflecting the NPed distribution 
of different block sizes of the four PBRTQCs when introducing 0.1 μg/L 
bias. It can be roughly seen that for the number of delayed alarms with 
different block sizes, the NPed distribution of the MovSO method was 
concentrated below 600, which had better performance than the other 
three PBRTQCs. The block sizes of MovSO and MA were only a half of 
that of MM and MovSD. The “neat” type of data transformation was 
selected for 4 PBRTQCs, the details listed in Table 2. When three 
different sizes of biases were introduced, MNPed illustrated the similar 
change trend for the four PBRTQCs, in Fig. 5E–G. 

Our fusion model compared with selected optimal MovSO, MNPed 
results at different biases were shown in Fig. 3G, TPR, TNR, FPR, FNR, 
ACC, ANPed and MNPed at 0.1 μg/L biases in both directions in Table 3. 
The MNPed of our model was less than 12 for all biases, and ACC sur
passed MovSO nearly 100 times. As shown in Fig. 3D and E, except for 
0.01 μg/L bias, ACC results of our model was more than 0.9, FPR was 
apparently lower than MovSO, only was 0.2% and 0.1%. Even though 

ACC for MovSO at ±0.1 μg/L biases showed better than our model, one 
its MNPed was significantly higher than our model, the other TNR for 
MovSO was far inferior to our model roughly equal to 1. The transient 
better performance for MovSO may be related to our experimental 
design, because expected goal for searching excellent protocol was 
defined in advance. 

4. Discussion 

The incidence of prostate cancer in China has shown a significant 
increase in recent years. The higher proportion of patients with 
advanced prostate cancer in China than in the United States and other 
developed countries seems to be due to the lack of an early diagnosis [9]. 
PSA as an important indicator for screening, for monitoring and for risk 
group classification of prostate cancer is better than either DRE or 
transrectal ultrasound (TRUS). PSA is also a continuous parameter, with 
higher levels indicating a greater likelihood of prostate cancer (PCa), 
precluding an optimal PSA threshold for detecting nonpalpable but with 
clinically significant PCa (csPCa) [10]. The treatment monitoring goal 
for PSA was strict as precisely to 0.1 μg/L alteration [11]. PSA is often 
associated with poor prognosis or have an increased risk of metastases 
[12] and death [13]. The clinical significance of PSA pushes forward 
detection and monitoring for critical small shift from analytical source. 
It has been reported that the probability of errors in analytical procedure 
accounts for 15% of all errors, so, increasing the detection rate of small 
shift can reduce the rate of clinical error reporting and wrong medical 
decision making [5,14]. However, the accuracy of current QC method is 
inadequate for meeting clinical needs, especially for tPSA analyte of this 
kind. We try to set up a newly QC based on ML technique, improving the 
accuracy and efficiency of detection for small shift in real settings. 

Because even a very small fluctuation from analytical sources would 
affect the interpretation of testing results, thus leading to improper 
clinical decision-making and treatment, it is necessary to select appro
priate QC methods to accurately identify small analytical shift. As 
Fig. 2A shown, on one hand, the size of bias which needs to be detected 
is far less than the mode of data distribution of tPSA testing results, on 
the other hand, data intersection or overlapping occurs obviously be
tween biased data and unbiased data, therefore it is difficult to separate 
them by traditional PBRTQC. That MLQC is superior to PBRTQC is that 
the separability of data is strengthened though data pre-processing and 

Fig. 5. The relation of NPed or MNPed to block size 
A~D: Box diagrams of NPed distribution of different block sizes for four PBRTQCs. 
In each diagram, small circles represented outliers, the upper and lower boundaries of the boxes represented the upper and lower quartiles, the middle horizontal 
lines represented the median, and the endpoints below the box represented the lower limit; E~G: MNPed of different block sizes for four PBRTQCs when introducing 
0.08 μg/L, 0.1 μg/L or 0.2 μg/L bias. 
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algorithm optimization. 
Data filtering is the core of data pre-processing. For PBRTQC, the 

outlying value is removed by way of quantile truncation limits. This 
method is easy to remove some of hidden valuable data as the same time. 
Otherwise, for MLQC, when all data is mapped to high-dimensional 
space, the outlying value can be identified by the density and distance 
among data, in this way, the effective data is kept to the greatest extent. 
Then, data partitioning is the next step of data pre-processing. For 
PBRTQC, the data consist of a block size is regarded as a value; while, for 
ML QC, the data in one block size is regarded as different data di
mensions, then cross correlation among isolated data is dig up and 
retained to the maximum extent. In Fig. 2B and C, each point represents 
a new ML sample with block sizes of 5 and 10. The previously insepa
rable samples have greater separability than the 4 PBRTQCs at the same 
block sizes. Fig. 2B and C is limited by the data visualization. The actual 
separability is stronger than that in Fig. 2B and C. To sum up, data pre- 
processing causes the loss of data information for PBRTQC. By way of 
enlarged block size, the information lost is made up for in certain degree. 
The experimental results showed that the block size of PBRTQC was 
nearly 100 times that of MLQC, but its improvement of error detection 
was limited, and the accuracy still far lagged that of MLQC. 

In aspect of algorithm, MLQC, different from PBRTQC judged by 
control limits which is prone to false positive or false negative, recom
bines the isolated data in a block size, not only expanding the sample 
dimensions, but also adding serialization features, finally transforming a 
quality control problem into a multiple feature classification problem in 
machine learning. Our results showed that PBRTQC performed diver
gence for error detection to different biases. Take an example, as to MM, 
with the average value of absolute bias decreased by 0.01 μg/L, the 
accuracy was reduced by 20.8%. But the accuracy of SVM, RF and NN 
can reach up to 0.8, and the results are relatively stable for all biases. 

As usual, due to highly complexity of clinical data in real world, 
single ML model is limited. For examples, RF algorithm is prone to over 
fitting occurrence, SVM is not good at solving multiple classification 
problems, and NN lacks certain decision-making ability. In this study, 
the weight of single a model was determined through information en
tropy. Then different models were combined in series according to the 
weight given, a multi-model fusion algorithm was produced. The fusion 
algorithm not only includes the mapping ability of SVM, the decision- 
making ability of RF and the nonlinear perceptual capabilities of NN, 
but also effectively removes the influence of residual errors from single 
model and retains the effective information of the model to the greatest 
extent. By the adjustment of the output of single algorithm, fusion 

algorithm improves the accuracy, robustness, and generalization over
all. Compared with SVM, RF and NN, the accuracy of the fusion model 
was improved by 8.7%, 9.6% and 6.9% respectively. Our results stated 
that the accuracy of the fusion algorithm was 20% higher than that of 
PBRTQC, and the false positive rate was less than 0.002 for tPSA at 0.1 
μg/L bias. 

5. Limitations 

This study adopts patient data to build up an innovative AI-based QC. 
The influence of patient data dispersion is not ignored, mainly deriving 
from two aspects: one is the patient population related variation, the 
other is the analytical variation. In the future, we will explore the 
method for reducing the impact of data dispersion caused by population 
related variation by machine learning, further improving the accuracy 
and generation of ML QC. 

6. Conclusion 

The fusion model shows outstanding performance and reduces 
incorrect and omitting error detection of QC, adaptable for real settings. 
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Table 2 
Optimal parameters for 4 PBRTQCs.  

Algorithm Truncation limit Transformation Block size Control limit CL_lower CL_upper 

MovSD 0.04 neat 1000 daily extremes 0.6623 0.7631 
MA 0.02 neat 500 symmetric 1.1181 1.3714 
MovSO – neat 500 symmetric 415.9151 447.5865 
MM 0 neat 1000 all PBRTQC 0.7658 0.8835  

Table 3 
The performance of all algorithms at 0.1 μg/L bias both positive and negative directions for PSA test item.  

Algorithm Bias TPR TNR FPR FNR ACC ANPed MNPed 

MovSD − 0.1 0.725 0.792 0.208 0.275 0.726 817.5 1023.0 
MA − 0.1 0.666 0.679 0.321 0.334 0.778 536.6 493.0 
MovSO − 0.1 0.950 0.538 0.462 0.050 0.963 152.7 157.0 
MM − 0.1 0.711 0.609 0.391 0.289 0.712 585.2 577.0 
ML − 0.1 0.934 0.998 0.002 0.065 0.927 8.9 9.5 
MovSD 0.1 0.752 0.659 0.341 0.243 0.758 831.0 1100.0 
MA 0.1 0.747 0.407 0.593 0.253 0.832 446.2 350.0 
MovSO 0.1 0.976 0.527 0.473 0.024 0.964 230.3 245.0 
MM 0.1 0.835 0.698 0.302 0.165 0.835 506.1 462.5 
ML 0.1 0.933 0.999 0.001 0.066 0.930 8.7 9.5  
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