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Simple Summary: Live weight is an important indicator of livestock productivity and serves as an
informative measure for the health, feeding, breeding, and selection of livestock. In this paper, the live
weight of pig was estimated using six morphometric measurements, breed, weight at birth, weight at
weaning, and age at weaning. In the present paper, we propose a comparative analysis of various
machine learning methods using outlier detection, normalisation, hyperparameter optimisation,
and stack generalisation to increase the accuracy of the predictions of the live weight of pigs. The
StackingRegressor algorithm yielded a prediction quality of the live weight of Duroc, Landrace, and
Yorkshire pigs that was higher than that of the state-of-the art algorithms.

Abstract: Live weight is an important indicator of livestock productivity and serves as an informative
measure for the health, feeding, breeding, and selection of livestock. In this paper, the live weight
of pig was estimated using six morphometric measurements, weight at birth, weight at weaning,
and age at weaning. This study utilised a dataset including 340 pigs of the Duroc, Landrace, and
Yorkshire breeds. In the present paper, we propose a comparative analysis of various machine
learning methods using outlier detection, normalisation, hyperparameter optimisation, and stack
generalisation to increase the accuracy of the predictions of the live weight of pigs. The performance of
live weight prediction was assessed based on the evaluation criteria: the coefficient of determination,
the root-mean-squared error, the mean absolute error, and the mean absolute percentage error. The
performance measures in our experiments were also validated through 10-fold cross-validation to
provide a robust model for predicting the pig live weight. The StackingRegressor model was found
to provide the best results with an MAE of 4.331 and a MAPE of 4.296 on the test dataset.

Keywords: live pig weight estimation; machine learning; ensemble methods; prediction; regression
algorithm; body measurement

1. Introduction

Live weight is an important indicator of livestock productivity and serves as an in-
formative feature for the health, feeding, breeding [1], and selection of livestock [2]. The
prediction of live animal weight based on different body characteristics observed during dif-
ferent growth periods for sheep [3], goats [4], chickens [5], ducks [6], rams [7], and cattle [8]
has been extensively studied in the literature. Moreover, live weight measurement is a
production tools available to farmers in nutrition [9], fertility management [10], health [11],
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and marketing [12]. Live weight prediction can be based on morphological features that
are automatically measured using computed tomography [13], ultrasonic machines [14],
and 3D vision systems [15].

Although the direct weighing method provides the most accurate [16] results, it
requires physical effort to force the animal to stand on the scale. Therefore, this method is
traumatic and can be stressful for both animals and livestock keepers. The latter is also true
for other contact methods of weight measurement, such as measuring the pig’s girth behind
the front legs. Current digital noncontact weight measurement methods are limited by the
requirement that the animal be in some standard position and remain motionless during
capture with a 2D CCD camera [16–18] or a 3D camera [19]. That is, such requirements are
feasible in a research laboratory, but not on an active pig farm. Animal weight estimates are
computed from measurements of the animal’s back area and height, which are estimated
using 2D digital images from a CCD camera or animal volume estimates from a 3D camera.
The error rate of animal weight estimation by these laboratory methods is approximately
5–7%. The three-dimensional structure of the animal makes it possible to select the best
animals for breeding, culling, and quality control of various cuts of meat from live pigs. For
example, leg weakness is a major cause of premature culling of breeding sows, which can
be automatically determined by the shape and position of the legs [20]. Note that inspectors’
visual assessments may vary due to fatigue and a lack of training. Many properties of
the three-dimensional structure can be extracted from two-dimensional images, while
three-dimensional data allow for the isolation of cross-sectional areas and volumes and
measurement of characteristics such as the rectangularity of the back muscles, which are
known measures of muscle mass. With regular measurement of the three-dimensional
shape of an animal, it is possible to routinely quantify the effects of an animal’s height, diet,
genetics, health, and posture. There are two ways to obtain the three-dimensional shape of
an animal: using stereo [20] or depth cameras [21,22]. However, restrictions on the position
of the animal and its immobility remain, and therefore, the application of such systems on
active pig farms is not possible.

In past studies, linear regression analysis was usually used to predict the live weight of
pigs [23–25]; however, these traditional methods are inadequate for prediction [3]. Recently,
several researchers have effectively employed various machine learning algorithms to
predict the live weight of pigs using morphological features [26]. These methods aim to
predict the live weight of animals from morphological measurements. These studies have
shown the potential of machine learning algorithms for accurately predicting the nonlinear
relationship between the body weight and morphological traits of animals [3].

The objective of this paper is to study various machine learning methods [27,28] for
predicting the live weight of pigs based on breed, weight at birth, weight at weaning,
age at weaning, and six morphometric measurements. This study aimed to identify the
best machine learning algorithms for predicting the live weight of pigs using various
morphological features.

The main contributions of this article are as follows:

• We show that machine learning methods can provide better results than traditional
linear regression algorithms for predicting the live weight of pigs.

• By using outlier detection, normalisation, hyperparameter optimisation, stack general-
isation, and cross-validation, pig live weight prediction was improved.

• The dataset and model for live weight prediction of Duroc, Landrace, and York-
shire pigs can be downloaded for use by the livestock research community freely by
following the link [29].

2. Materials and Methods

The animal experimental and data collection were approved by the Animal Care and
Use Committee of the South Ural State Agrarian University and Federal Research Centre of
Biological Systems and Agro-technologies of the Russian Academy of Sciences (01-14/758).
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All procedures and data collection in this study were conducted according to the Guidelines
for Experimental Animals (Russia).

2.1. Data Collection

This study used data from 340 Duroc, Landrace, and Yorkshire pigs kept on a private
farm in the Chelyabinsk region of Russia. Traits associated with reduced live weight of
pigs included weight at birth (kg), weight at weaning (kg), age at weaning (days), body
length (cm), chest girth (cm), withers height (cm), chest depth (cm), chest width (cm), and
metacarpus girth (cm). The weight of these pigs was measured with a scale and ranged
from 86 to 113 kg. The distribution of pigs by breed was as follows: 231 Yorkshire, 72 Duroc,
37 Landrace. The age of the pigs was 6 months. They were all females at finishing stages. A
histogram illustrating the distribution of the live weight by breed is shown in Figure 1.
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Figure 1. Histogram of the distribution of the live weight by breed.

The six body measurements shown in Figure 2 were taken manually by an expert with
tailor measuring tape and measuring sticks and recorded in centimetres. The created data
collection are open and available to the research community [29].

Figure 2. Picture of six measured body dimensions of a pig: (1) body length, (2) chest girth, (3) withers
height, (4) chest depth, (5) chest width, and (6) metacarpus girth.

The estimated body measurements were as follows:

• Body length was measured at the middle of the occipital ridge along the upper straight
line of the neck, withers, back, loin, and sacrum to the root of the tail using tailor tape.

• Chest girth was measured behind the shoulder blades by girdling the animal in a
vertical plane tangent to the posterior angles of the shoulder blades using tailor tape.

• Withers height was measured at the highest point of the withers using a measuring
stick.

• Chest depth was measured from the withers to the sternum vertically, tangent to the
posterior angle of the scapula, using a measuring stick.

• Chest width was measured at the widest point of the vertical tangent to the posterior
angle of the scapula using a measuring stick.

• Metacarpus girth was measured at the lower end of the upper third of the metacarpus
using tailor tape.
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2.2. Preprocessing

Outlier detection as a preprocessing step was used to identify anomalies of rare
samples that were suspicious because they differed significantly from most data points.
The SciKit-Learn library (SKlearn) [30] provides a set of machine learning tools to detect
outliers: z-score, InterQuartileRange, IsolationForest, LocalOutlierFactor, OneClassSVM,
EllipticEnvelope. After extensive experimentation with normalisation algorithms, the
z-score normalisation algorithm was chosen because it exhibited the best performance. The
z-score normalisation algorithm calculates the z-score for each sample of data. The z-score
is defined as

z =
x− u

s
, (1)

where x is the current sample value and u and s are the mean and standard deviation of all
samples, respectively.

2.3. Feature Standardisation

The features have different units and scales. To reduce this impact on the prediction
results, the data should be normalised before training the model to make sure that each
feature has the same order of magnitude.

The following normalisation algorithms from the SKlearn library [30] were used:
MinMaxScaler, MaxAbsScaler, StandardScaler, PowerTransformer, StandardScaler, Power-
Transformer, QuantileTransformer, Normalizer, FunctionTransformer, PolynomialFeatures,
and RobustScaler. The MinMaxScaler normalisation algorithm was chosen because it exhib-
ited the best performance. The StandardScaler normalisation algorithm scales each feature
to a specified range. The normalisation is shown as:

y =
2(x− xmin)

xmax − xmin
− 1, (2)

where x represents the sample value, xmin and xmax represent the minimum and maximum
values of all samples, respectively, and y is the normalised value of the feature.

2.4. Machine Learning Algorithms

We studied all the machine learning algorithms from the SKlearn library [30]. How-
ever, some algorithms led to poor results, which are not shown in this article. The model
evaluation results are presented only for the following regression algorithms: extra trees
(ExtraTreesRegressor), random forest (RandomForestRegressor), k-nearest neighbours
(KNeighborsRegressor), linear regression (LinearRegression), epsilon-support vector (SVR),
gradient boosting (GradientBoostingRegressor), decision tree (DecisionTreeRegressor),
adaptive boosting (AdaBoostRegressor), ridge regression with cross-validation (RidgeCV),
cross-validated lasso linear model (LassoCV), cross-validated lasso with the LARS algo-
rithm (LassoLarsCV), cross-validated orthogonal matching pursuit model (Orthogonal-
MatchingPursuitCV), Bayesian ridge (BayesianRidge), Theil–Sen estimator (TheilSenRe-
gressor), and linear regression Huber model (HuberRegressor). The following machine
learning algorithms were also used for prediction: two methods of gradient boosting
(CatBoostRegressor) [31] and (LGBMRegressor) [32], as well as scaled gradient boosting
(XGBRegressor) [33].

The data were initially partitioned randomly into two parts: the training dataset
(70%) and the test dataset (30%). Additionally, 20% of the training dataset were used for
validation.

Our experiments with the models involved testing various combinations of hyper-
parameters to find the optimal response. We used the GridSearchCV algorithm from the
SKlearn library [30] to automate the process of obtaining the best combination of hyperpa-
rameters. We found the optimal hyperparameters for all regression algorithms used using
GridSearchCV. Some algorithms can lead to overfitting, especially tree-based methods.
Therefore, we used regularisation and the early stopping technique to avoid overfitting.
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2.5. Ensemble Methods

Ensemble methods have greatly helped obtain a more powerful prediction based on
combinations of many different machine learning models. There are various ensemble
methods: averaging methods based on different weighted averaging algorithms, bagging,
boosting, stack generalisation, and the special network StackNet. StackNet is a scalable
meta-modelling methodology that utilises stacking to combine multiple models in a neural
network architecture with multiple levels in parallel.

Stacked generalisation or stacking is an ensemble machine learning algorithm [34].
The advantage of stacked generalisation is the capability of prediction with better perfor-
mance than any single model. Stack generalisation typically yields better performance
than any single trained model [35]. Although stack generalisation does not guarantee an
improvement in performance, it depends on the complexity of the regression task, the
choice of base models, and uncorrelated base models in predictions.

Stacked generalisation uses a meta-learning algorithm to fit a combination of the
prediction models. Stacked generalisation can combine the predictions from some models
on the same dataset, such as boosting and bagging. In contrast to boosting, the stacking
model uses a single model to fit a combination of the predictions from the models. In
contrast to bagging, the stacking model is typically different and fits the same dataset.
The stacking model consists of some base models and a meta-model that integrates the
predictions of the base models. The outputs from the base models are used as the input
to the meta-model. In the meta-model, the training dataset can be prepared using k-fold
cross-validation from the base models and can also use the training dataset as the inputs
to the base models, which can provide additional data to the meta-model to fit the best
combination of the predictions from the meta-model. The base models are trained on the
entire original training dataset, and the meta-model is trained on the prepared training
dataset. Base models should be diverse and complex.

2.6. Model Evaluation

Some evaluation criteria were used to estimate the performance of the models used in
this study for predicting the pig live weight.

In this study, we examined various commonly used evaluation measures. We used the
coefficient of determination (R2), the root-mean-squared error (RMSE), the mean absolute
error (MAE), and the mean absolute percentage error (MAPE) as measures to evaluate
quality. They are defined as

R2 = 1− ∑n
i=1(yi − fi)

2

∑n
i=1(yi − ȳ)2 , (3)

RMSE =

√
1
n

n

∑
i=1

(yi − fi)2, (4)

MAE =
1
n

n

∑
i=1
|yi − fi|, (5)

MAPE =
1
n

n

∑
i=1

∣∣∣∣yi − fi
yi

∣∣∣∣, (6)

where n is the number of samples in the dataset, ȳ presents the average value among the
measured live weight values, yi, i = 1, . . . , n are the measured live weight values, and fi,
i = 1, . . . , n are the predicted live weight values.

3. Results and Discussion
3.1. Preprocessing

After preprocessing, 311 out of 340 samples remained after excluding outliers.
Figure 3 shows the boxplots before preprocessing. Note that body weight, age at wean-
ing, live weight, body length, withers height, chest depth, and metacarpus girth have
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outliers because of anomalous causes, for example an error in data transcription, human
error, or natural deviations in populations. The basic statistics of the features used after
preprocessing are shown in Table 1.
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Figure 3. In the boxplots, the whiskers show the range, the boxes show the upper and lower quartile
and median (solid dark horizontal line) values, and red points are outliers.

Table 1. The mean values, standard deviation (SD), and coefficient of variation (CV) of each feature.

Features Mean SD CV (%)

Live weight (kg) 101.78 6.51 6.40
Weight at birth (kg) 1.21 0.12 10.13

Weight at weaning (kg) 6.11 0.77 12.61
Age at weaning (days) 24.56 3.04 12.37

Body length (cm) 113.73 5.27 4.63
Chest girth (cm) 109.27 4.35 3.98

Withers height (cm) 58.78 3.30 5.61
Chest depth (cm) 35.12 2.88 8.19
Chest width (cm) 30.11 2.58 8.56

Metacarpus girth (cm) 17.37 0.82 4.74

3.2. Machine Learning Model

We obtained the results of various evaluation measures used to evaluate model per-
formance on the training and test datasets shown in Table 2. The tree-based algorithms
improved the overfitting situation. The most robust algorithm was actually the LassoCV
algorithm with a consistent R2 of approximately 0.299 on the training dataset and 0.301 on
the test dataset, but the RidgeCV algorithm did not have the smallest MAE of 4.533 and
MAPE of 4.521 on the test dataset.

Table 2. Comparison of the ensemble model performances in terms of R2, RMSE, MAE, and MAPE.

Algorithm
On Training Dataset On Testing Dataset

R2 RMSE MAE MAPE R2 RMSE MAE MAPE

VotingRegressor 0.394 5.026 4.172 4.150 0.328 5.436 4.594 4.573
BaggingRegressor 0.300 5.403 4.432 4.399 0.303 5.539 4.504 4.487
StackingRegressor 0.377 5.095 3.803 3.803 0.352 5.339 4.331 4.296

We investigated different ensemble methods to achieve better predictions based on
combinations of many different machine learning models (Show in Table 3): the aver-
aging method using VotingRegressor method [30], bagging using the BaggingRegressor
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method [30], and stack generalisation using the StackingRegressor method [30]. Our experi-
ments with models involved testing various combinations of hyperparameters and machine
learning algorithms to find the optimal response using an exhaustive search. We used a var-
ied range of models: RandomForestRegressor, ExtraTreesRegressor, DecisionTreeRegressor,
AdaBoostRegressor, XGBRegressor, CatBoostRegressor, KNeighborsRegressor, LassoCV,
and RidgeCV.

Table 3. Comparison of the model performances in terms of R2, RMSE, MAE, and MAPE.

Algorithm
On Training Dataset On Testing Dataset

R2 RMSE MAE MAPE R2 RMSE MAE MAPE

RandomForestRegressor 0.652 3.811 3.125 3.101 0.264 5.688 4.798 4.777
ExtraTreesRegressor 0.588 4.145 3.389 3.362 0.247 5.755 4.903 4.881

KNeighborsRegressor 0.443 4.817 3.851 3.828 0.232 5.812 4.884 4.858
LinearRegression 0.313 5.354 4.431 4.405 0.282 5.619 4.607 4.592

GradientBoostingRegressor 0.756 3.192 2.572 2.551 0.260 5.706 4.757 4.701
AdaBoostRegressor 0.571 4.229 3.725 3.674 0.224 5.842 4.865 4.823

RidgeCV 0.307 5.374 4.437 4.410 0.297 5.561 4.533 4.521
LassoCV 0.299 5.408 4.465 4.438 0.301 5.545 4.542 4.532

LassoLarsCV 0.271 5.514 4.609 4.585 0.269 5.670 4.704 4.698
BayesianRidge 0.272 5.508 4.530 4.504 0.305 5.528 4.577 4.566

TheilSenRegressor 0.275 5.498 4.481 4.467 0.208 5.901 4.822 4.808
XGBRegressor 0.714 3.454 2.820 2.768 0.248 5.751 4.748 4.675

LGBMRegressor 0.801 2.877 2.239 2.222 0.270 5.667 4.720 4.667
CatBoostRegressor 0.786 2.986 2.422 2.408 0.288 5.596 4.692 4.658

The RidgeCV base model with two estimators yielded the optimal response for the
BaggingRegressor model. The KNeighborsRegressor, LassoCV, and RidgeCV base models
yielded the optimal response for the VotingRegressor model. The StackingRegressor model
yielded the optimal response using LassoCV, KNeighborsRegressor, and LGBMRegressor
base models and the CatBoostRegressor meta-model. We obtained the following results
shown in Table 2 for the ensemble models. The most robust algorithm was the StackingRe-
gressor algorithm, with a consistent R2 of approximately 0.377 on the training dataset and
0.352 on the test dataset. Moreover, the StackingRegressor algorithm had the smallest MAE
of 4.331 and MAPE of 4.296 on the test dataset.

The performance measures in our experiments were also validated by 10-fold cross-
validation. The 10-fold cross-validation results for the StackingRegressor model using
various evaluation measures are shown in Table 4. For all 10 iterations, the values of the
evaluation measures remained almost the same, indicating the stability of the StackingRe-
gressor model for prediction. Thus, we can conclude that the StackingRegressor model
performed better than the other models used in this study to predict pig live weight.

Table 4. Results of 10-fold cross-validation for the most efficient algorithms on the test dataset. SD
(×10−4) is the standard deviation.

Algorithm
R2 RMSE MAE MAPE

Mean SD Mean SD Mean SD Mean SD

StackingRegressor 0.369 0.027 5.226 0.037 4.319 0.028 4.281 0.019

Figure 4 shows the feature importance identified by the StackingRegressor algorithm
for predicting the pig live weight. The most important feature was found to be chest girth,
which accounted for approximately 21% of the variation in the pig live weight prediction.
Body length and weight at weaning were also found to be important features, together
explaining approximately 27% of the variation. Other features such as metacarpus girth
and chest depth contributed little to the variation.
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Figure 4. Feature importance identified by the StackingRegressor algorithm.

It is of interest to note that the StackingRegressor algorithm yielded a prediction
quality of the live weight of Duroc, Landrace, and Yorkshire pigs that was higher than that
of the state-of-the art algorithms [3,23–26].

4. Conclusions

This study employed various machine learning algorithms to predict the live weight
of Duroc, Landrace, and Yorkshire pigs using body length, chest girth, withers height,
chest depth, chest width, metacarpus girth, weight at birth, weight at weaning, and age at
weaning. We found strong evidence of better performance for machine learning algorithms
compared with the traditional linear model using various evaluation measures. The
StackingRegressor model was found to provide more accurate pig live weight prediction,
outperforming the traditional linear model. The results of the present study demonstrate
that the StackingRegressor model can be used to predict pig live weight. Moreover, outlier
detection, normalisation, hyperparameter optimisation, and stack generalisation algorithms
can be used to increase the accuracy of predicting pig live weight. The findings of this study
may help researchers and practitioners adopt machine learning algorithms for accurate live
weight prediction using various morphological traits and other features. Since we used
data from pigs with the weight ranging from 86 to 113 kg, the proposed model will be
guaranteed to predict the weight of pigs in this range. We think that an indirect automated
estimation of the live weight should be a non-invasive measurement of morphometric
measurements based on computer vision, followed by live weight prediction using a
machine leaning.

Author Contributions: Conceptualisation, S.G., H.G. and A.P.; methodology, S.G., E.E., A.R. and
A.P.; software, A.R.; validation, A.R., S.G., E.E. and A.P.; formal analysis, H.G. and A.P.; investigation,
A.R.; data curation, A.B. and S.E.; writing—original draft preparation, A.R. and A.P.; writing—review
and editing, A.P. and H.G.; visualisation, A.R. and S.G.; supervision, A.R.; project administration,
A.R. All authors have read and agreed to the published version of the manuscript.

Funding: This research was funded by Russian Science Foundation Grant Number 21-76-20014.

Institutional Review Board Statement: All animal protocols used in this study were approved by
the institutional Animal Care and Use Committee of the South Ural State Agrarian University and
Federal Research Centre of Biological Systems and Agro-technologies of the Russian Academy of
Sciences (Russian) (No. 01-14/758).

Informed Consent Statement: Not applicable.

Data Availability Statement: The data presented in this study are available.

Conflicts of Interest: The authors declare no conflict of interest.



Animals 2022, 12, 1152 9 of 10

References
1. Bonfatti, V.; Carnier, P. Prediction of dry-cured ham weight loss and prospects of use in a pig breeding program. Animal 2020,

14, 1128–1138. [CrossRef] [PubMed]
2. Lee, J.; Lee, S.M.; Lim, B.; Park, J.; Song, K.L.; Jeon, J.H.; Na, C.S.; Kim, J.M. Estimation of Variance Components and Genomic

Prediction for Individual Birth Weight Using Three Different Genome-Wide SNP Platforms in Yorkshire Pigs. Animals 2020, 10,
2219. [CrossRef] [PubMed]

3. Huma, Z.; Iqbal, F. Predicting the body weight of Balochi sheep using a machine learning approach. Turk. J. Vet. Anim. Sci. 2019,
43, 500–506. [CrossRef]

4. Campos, L.M.; Almeida, A.K.; Biagioli, B.; Resende, K.T.; Teixeira, I.A.M.A. Predicting empty body weight in growing goats:
A meta-analytic approach. Small Rumin. Res. 2017, 155, 45–50. [CrossRef]

5. Milosevic, B.; Ciric, S.; Lalic, N.; Milanovic, V.; Savic, Z.; Omerovic, I.; Doskovic, V.; Djordjevic, S.; Andjusic, L. Machine learning
application in growth and health prediction of broiler chickens. World’s Poult. Sci. J. 2019, 75, 401–410. [CrossRef]

6. Faridi, A.; Murawska, D.; Golian, A.; Mottaghitalab, M.; Gitoee, A.; Lopez, S.; France, J. Alternative growth functions for
predicting body, carcass, and breast weight in ducks: Lomolino equation and extreme value function. Poult. Sci. 2014,
93, 1031–1042. [CrossRef]

7. Celik, C.; Eyduran, E.; Tariq, M. Comparison of predictive performance of data mining algorithms in predicting body weight in
Mengali rams of Pakistan. Rev. Bras. Zootec. 2017, 46, 863–872. [CrossRef]

8. Goopy, J.; Pelster, D.; Anyango Onyango, A.; Marshall, K.; Lukuyu, M. Simple and robust algorithms to estimate liveweight in
African smallholder cattle. Anim. Prod. Sci. 2017, 58, 1758–1765. [CrossRef]

9. Choi, J.; Kwon, K.; Lee, Y.; Chung, C.; Lee, K.; Jin, S.; Choi, Y.; Lee, J. Application of AutoFom III equipment for prediction of
primal and commercial cut weight of Korean pig carcasses. Asian-Australas. J. Anim. Sci. 2018, 31, 1670–1676. [CrossRef]

10. Camp Montoro, J.; Manzanilla, E.G.; Sola-Oriol, D.; Muns, R.; Gasa, J.; Clear, O.; Calderin Daz, J.A. Predicting Productive
Performance in Grow-Finisher Pigs Using Birth and Weaning Body Weight. Animals 2020, 10, 1017. [CrossRef]

11. Sun, C.; Chen, L.; Li, Y.; Yao, H.; Zhang, N.; Li, C.; Zhou, G.; Chen, Y. Weight Loss Prediction Model for Pig Carcass Based on a
Genetic Algorithm Back- Propagation Neural Network. Trans. ASABE 2020, 63, 1071–1077. [CrossRef]

12. Coyne, J.; Berry, D.; Mäntysaari, E.; Juga, J.; McHugh, N. Comparison of fixed effects and mixed model growth functions in
modelling and predicting live weight in pigs. Livest. Sci. 2015, 177, 8–14. [CrossRef]

13. Carabus, A.; Sainz, R.D.; Oltjen, J.W.; Gispert, M.; Font-i Furnols, M. Predicting fat, lean and the weights of primal cuts for
growing pigs of different genotypes and sexes using computed tomography12. J. Anim. Sci. 2015, 93, 1388–1397. [CrossRef]
[PubMed]

14. Alliston, J.C.; Kempster, A.J.; Owen, M.G.; Ellis, M. An evaluation of three ultrasonic machines for predicting the body
composition of live pigs of the same breed, sex and live weight. Anim. Sci. 1982, 35, 165–169. [CrossRef]

15. Alsahaf, A.; Azzopardi, G.; Ducro, B.; Hanenberg, E.; Veerkamp, R.; Petkov, N. Estimation of Muscle Scores of Live Pigs Using a
Kinect Camera. IEEE Access 2019, 7, 52238–52245. [CrossRef]

16. Brandl, N.; Jorgensen, E. Determination of live weight of pigs from dimensions measured using image analysis. Comput. Electron.
Agric. 1996, 15, 57–72. [CrossRef]

17. Shi, C.; Teng, G.; Li, Z. An approach of pig weight estimation using binocular stereo system based on LabVIEW. Comput. Electron.
Agric. 2016, 129, 37–43. [CrossRef]

18. Wongsriworaphon, A.; Arnonkijpanich, B.; Pathumnakul, S. An approach based on digital image analysis to estimate the live
weights of pigs in farm environments. Comput. Electron. Agric. 2015, 115, 26–33. [CrossRef]

19. Kongsro, J. Estimation of pig weight using a Microsoft Kinect prototype imaging system. Comput. Electron. Agric. 2014, 109, 32–35.
[CrossRef]

20. Wu, J.; Tillett, R.; McFarlane, N.; Ju, X.; Siebert, J.; Schofield, P. Extracting the three-dimensional shape of live pigs using stereo
photogrammetry. Comput. Electron. Agric. 2004, 44, 203–222. [CrossRef]

21. Doeschl, A.B.; Green, D.M.; Whittemore, C.T.; Schofield, C.P.; Fisher, A.V.; Knap, P.W. The relationship between the body shape of
living pigs and their carcass morphology and composition. Anim. Sci. 2004, 79, 73–83. [CrossRef]

22. Kuzuhara, Y.; Kawamura, K.; Yoshitoshi, R.; Tamaki, T.; Sugai, S.; Ikegami, M.; Kurokawa, Y.; Obitsu, T.; Okita, M.; Sugino, T.;
et al. A preliminarily study for predicting body weight and milk properties in lactating Holstein cows using a three-dimensional
camera system. Comput. Electron. Agric. 2015, 111, 186–193. [CrossRef]

23. Mutua, F.; Dewey, C.; Arimi, S.; Schelling, E.; Ogara, W. Prediction of live body weight using length and girth measurements for
pigs in rural Western Kenya. J. Swine Health Prod. 2011, 19, 26–33.

24. Walugembe, M.; Nadiope, G.; Stock, J.; Stalder, K.; Pezo, D.; Rothschild, M. Prediction of live body weight using various body
measurements in Ugandan village pigs. Livest. Res. Rural. Dev. 2014, 26, 1.

25. Somenutse, K.G.; Aziadekey, M.K.; Kulo, A.E. Characterization of local pig in Togo and prediction by barymetry of its live weight.
Livest. Res. Rural. Dev. 2019, 31, 111.

26. Alsahaf, A.; Ducro, B.; Hanenberg, E.; Veerkamp, R.; Azzopardi, G.; Petkov, N. Prediction of slaughter age in pigs and assessment
of the predictive value of phenotypic and genetic information using random forest. J. Anim. Sci. 2018, 96, 4935–4943. [CrossRef]

27. Bishop, C.M. Pattern Recognition and Machine Learning; Springer: Berlin/Heidelberg, Germany, 2006; p. 738.
28. MacKay, D.J.C. Information Theory, Inference & Learning Algorithms; Cambridge University Press: Cambridge, UK, 2003.

http://doi.org/10.1017/S1751731120000026
http://www.ncbi.nlm.nih.gov/pubmed/32014075
http://dx.doi.org/10.3390/ani10122219
http://www.ncbi.nlm.nih.gov/pubmed/33256056
http://dx.doi.org/10.3906/vet-1812-23
http://dx.doi.org/10.1016/j.smallrumres.2017.09.002
http://dx.doi.org/10.1017/S0043933919000254
http://dx.doi.org/10.3382/ps.2013-03375
http://dx.doi.org/10.1590/s1806-92902017001100005
http://dx.doi.org/10.1071/AN16577
http://dx.doi.org/10.5713/ajas.18.0240
http://dx.doi.org/10.3390/ani10061017
http://dx.doi.org/10.13031/trans.13766
http://dx.doi.org/10.1016/j.livsci.2015.03.031
http://dx.doi.org/10.2527/jas.2014-8697
http://www.ncbi.nlm.nih.gov/pubmed/26020915
http://dx.doi.org/10.1017/S0003356100027318
http://dx.doi.org/10.1109/ACCESS.2019.2910986
http://dx.doi.org/10.1016/0168-1699(96)00003-8
http://dx.doi.org/10.1016/j.compag.2016.08.012
http://dx.doi.org/10.1016/j.compag.2015.05.004
http://dx.doi.org/10.1016/j.compag.2014.08.008
http://dx.doi.org/10.1016/j.compag.2004.05.003
http://dx.doi.org/10.1017/S1357729800054540
http://dx.doi.org/10.1016/j.compag.2014.12.020
http://dx.doi.org/10.1093/jas/sky359


Animals 2022, 12, 1152 10 of 10

29. Ruchay, A. Prediction of Live Weight for Duroc, Landrace, and Yorkshire Pigs with Machine Learning. 2021. Available online:
https://github.com/ruchaya/Duroc_Landrace_Yorkshire_pigs (accessed on 21 July 2021).

30. Pedregosa, F.; Varoquaux, G.; Gramfort, A.; Michel, V.; Thirion, B.; Grisel, O.; Blondel, M.; Prettenhofer, P.; Weiss, R.; Dubourg, V.;
et al. Scikit-learn: Machine Learning in Python. J. Mach. Learn. Res. 2011, 12, 2825–2830.

31. Dorogush, A.V.; Ershov, V.; Gulin, A. CatBoost: Gradient boosting with categorical features support. arXiv 2018, arXiv:1810.11363.
32. Ke, G.; Meng, Q.; Finley, T.; Wang, T.; Chen, W.; Ma, W.; Ye, Q.; Liu, T.Y. LightGBM: A Highly Efficient Gradient Boosting

Decision Tree. In Advances in Neural Information Processing Systems 30; Guyon, I., Luxburg, U.V., Bengio, S., Wallach, H., Fergus, R.,
Vishwanathan, S., Garnett, R., Eds.; Curran Associates, Inc.: Red Hook, NY, USA, 2017; pp. 3146–3154.

33. Chen, T.; Guestrin, C. XGBoost: A Scalable Tree Boosting System. In Proceedings of the 22nd ACM SIGKDD International
Conference on Knowledge Discovery and Data Mining, San Francisco, CA, USA, 13–17 August 2016; ACM: New York, NY, USA,
2016; pp. 785–794. [CrossRef]

34. Wolpert, D.H. Stacked generalization. Neural Netw. 1992, 5, 241–259. [CrossRef]
35. Wolpert, D.H. Stacked regressions. Mach. Learn. 1996, 24, 49–64. [CrossRef]

https://github.com/ruchaya/Duroc_Landrace_Yorkshire_pigs
http://dx.doi.org/10.1145/2939672.2939785
http://dx.doi.org/10.1016/S0893-6080(05)80023-1
http://dx.doi.org/10.1007/BF00117832

	Introduction
	Materials and Methods
	Data Collection
	Preprocessing
	Feature Standardisation
	Machine Learning Algorithms
	Ensemble Methods
	Model Evaluation

	Results and Discussion
	Preprocessing
	Machine Learning Model

	Conclusions
	References

