
LIOUVILLE RESULTS FOR FULLY NONLINEAR EQUATIONS MODELED
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Abstract. The paper treats second order fully nonlinear degenerate elliptic equations having

a family of subunit vector fields satisfying a full-rank bracket condition. It studies Liouville
properties for viscosity sub- and supersolutions in the whole space, namely, that under a suitable

bound at infinity from above and, respectively, from below, they must be constants. In a previous

paper we proved an abstract result and discussed operators on the Heisenberg group. Here we
consider various families of vector fields: the generators of a Carnot group, with more precise

results for those of step 2, in particular H-type groups and free Carnot groups, the Grushin and

the Heisenberg-Greiner vector fields. All these cases are relevant in sub-Riemannian geometry
and have in common the existence of a homogeneous norm that we use for building Lyapunov-

like functions for each operator. We give explicit sufficient conditions on the size and sign of
the first and zero-th order terms in the equations and discuss their optimality. We also outline

some applications of such results to the problem of ergodicity of multidimensional degenerate

diffusion processes in the whole space.

1. Introduction

This paper continues our analysis initiated in [7] on one-side Liouville properties for entire
viscosity sub- and supersolutions of fully nonlinear subelliptic PDEs of the form

(1) G(x, u,DXu, (D
2
Xu)

∗) = 0 in Rd ,

where X = {X1, ..., Xm} is a family of Hörmander vector fields, u : Rd → R, DXu : Rd → Rm

and (D2
Xu)

∗ : Rd → Symm, m ≤ d, are respectively the horizontal gradient and the symmetrized
horizontal Hessian of the unknown function u. Our abstract result in [7] considers operators G
satisfying some general structural assumptions that we recall precisely in Section 2. We suppose
the existence of an exhaustion function w [28, 36, 37], i.e., such that lim|x|→∞ w(x) = +∞, that
we call a Lyapunov function if it is a viscosity supersolution of (1) outside a compact set, and
impose to u the bound from above for large |x|

(2) lim sup
|x|→∞

u(x)

w(x)
≤ 0 .

We call Liouville property for subsolutions of (1) the following:

(LP1) if u ∈ USC(Rd) is a viscosity subsolution to (1)

satisfying (2) for a Lyapunov function w, then u is constant.
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Symmetrically, one can formulate a Liouville property for LSC(Rd) supersolutions v to (1) by
assuming the existence of a function W viscosity subsolution to (1) outside a compact set, such
that lim|x|→∞W (x) = −∞, that we call a negative Lyapunov function, quantifying the bound
from below at infinity via

(3) lim sup
|x|→∞

v(x)

W (x)
≤ 0 .

We call now Liouville property for supersolutions of (1) the following:

(LP2) if v ∈ LSC(Rd) is a viscosity supersolution to (1)

satisfying (3) for a negative Lyapunov function W , then v is constant.

Therefore the validity of such properties boils down to the construction of suitable Lyapunov
functions. For linear equations this is known in the literature as the Khas’minskii test and it is
deeply connected with the recurrence and ergodicity properties of the associated diffusion process:
see, e.g., the nice survey [28] on the extensions to Riemannian manifolds, [38] for quasilinear
operators like the p-laplacian and the recent papers [36, 37], the monograph [12] along with the
references therein.

Such Lyapunov functions were first built for fully nonlinear uniformly elliptic equations in [4]
by exploiting the comparison with convex or concave operators, in particular the Pucci’s extremal
operators M−

λ,Λ(D
2u),M+

λ,Λ(D
2u). In our previous paper [7] we built Lyapunov functions for

degenerate equations with a similar structure on the Heisenberg group Hd by means of the norm
ρ homogeneous with respect to the dilations of the group, and we checked that the conditions for
the Liouville properties were sharp by computing M±

λ,Λ((D
2
Hdf(ρ))

∗) for suitable f .
In the present paper we build Lyapunov functions, and therefore get Liouville properties, for

several other choices of vector fields X that are of interest in sub-Riemannian geometry. We begin
with homogeneous Carnot groups, for which we refer to the comprehensive monograph [16]. In
this generality we discuss in particular a Liouville comparison principle inspired by [30], the failure
of Liouville properties for linear equations, together with an estimate of the distance at infinity
of a supersolution from the constant of the Liouville property, inspired by [31, 39], see also [24].

Next we turn to two classes of groups of step 2: H-type groups and free Carnot groups. Here
we use Lyapunov functions of the form w = log ρ, where ρ is the homogeneous norm of the
group, for subsolutions of convex equations or supersolutions of concave ones. We also discuss the
optimality of our conditions for getting (LP1) and (LP2), along with the best growth at infinity
of nonconstant viscosity solutions, and consider equations involving the horizontal Hessian D2

Xu
and the Euclidean gradient Du.

An example of result we get for a model H-type group on R7 introduced in [16, p.687] is the
following: (LP1) holds when

(4) G(x, u,DXu, (D
2
Xu)

∗) ≥ M−
λ,Λ((D

2
Xu)

∗) + inf
α∈A

{cα(x)u− bα(x) ·DXu} ,

with cα ≥ 0, cα, bα uniformly locally Lipschitz, and

(5) sup
α

{
bα(x) ·DXρ(x)

ρ3

|xH |2
− cα(x)

ρ4 log ρ

|xH |2

}
≤ λ− Λ(Q− 1) for |x| ≥ R ,

where xH is the horizontal part of x and Q is the homogeneous dimension of the structure [16].
Since DXρ has explicit polynomial components and |DXρ| = |xH |/ρ, one can easily check the last
condition. For instance, (5) holds for cα ≥ co > 0 and bα bounded, whereas for cα = 0 it becomes a
recurrence condition on the drift, saying that bα ·DXρ must be negative and large enough in norm
for large |x|. Under the assumptions (4) and (5) the Liouville comparison principle mentioned
before states that a subsolution u and a supersolution v of (1), such that lim sup|x|→∞

u−v
log ρ ≤ 0,

coincide up to a constant. Note that this is equivalent to the Liouville property for linear equations,
but not in the nonlinear case, and it appears to be new for fully nonlinear equations even in the
uniformly elliptic Euclidean setting.
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In the second part of the paper we consider geometries that are not related to a group structure.
The first is the classical one associated to the Grushin vector fields, in the plane as well as in the
generalized version for arbitrary dimension. Also here there is a suitable norm ρ associated to the
fundamental solution of the sub-Laplacian [23] and we consider operators that can be compared
with convex or concave ones, as in (4). The Liouville-type results that we find assume conditions
on the data of the same form as (5), they are sharp in any dimension for quasi-linear equations
and in the plane for fully nonlinear operators.

The last sub-Riemannian structure taken into account is generated by the Heisenberg-Greiner
vector fields, see [8, 9, 13], that is intermediate between Heisenberg and Grushin geometries.
Again, a gauge norm ρ allows us to find a Lyapunov function.

We refer to our companion paper [7] for a general introduction to Liouville properties for
(degenerate) elliptic equations and their motivations and applications. The recent article [19]
discusses these properties for equations with superlinear growth in the gradient Du and presents
several open problems and a very large bibliography.

Let us emphasize that general Liouville-type results for fully nonlinear subelliptic equations
cannot be deduced from (invariant) Harnack inequalities as in the classical uniformly elliptic
setting [17], because a building block as the ABP maximum principle is still unknown in this
framework. Some recent advances in this direction can be found in [42] and the references therein.

The main potential applications of our Liouville properties concern various forms of ergodicity
of controlled diffusion processes such as

dXt = b(Xt, αt)dt+ σ(Xt, αt)dBt , X0 = x ∈ Rd,

where αt is a control function, Bt a Brownian motion, and σ a matrix whose entries are the
coefficients of Hörmander vector fields. This is related to the large-time behavior for degenerate
parabolic Hamilton-Jacobi-Bellman equations. Sufficient conditions for the ergodicity of such
processes on compact state spaces have been thoroughly discussed in the literature, cfr. [1] and the
references therein, whilst no general criteria have been systematically explored when the process
is posed on the whole space. For uncontrolled processes the analysis by PDE methods started in
the work [34] and continued in the Lions’ lectures [33], which inspired the recent work [35]. At
the end of the paper we show how the Lyapunov functions constructed in the previous sections
can be used to prove asymptotic properties for linear degenerate elliptic and parabolic equations.

The paper is organized as follows. In Section 2 we recall some preliminaries and the main
abstract result from [7], and we apply it to an abstract Liouville comparison principle. Section
3 first recalls some basic facts on Carnot groups and their sub-Laplacians, then gives a Liouville
theorem for operators concave in the Hessian and convex in the gradient (or viceversa). It continues
with examples of non-constant sub- and supersolutions of linear equations and with a theorem on
the asymptotic behaviour at infinity of non-constant semi-solutions, which appears to be new even
in the Heisenberg group. Section 4 contains our results about equations on Carnot groups of step
2. We analyse first nonlinear PDEs on H-type groups, including cases with dependence on the full
Euclidean gradient. Then we turn to free Carnot groups, for which we find more precise results
for the classical Pucci operators P±

λ [41] than for the usual M±
λ,Λ as defined in [17]. In Section

5 we introduce the Grushin vector fields for which we prove Liouville properties for quasi-linear
and fully nonlinear equations. Section 6 presents the Heisenberg-Greiner geometry and a Liouville
theorem for quasi-linear operators. In Section 7 we show that for equations of Ornstein-Uhlenbeck
type without terms of order 0 our recurrence condition on the drift is sharp for the Liouville
property. Section 8 concludes the paper with some applications to asymptotic problems of ergodic
type for linear degenerate elliptic and parabolic equations.

2. Abstract results

2.1. Liouville properties for Hörmander vector fields. Given a family X = {X1, ..., Xm} of
smooth vector fields satisfying the Hörmander’s rank condition (see below for the definition), we
consider general fully nonlinear subelliptic equations of the form

(6) G(x, u,DXu, (D
2
Xu)

∗) = 0 in Rd ,
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where DXu = (X1u, ...,Xmu) and (D2
Xu)

∗
ij =

XiXju+XjXiu
2 stand respectively for the horizontal

gradient and the symmetrized Hessian, m ≤ d, and G : Rd×R×Rm×Symm → R. The equation
can be written in Euclidean coordinates by calling σ = σ(x) the d×m matrix whose columns σj

have the coefficients of the fields Xj , and observing that

DXu = σTDu , (D2
Xu)

∗ = σT (x)D2uσ(x) + g(x,Du) ,

where g(x,Du) is the m×m matrix with entries

gij(x, p) =

(
Dσj(x)σi(x) +Dσi(x)σj(x)

2

)
· p .

In analogy with [17], we will consider those operators that are uniformly subelliptic, i.e. for
M,N ∈ Symm

(7) M−
λ,Λ(M −N) ≤ G(x, r, p,M)−G(x, r, p,N) ≤ M+

λ,Λ(M −N)

where M±
λ,Λ are the Pucci’s extremal operators [17] over the symmetrized horizontal Hessian

defined as

M+
λ,Λ(M) = sup{−Tr(AM) , λIm ≤ A ≤ ΛIm} = −λ

∑
ei(M)>0

ei − Λ
∑

ei(M)<0

ei

M−
λ,Λ(M) = inf{−Tr(AM) , λIm ≤ A ≤ ΛIm} = −Λ

∑
ei(M)>0

ei − λ
∑

ei(M)<0

ei ,

where ei(M) are the eigenvalues of the matrix M . It is important to point out that condition
(7) does not imply the uniform ellipticity in the classical sense, as in Caffarelli-Cabré [17], since
we are considering m-dimensional symmetric matrices for an operator posed on the Euclidean
space Rd with m < d. We can also express the uniform subellipticity condition (7) via Euclidean
coordinates as

λTr(σT (x)Pσ(x) + g(x, p)) ≤ G(x, r, σT (x)p, σT (x)Nσ(x) + g(x, p))

−G(x, r, σT (x)p, σT (x)(P +N)σ(x) + g(x, p)) ≤ ΛTr(σT (x)Pσ(x) + g(x, p))

for P,N ∈ Symd, P ≥ 0, i.e., positive semidefinite. Note that the correction term g(x, p) vanishes
in many important cases, such as Carnot groups of step 2.

Remark 2.1. It is worth remarking that

G((D2
Xu)

∗) = −Tr((D2
Xu)

∗) = M±
1,1((D

2
Xu)

∗) = −∆Xu = −
m∑
i=1

X2
i u

and by the definition of the Pucci’s extremal operators (which appear as a supremum or infimum
of linear operators in non-divergence form), all the non-existence results stated for equations of
the form M−

λ,Λ((D
2
Xu)

∗) ≤ H(x, u,DXu) or M+
λ,Λ((D

2
Xu)

∗) ≥ H(x, u,DXu) lead immediately to
non-existence results for sub- and supersolutions to the non-divergence structure equation

−Tr(A(x)(D2
Xu)

∗) = H(x, u,DXu),

provided the eigenvalues of A ∈ Symm lie in the interval [λ,Λ]. To our knowledge, most of the
results we will present are new even for linear and quasi-linear PDEs driven merely by the sum of
squares of Hörmander vector fields.

We now recall some abstract Liouville results obtained in [7] for fully nonlinear uniformly
subelliptic equations (6). When dealing with Liouville properties for viscosity subsolutions, we
will consider those operators G uniformly subelliptic such that

(8) G(x, r, p, 0) ≥ Hi(x, r, p) , x ∈ Rd , p ∈ Rm , r ∈ R,

with Hi concave in p, so of the form

(9) Hi(x, r, p) = inf
α∈A

{cα(x)r − bα(x) · p} .
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Then it will be enough to treat equations of the form

(10) M−
λ,Λ((D

2
Xu)

∗) +Hi(x, u,DXu) = 0 in Rd.

When dealing with Liouville properties for viscosity supersolutions, we will assume instead

(11) G(x, r, p, 0) ≤ Hs(x, r, p) , x ∈ Rd , p ∈ Rm , r ∈ R,

with Hs convex in p, i.e.,

(12) Hs(x, r, p) = sup
α∈A

{cα(x)r − bα(x) · p} .

and therefore consider the equation

(13) M+
λ,Λ((D

2
Xu)

∗) +Hs(x, u,DXu) = 0 in Rd .

As for the first and zero-th order coefficients, we will assume the following conditions: bα : Rd →
Rm is locally Lipschitz in x uniformly in α, i.e., for all R > 0 there exists KR > 0 such that

(14) sup
|x|,|y|≤R

|bα(x)− bα(y)| ≤ KR|x− y|

and

(15) cα(x) ≥ 0 and continuous in |x| ≤ R uniformly in α .

We recall that a family of vector fields satisfy the Hörmander’s rank condition if
(H)
the vector fields are smooth and the Lie algebra generated by them has full rank d at each point.

Theorem 2.2. Assume that the vector fields X are C1,1 and satisfy the Hörmander condition
(H). Furthermore, suppose that G is uniformly subelliptic.

(a) Under the previous assumptions on Hi, (LP1) holds for (10) provided that either u ≥ 0
or cα(x) ≡ 0.

(b) Under the previous assumptions on Hs, (LP2) holds for (13) provided that v ≤ 0 or
cα(x) ≡ 0.

As a consequence, (LP1) and (LP2) hold for the equation (6).

This result has been proved in [7, Corollary 3.11 and 3.12] via the strong maximum principle
recently obtained by the authors in [6] through the notion of generalized subunit vector fields for
fully nonlinear operators. The result has extended prior Liouville properties obtained in [4] valid
for fully nonlinear uniformly elliptic equations and some quasi-linear degenerate equations. Section
4.1 in [7] provides explicit sufficient conditions for the validity of the Liouville property for PDEs
structured on the Heisenberg group, but allows also a dependence on the Euclidean gradient, cf [7,
Section 4.3]. In the next sections, we will exhibit further sufficient conditions ensuring the validity
of Liouville properties in more general structures.

We finally remark that when the control set A appearing in Hi and Hs is a singleton, and
λ = Λ = 1, our equations (10)-(13) reduce to the linear problem

−∆Xu+ b(x) ·DXu+ c(x)u = 0

and the results in Theorem 2.2 apply to it under the assumptions (14)-(15) on b, c if there exist
the Lyapunov functions w and W . To our knowledge, the results we obtain here are new even for
such linear equations.

2.2. A Liouville comparison principle. A consequence of Theorem 2.2 is the following Liouville
property expressed in the form of a comparison principle.

Corollary 2.3. Assume X are C1,1 and satisfy (H), cα ≡ 0, and there exists a Lyapunov func-
tion w for (10) (resp., a negative Lyapunov function W for (13)). Let u and v be a viscosity

sub- and supersolution to (10) (respectively, to (13)) such that lim sup|x|→∞
u(x)−v(x)

w(x) ≤ 0 (resp.,

lim inf |x|→∞
v(x)−u(x)

W (x) ≤ 0). Then u ≡ v in Rd up to a constant.
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Proof. It is not hard to check by the arguments in [4, 7] that in the first case u− v is a viscosity
subsolution of (10). Since it satisfies (2), by Theorem 2.2 (a) it is a constant.

Similarly, in the second case v−u is a supersolution of (13) and it satisfies (3), so Theorem 2.2
(b) says that it is a constant. □

Remark 2.4. Note that the growth conditions at infinity on u− v are both satisfied if u ≤ v + C
for some constant C, so the result is a counterpart for fully nonlinear equations of the Liouville
comparison principles for quasilinear equations, see e.g. [30] (where C = 0).

Note also that the constant 0 is a solution of (10) and (13) because cα ≡ 0, so the Corollary
contains Theorem 2.2 as a special case.

Remark 2.5. Sufficient conditions for the existence of the Lyapunov functions can be found in [4]
for the Euclidean case, in [7] for the Heisenberg group, and in the next sections for other sets of
vector fields X .

Note that Corollary 2.3 seems to be new even for linear equations

−Tr(A(x)(D2
Xu)

∗) + b(x) ·DXu = 0 in Rd

as soon as the operator is degenerate elliptic (and A is the square of a Lipschitz matrix, b Lipschitz).

3. General Carnot groups and sub-Laplacians

3.1. Definitions and preliminaries. A stratified group (or Carnot group) [16, Definition 2.2.3]
is a connected and simply connected Lie group whose Lie algebra G admits a stratification G =
V1⊕V2⊕...⊕Vr with [Vi, Vi−1] = Vi for 2 ≤ i ≤ r and [V1, Vr] = 0, where [V,W ] := span{[v, w] : v ∈
V,w ∈ W}. Here, r is called the step of the group, and we set m = d1 = dim(V1), di = dim(Vi),
2 ≤ i ≤ r. A stratified group can be identified with a so-called homogeneous Carnot group up
to an isomorphism (see [16, Section 2.2.3]). A homogeneous Carnot group G (cf. [16, Definition
1.4.1]) can be in turn identified with Rd = Rd1 × ... × Rdr (d = d1 + ... + dr) endowed with a
group law ◦ if for any λ > 0 the dilation δλ : Rd → Rd of the form δλ(x) = (λx(1), ..., λrx(r)) is
an automorphism of the group, where x = (x(1), ...., x(r)), x(i) ∈ Rdi . Then the smooth vector
fields on Rd X = {X1, ..., Xm} generate the homogeneous Carnot group (Rd, ◦, δλ) if they are
left-invariant on G and such that Xj(0) = ∂xj |0 for j = 1, ..., d1 span Rd at every point x ∈ Rd.
We say that G has step r and m = d1 generators.

In this case, the second order differential operator ∆G =
∑m

i=1X
2
i sum of squares of vector

fields is called sub-Laplacian on G. We also denote with

Q :=

r∑
i=1

idi=

r∑
i=1

idim(Vi)

the homogeneous dimension of the group, with DGu = DXu := (X1u, ...,Xmu) the horizontal
gradient, and with D2

Gu = D2
Xu the horizontal Hessian. We now collect some basic properties that

will be needed in the sequel and that can be found in [16, Chapter 5].

Definition 3.1. Let ∆G be a sub-Laplacian on a homogeneous Carnot group G. We call ∆G-gauge
a symmetric norm ρ, homogeneous with respect to δλ, smooth out of the origin, and satisfying

∆G(ρ
2−Q) = 0 in G\{0} .

Then, a radial function on G is a function u : G\{0} → R such that u(x) = f(ρ(x)) for all x ∈ G
for a given f : (0,∞) → R and a ∆G-gauge ρ on G.

Definition 3.2. Let G be a homogeneous Carnot group on Rd and ∆G be a sub-Laplacian on G.
A function Γ : Rd\{0} → R is a fundamental solution for ∆G if it satisfies

• Γ ∈ C∞(Rd\{0}) ,
• Γ ∈ L1

loc(Rd) and Γ → 0 as |x| → ∞ ,
•
∫
Rd Γ∆Gφdx = −φ(0) for all φ ∈ C∞

0 (Rd).

We have the following important existence result due to G.B. Folland [25, Theorem 2.1] (see
also [16, Theorem 5.3.2] and the references therein)
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Theorem 3.3. Let ∆G be a sub-Laplacian on a homogeneous Carnot group with homogeneous
dimension Q > 2. Then, there exists a fundamental solution Γ of ∆G. Moreover, the solution is
unique.

We now recall the following result connecting ∆G-gauges and fundamental solutions of sub-
Laplacians.

Proposition 3.4. Let ∆G be a sub-Laplacian on a homogeneous Carnot group G and Γ be the
fundamental solution of ∆G. Then

(i)

ρ(x) :=

{
(Γ(x))

1
2−Q if x ∈ G\{0} ,

0 if x = 0 ,

is a ∆G-gauge on G;
(ii) if ρ is a ∆G-gauge on G, then there exists a positive constant γd such that Γ = γdρ

2−Q is
the fundamental solution of ∆G;

(iii) if ρ is a norm on G homogeneous with respect to δλ, smooth out of the origin, and such
that

∆G(ρ
α) = 0 in G\{0}

for a suitable α ∈ R, α ̸= 0, then α = 2−Q and ρ is a ∆G-gauge on G.

Proof. (i) is proved in [16, Proposition 5.4.2], (ii) in [16, Theorem 5.5.6] , and (iii) in [16, Corollary
9.9.8] □

The next result is proved in [16, Proposition 5.4.3] and allows to compute sub-Laplacians on
Carnot groups over radial functions with respect to the homogeneous norm.

Proposition 3.5. Let ∆G be a sub-Laplacian on a homogeneous Carnot group G and f = f(ρ(x))
be a smooth radial function on G\{0}. Then

∆G(f(ρ)) = |DGρ|2
(
f ′′(ρ) +

Q− 1

ρ
f ′(ρ)

)
.

3.2. Liouville property for some concave-convex equations. In this section we derive some
Liouville-type results in general homogeneous Carnot groups for subsolutions of equations of the
form

(16) F ((D2
Gu)

∗) +Hi(x, u,DGu) = 0 in Rd ,

where

(17) ∃λ > 0 : F (M) ≥ −λTr(M) ∀M ∈ Sm .

Note that the Pucci’s maximal operator F = M+
λ,Λ satisfies such condition, and this motivates

the title of this section. The property (17) allows to work by comparing F ((D2
Gu)

∗) with the
corresponding sub-Laplacian, even if a fundamental-type solution of the second order operator in
(16) is not known in general.

Corollary 3.6. Assume (17) and that the ∆G-gauge ρ satisfies

(18) sup
α∈A

{
ρbα(x) ·DGρ− cα(x)ρ2 log ρ

}
≤ −λ(Q− 2)|DGρ|2

for ρ sufficiently large. Then (LP1) holds for (16) with w(x) = log ρ(x).

Proof. By (17) M+
λ,Λ((D

2
Gu)

∗) ≥ −λ∆Gu and so u is a subsolution to the equation −∆Gu +

Hi(x, u,DGu) = 0. We then apply Theorem 2.2 with the Lyapunov function w(x) = log ρ(x).
Note that lim|x|→∞ w(x) = ∞ because ρ = Γ1/(2−Q) → ∞ as |x| → ∞ by Proposition 3.4. By
Proposition 3.5 w satisfies

−λ∆G(w(ρ)) = −|DGρ|2
(Q− 2)λ

ρ2
.
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Thus, w is a supersolution at all points where

−|DGρ|2
(Q− 2)λ

ρ2
+ inf

α∈A

{
cα(x) log ρ− bα(x) · DGρ

ρ

}
≥ 0 .

In particular, this inequality holds when ρ is sufficiently large under condition (18). □

Remark 3.7. A symmetric result holds for supersolutions of F ((D2
Gu)

∗) + Hs(x, u,DGu) = 0 if
F (M) ≤ −ΛTr(M) for some Λ > 0, as it is the case for the Pucci’s minimal operator F = M−

λ,Λ.

Remark 3.8. Under condition (18) the Liouville comparison principle Corollary 2.3 applies to (16)
with w = log ρ and to the equation of Remark 3.7 with W = − log ρ.

3.3. Failure of the Liouville property for linear equations. Using the existence of a ∆G-
gauge of Proposition 3.4 we can easily show the failure of the Liouville property for sub- and
supersolutions to sub-Laplace equations on any homogeneous Carnot group.

Proposition 3.9. Let X be a system of smooth vector fields in Rd generating a homogeneous
Carnot group G with homogeneous dimension Q, and ρ be a ∆G-gauge on G. Then

u1(x) = (1 + ρ2(x))1−
Q
2 ,

is a non-constant bounded classical supersolution to −∆Gu = 0 in G, while −u1 is a non-constant
bounded subsolution to −∆Gu = 0 in G.

Proof. Clearly 0 ≤ u1 ≤ 1 because Q > 2, while owing to Proposition 3.5 we find

∆Gu1 = |DGρ|2
[
Q(Q− 2)(1 + ρ2)−1−Q

2 ρ2 + (2−Q)(1 + ρ2)−
Q
2 + (1 + ρ2)−

Q
2 (2−Q)(Q− 1)

]
= −|DGρ|2Q(Q− 2)(1 + ρ2)−1−Q

2 ≤ 0

□

Remark 3.10. When G is the classical d-dimensional Euclidean group, d ≥ 3, the sub-Laplace

operator reduces to the classical Laplacian ∆ :=
∑d

i=1 ∂
2
xi
, the homogeneous dimension is Q = d

and ρ(x) = |x|. This case is classical, and counterexamples to the one-side Liouville property can
be found in [7] and the references therein.

Remark 3.11. One- or two-side Liouville properties for solutions to sub-Laplace equations on
Carnot groups have been investigated in [18] by means of mean-value formulas and in [16] via
Harnack inequalities. Proposition 3.9 shows that, instead, the property may fail for mere sub- or
supersolutions.

We consider now a family of smooth vector fields fulfilling the following assumptions

(H1) X1, ..., Xm are linearly independent and satisfy the Hörmander rank condition at 0 ∈ Rd.
(H2) X1, ..., Xm are homogeneous of degree 1 with respect to a family of anisotropic dilations

δλ on Rd of the form

δλ(x) = (λσ1x1, ..., λ
σdxd)

for σi ∈ N, i = 1, ..., d and 1 ≤ σ1 ≤ ... ≤ σd.

We can extend Proposition 3.9 to sub-Laplacians built on vector fields fulfilling the above as-
sumptions (H1) and (H2) via a global lifting argument that dates back to Folland and recently
reconsidered in [10]. A similar argument has been recently used in [11, Proposition 5.6] to prove
non-existence of nontrivial solutions for sub-Laplace equations, and the next result shows that,
instead, non-constant sub- and supersolutions do exist.

Corollary 3.12. Let X = {X1, ..., Xm} be a system of smooth vector fields in Rd satisfying (H1)-
(H2). Then, there exist non-constant classical subsolutions bounded above and supersolutions
bounded below to −

∑m
j=1X

2
j u = 0 in Rd.
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Proof. The lifting argument in [10, Theorem 3.2] shows that there exists a homogeneous Carnot
group G ≃ RN , N > d, and a system of Lie generators Z1, ..., Zm of G, which are the lifted
vector fields corresponding to X1, ..., Xm. Then, we set ∆G =

∑m
j=1 Z

2
j and observe that

∆G(u ◦ π) = (∆Xu) ◦ π, where π : RN → Rd is the canonical projection of RN onto the first
d variables. Then, if u solves −∆Xu ≤ 0 in Rd, the function v = u ◦ π solves −∆Gv ≤ 0 in
G ≃ RN . Therefore, the failure of the Liouville property readily follows from Proposition 3.9 on
RN , which gives the existence of a non-constant bounded smooth subsolution to −∆Xu = 0 on
Rd when the fields satisfy the hypotheses (H1)-(H2). □

3.4. The distance from a constant at infinity. When the Liouville property does not hold
one would to like to evaluate how far is a sub- or supersolution from the constant of the Liouville
property. In the Euclidean case this was done by V. Kurta for a class of quasilinear equations
in [31] via integral methods (see also [39] for similar test function methods applied to semilinear
equations on the Heisenberg group) and more recently by L. D’Ambrosio and E. Mitidieri in [24].
Let us first note that for the classical Laplacian in dimension d ≥ 3 the supersolution of Proposition

3.9 is u1(x) = (1 + |x|2) 2−d
2 , which satisfies

lim inf
r→∞

[
sup

r≤|x|≤2r

(u1(x)− 0)

]
rd−2 = C.

Theorem 2 in [31] implies that, for any ν ∈ (0, 1), a superharmonic function u ≥ 0 either is
constant in Rd or it satisfies

(19) lim inf
r→∞

[
sup

r≤|x|≤2r

(u(x)− 0)

]
r

d−2
1−ν = +∞.

This gives the “sharp distance at infinity” of nonconstant supersolutions larger than c from the
constant c.

Next we give the corresponding result in a homogeneous Carnot group, where we expect the
Euclidean dimension d to be replaced by the homogeneous dimension Q. In fact, the supersolution
of Proposition 3.9 satisfies

lim inf
r→∞

[
sup

r≤ρ(x)≤2r

(u(x)− 0)

]
rQ−2 = C.

Theorem 3.13. Let u ≥ c be a non-constant weak solution to −∆Gu ≥ 0 in G ≃ Rd such that
u ∈ L∞

loc(Rd). Then, for any ν ∈ (0, 1),

(20) lim inf
r→∞

[
sup

r≤ρ(x)≤2r

(u(x)− c)

]
r

Q−2
1−ν = +∞

Remark 3.14. By weak supersolution we mean a measurable function u : G ≃ Rd → R defined on
G which is locally integrable in Rd, |DGu| ∈ L2

loc(Rd) and∫
Rd

m∑
i=1

XiφXiu dx ≥ 0

for all nonnegative test functions φ ∈ W 1,2(G) with compact support, where W 1,q(G), q > 1, is
the standard horizontal Sobolev space.

Proof. The proof relies on proving the following stronger property: if u is a non-constant super-
solution to −∆Gu = 0 in Rd, then it satisfies the condition

(21) lim inf
r→∞

r−2

∫
r≤ρ(x)≤2r

(u(x)− c)1−ν dx = +∞

for any fixed ν ∈ (0, 1). Then, the latter would imply (20) if we further have u ∈ L∞
loc(Rd).

To show the condition (21) one adapts to Carnot groups the proof in the Euclidean case of
[31, Theorem 2]. We summarize here below the crucial steps, and refer to the earlier version of
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this manuscript1 and to [31] for a thorough discussion. The idea is to use a variational argument,
taking the test function

φ(x) = (u− c+ ϵ)−νζ2(x) , ν ∈ (0, 1)

where ζ : Rd → [0, 1] is smooth and identically 1 on the Koranyi ball BG(0, r) and 0 outside
BG(0, 2r), to be specialized later. Rearranging the weak formulation of the problem and using
Cauchy-Schwarz, Hölder and Young inequalities one deduces that

(22) lim inf
r→∞

∫
Ar

|DGζ|2(u− c)1−ν = +∞ .

This step concludes the proof by choosing ζ(x) = ψ(ρ/2r), where ρ is a homogeneous norm of
the structure, ψ : [0,+∞] → [0, 1] is a smooth function which equals 1 on [0, 1/2], 0 on [1,∞)

and satisfies the inequality |DGζ| ≤ Cr−1 (since |DGρ| ≤ C̃ in view of the fact that DGρ is
homogeneous of degree 0, cf [16, Remark 5.5.2]) for arbitrary r > 0. □

Remark 3.15. Theorem 3.13 agrees with the growth rate of superharmonic functions found in [15,
Theorem 1.1], at least in the context of the Heisenberg group. Moreover, a more general decay
rate of positive supersolutions has been recently studied in [24] for operators in divergence form
with regular coefficients. This can be obtained combining Corollary 23 and Remark 12 in [24].

Remark 3.16. Using a slight modification of the above argument and following [31], one can prove
that any nonconstant and locally bounded weak solution to −∆G,pu := −divG(|DGu|p−2DGu) ≥ 0
in G, where divG stands for the horizontal divergence along the vector fields, with u ≥ c and
1 < p < Q, satisfies

(23) lim inf
r→∞

[
sup

r≤ρ(x)≤2r

(u(x)− c)

]
r

Q−p
p−1−ν = +∞

with any fixed ν ∈ (0, p− 1). This agrees with the Liouville property found in [22, Corollary 4.3]
when p ≥ Q.

4. Fully nonlinear PDEs on Carnot groups of step 2

4.1. Definitions and preliminaries. In this section, we introduce step-2 Carnot groups follow-
ing [16, Chapter 3]. Set Rd = Rm × Rn. Given n skew-symmetric matrices B(1), ...., B(n) with
dimension m×m and real entries, one defines the group operation

(x, t) • (x′, t′) = (x+ x′, t+ t′ + 2⟨Bx, x′⟩) ,

where, ⟨Bx, x′⟩ stands for the n-tuple

(⟨B(1)x, x′⟩, ..., ⟨B(n)x, x′⟩)

and ⟨·, ·⟩ denotes the inner product in Rm. Then, (Rd, •) is a Lie group, while the dilation

δλ : Rd → Rd , δλ((x, t)) = (λx, λ2t)

is an automorphism of (Rd, •) for any positive λ. Then G = (Rd, •, δλ) is a homogeneous Lie

group. When B(s) = (b
(s)
jl ), j, l = 1, ...,m, and for q = (x1, ..., xm, t1, ..., tn), a basis of the Lie

algebra of G is given by the m+ n left invariant vector fields

Xj(q) = ∂xj
+ 2

n∑
s=1

m∑
l=1

b
(s)
jl xl∂ts , j = 1, ...,m ,

Yj(q) = ∂ts , s = 1, ..., n

As pointed out in [16], we have n ≤ m(m−1)
2 , that allows to relate the dimension of the horizontal

and vertical layers.

1arXiv: 2109.11331v1, September 23, 2021
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Example 4.1. The Heisenberg group is a step 2 Carnot group with m = 2d and n = 1 on R2d+1

by taking

B(1) =

(
0 Id

−Id 0

)
.

Example 4.2. H-type groups. They are Carnot groups of step 2 such that the matrices B(s) satisfy
the further conditions

• B(s) are m×m skew symmetric and orthogonal.
• B(k)B(s) +B(s)B(k) = 0 for k, s = 1, ..., n with k ̸= s.

In this case the homogeneous dimension is defined as Q = m+2n. Prototype examples of matrices
fulfilling the above conditions, cf. [16, p.687], are

(24) B(1) =


0 −1 0 0
1 0 0 0
0 0 0 −1
0 0 1 0

 ;B(2) =


0 0 1 0
0 0 0 −1
−1 0 0 0
0 1 0 0

 ;B(3) =


0 0 0 1
0 0 1 0
0 −1 0 0
−1 0 0 0


which generate a H-type group on R7 = R4 ×R3, and we will focus on them in the next sections.
Other explicit examples can be found in [16, Remark 3.6.6]. Also the Heisenberg group is a H-type
group with m = 2d and n = 1 on R2d+1, by taking B(1) as in the previous example.

For H-type groups a gauge is

(25) ρH(x) :=
[
(x21 + ...+ x2m)2 + t21 + ...+ t2n

] 1
4

and Kaplan [29] (see also [16]) proved that ΓH := ρ2−Q
H , Q = m+2n, is the fundamental solution to

the corresponding sub-Laplace equation. (Here we made the change of coordinates for the vertical
layer t′ = t/4 to normalize a constant in the original definition of ρH in [29]).

Example 4.3. Free Carnot groups Fr = Fr,2 ∼ Rr × R
r(r−1)

2 . They are Carnot groups of step 2

where the matrices B(s) have the entry −1 in position (j, l), +1 in position (l, j), and 0 otherwise.
In Rd, let us denote the coordinates of the first layer by xk, 1 ≤ k ≤ r and those of the second
layer by tkj , 1 ≤ j < k ≤ r. Let ∂k and ∂kj the standard basis vectors in this coordinate system.
Free Carnot groups of step-2 and r generators are spanned by the vector fields

Xk := ∂k + 2

∑
j>k

xj∂jk −
∑
j<k

xj∂kj

 if 1 ≤ k ≤ r .

Then, denote by

Xkj := ∂kj if 1 ≤ j < k ≤ r .

the fields of the vertical layer. The Carnot structure of Fr is given by

V1 = Span{Xk : 1 ≤ k ≤ r} and V2 = Span{Xkj : 1 ≤ j < k ≤ r}

The commutation relations for 1 ≤ j < k ≤ r and 1 ≤ i ≤ r are given by

[Xk, Xj ] = 4Xkj and [Xi, Xkj ] = 0

Denote the coordinates by

(x, t) = (xH , xV ) = (x1, ..., xr, t2,1, ..., tr,r−2, tr,r−1) ∈ Rr × R
r(r−1)

2

and consider the homogeneous norm

(26) ρF(x) =
[
|xH |4 + |xV |2

] 1
4 .

It is immediate to recognize that free Carnot group of step-2 coincides with the Heisenberg group
only in one dimension, i.e. H1 ≡ (R3, ·). Indeed for r = 2d generators, we have a free Carnot
group of step 2 if and only if the following equality holds 2d + 1 = 2d + 2d(2d− 1)/2 , which is
fulfilled only when d = 1.
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4.2. Fundamental solutions to Pucci’s extremal equations on a class of H-type groups.
In this section and the next we consider the specific case of matrices (24). Then m = 4, n = 3,
Q = 10, ρ = ρH is given by (25), and we denote the coordinates

(x, t) = (xH , xV ) = (x1, ..., x4, t1, ..., t3).

It is immediate to check that the algebra is spanned by the vector fields

(27)
X1 = ∂x1

− 2x2∂t1 + 2x3∂t2 + 2x4∂t3 , X2 = ∂x2
+ 2x1∂t1 − 2x4∂t2 + 2x3∂t3 ,

X3 = ∂x3 − 2x4∂t1 − 2x1∂t2 − 2x2∂t3 , X4 = ∂x4 + 2x3∂t1 + 2x2∂t2 − 2x1∂t3 .

We now give two simple algebraic lemmas for later use. The first is taken from [32].

Lemma 4.4. Let a, b, c, s ∈ R and v, w ∈ Rm be unitary vectors and define

A = sIm + av ⊗ v + bw ⊗ w + c(v ⊗ w + w ⊗ v) .

Then, the eigenvalues of A are

• s with multiplicity at least m − 2 and eigenspace Span{v, w}⊥, i.e., the orthogonal com-
plement of Span{v, w};

• s+
a+b+2cv·w±

√
(a+b+2cv·w)2+4(1−(v·w)2)(c2−ab)

2 which are simple, if different from s.

In particular, when either (v · w)2 = 1 or c2 = ab, the eigenvalues are s with multiplicity m − 1
and s+ a+ b+ 2cv · w, which is simple.

Lemma 4.5. We have Xiρ = µi

ρ3 where µi, i = 1, ..., 4, are defined via

µ1 = −x2t1+x3t2+x4t3 , µ2 := x1t1−x4t2+x3t3 , µ3 := −x4t1−x1t2−x2t3 , µ4 := x3t1+x2t2−x1t3 .

Moreover, |DHρ|2 = |xH |2/ρ2,

(D2
Hρ)

∗ = 3
|DHρ|2

ρ
I4 −

3

ρ
DHρ⊗DHρ

and

(D2
Hf(ρ))

∗ = 3
f ′(ρ)

ρ
|DHρ|2I4 +

(
f ′′(ρ)− 3

f ′(ρ)

ρ

)
DHρ⊗DHρ

In particular, the eigenvalues of (D2
Hf(ρ))

∗ are 3 f ′(ρ)
ρ |DHρ|2 with multiplicity 3 and f ′′(ρ)|DHρ|2

which is a simple eigenvalue. Finally

∆Hf(ρ) = |DHρ|2
(
f ′′(ρ) + 9

f ′(ρ)

ρ

)
where 9 = Q− 1, Q = 10 being the homogeneous dimension.

Proof. We compute

X1ρ =
x1|xH |2

ρ3
+

1

ρ3
(−x2t1+x3t2+x4t3) =:

µ1

ρ3
; X2ρ =

x2|xH |2

ρ3
+

1

ρ3
(x1t1−x4t2+x3t3) =:

µ2

ρ3

X3ρ =
x3|xH |2

ρ3
+

1

ρ3
(−x4t1−x1t2−x2t3) =:

µ3

ρ3
; X4ρ =

x4|xH |2

ρ3
+

1

ρ3
(x3t1+x2t2−x1t3) =:

µ4

ρ3
.
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Then, it is immediate to check that

|DHρ|2 =

4∑
i=1

(Xiρ)
2 =

|xH |6

ρ6
+

|xH |2(t21 + t22 + t23)

ρ6

+
2

ρ6
(−x2x3t1t2 + x3x4t2t3 − x2x4t1t3 − x1x4t1t2 − x3x4t2t3 + x1x3t1t3 + x4x1t1t2

+ x4x2t1t3 + x1x2t2t3 + x3x2t1t2 − x1x2t2t3 − x1x3t1t3)

+ 2
|xH |2

ρ6
(−x1x2t1 + x3x1t2 + x1x4t3 + x1x2t1 − x4x2t2 + x3x2t3 − x4x3t1 − x1x3t2

− x2x3t3 + x3x4t1 + x3x4t1 + x2x4t2 − x1x4t3)

=
|xH |6

ρ6
+

|xH |2(t21 + t22 + t23)

ρ6
=

|xH |2

ρ6
ρ4 =

|xH |2

ρ2

We then compute

X2
i ρ =

|DHρ|2

ρ
+ 2

|xH |2

ρ3
− 3

ρ
XiρXiρ ;X2X1ρ = − t1

ρ3
− 3

ρ
X2ρX1ρ ;X1X2ρ =

t1
ρ3

− 3

ρ
X1ρX2ρ

X2X3ρ = − t3
ρ3

− 3

ρ
X2ρX3ρ ;X3X2ρ =

t3
ρ3

− 3

ρ
X3ρX2ρ ;X2X4ρ =

t2
ρ3

− 3

ρ
X2ρX4ρ

X4X2ρ = − t2
ρ3

− 3

ρ
X4ρX2ρ ;X4X3ρ = − t1

ρ3
− 3

ρ
X4ρX3ρ ;X3X4ρ =

t1
ρ3

− 3

ρ
X3ρX4ρ

Then, using the fact that |DHρ|2ρ2 = |xH |2, the symmetrized horizontal Hessian takes the form

(D2
Hρ)

∗ = 3
|DHρ|2

ρ
I4 −

3

ρ
DHρ⊗DHρ .

We then conclude that for a radial function f = f(ρ) we have

(D2
Hf(ρ))

∗ = 3
f ′(ρ)

ρ
|DHρ|2I4 +

(
f ′′(ρ)− 3

f ′(ρ)

ρ

)
|DHρ|2

DHρ

|DHρ|
⊗ DHρ

|DHρ|
.

We then use Lemma 4.4 applied with m = 4, s = 3 f ′(ρ)
ρ |DHρ|2, a =

(
f ′′(ρ)− 3 f ′(ρ)

ρ

)
|DHρ|2,

b = c = 0 to conclude that the eigenvalues are 3 f ′(ρ)
ρ |DHρ|2 with multiplicity 3 and f ′′(ρ)|DHρ|2,

which is a simple eigenvalue. □

We are now able to compute explicitly the degenerate Pucci’s extremal operators of radial
functions.

Lemma 4.6. For every f = f(ρ) concave and increasing we have

M+
λ,Λ((D

2
Hf(ρ))

∗) = −|DHρ|2
(
λ(Q− 1)

f ′(ρ)

ρ
+ Λf ′′(ρ)

)
while for f = f(ρ) convex and decreasing we have

M+
λ,Λ((D

2
Hf(ρ))

∗) = −|DHρ|2
(
λf ′′(ρ) + Λ(Q− 1)

f ′(ρ)

ρ

)
,

where Q = 10 is the homogeneous dimension of the H-type group associated with the matrices (24).

Proof. This is a simple consequence of Lemma 4.5 and the formulas for the Pucci’s extremal
operators. □

We are now ready to construct classical solutions, that we call “fundamental solutions”, of

M±
λ,Λ((D

2
Hu)

∗) = 0 in R7\{0} ,

This extends to a different subelliptic structure some results of [20] and the more general ones in
[3] for the uniformly elliptic case, as well as those in [21] for the Heisenberg group. In particular,
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by taking λ = Λ, our fundamental solutions of the corresponding sub-Laplacian agrees with those
found by Kaplan [29]. These classical solutions depend on the two parameters

α :=
λ

Λ
(Q− 1) + 1 = 9

λ

Λ
+ 1 ≥ 1

and

β :=
Λ

λ
(Q− 1) + 1 = 9

Λ

λ
+ 1 ≥ 10 = Q .

Standard calculations similar to those carried out in [20], [21, Lemma 3.3] lead to the following

Lemma 4.7. The radial functions Φ1(x) = φ1(ρ) and Φ2(x) = φ2(ρ) with

φ1(ρ) :=


C1ρ

2−α + C2 for α < 2

C1 log ρ+ C2 for α = 2

−C1ρ
2−α + C2 for α > 2

and

φ2(ρ) := C1ρ
2−β + C2

are classical (and hence viscosity) solutions to

M+
λ,Λ((D

2
Hu)

∗) = 0 in R7\{0} .

In particular, φ1 is concave and increasing, while φ2 is convex and decreasing with respect to ρ.
Similarly, Ψ1 = −Φ2 and Ψ2 = −Φ1 are “fundamental solutions” of

M−
λ,Λ((D

2
Hu)

∗) = 0 in R7\{0} .

4.3. Liouville properties on H-type groups. We consider the specific case of matrices (24)
as in the previous section, and refer to the next Remark 4.13 for the general case. We begin with
the homogeneous Pucci’s equation and improve Corollary 3.6 in this special case. The next result
is known in the Euclidean and Heisenberg cases with different proofs, see [20, Theorem 3.2], [2,
Theorem 4.3] and [21, Theorem 5.2], and it is new for H-type groups. We provide a new unified
proof with the same strategy as in [7].

Theorem 4.8. Let X be either the Euclidean or the Heisenberg vector fields, or the generators
of the H-type groups in (27), and Q be the corresponding homogeneous dimension. Let u be a
continuous viscosity solution to M+

λ,Λ((D
2
Xu)

∗) ≤ 0 (resp., M−
λ,Λ((D

2
Xu)

∗) ≥ 0) in Rd bounded

from above (resp., below). If Q ≤ Λ
λ + 1, then u is constant.

Proof. We outline the main steps in the case of the maximal operator, the other being similar.
Let ρ be the homogeneous norm associated to X . Assume temporarily the existence of a function
w ∈ C2(Rd\{0}) such that M+

λ,Λ((D
2
Xw)

∗) ≥ 0 for ρ(x) > R and lim|x|→∞ w = +∞. For ξ > 0

set vξ(x) = u(x) − ξw(x) for some R̄ > R > 0. Then vξ is continuous on {x ∈ Rd : ρ(x) > R̄}
and solves in the viscosity sense M−

λ,Λ((D
2
X vξ)

∗) ≤ 0 for ρ(x) > R̄ by the properties of Pucci’s

extremal operators. Indeed, if both u,w are C2, we have

M−
λ,Λ((D

2
X vξ)

∗) ≤ M+
λ,Λ((D

2
Xu)

∗)+M−
λ,Λ(−ξ(D

2
Xw)

∗) = M+
λ,Λ((D

2
Xu)

∗)−ξM+
λ,Λ((D

2
Xw)

∗) ≤ 0,

and the inequality is true in the viscosity sense by an argument in [7, Theorem 2.1]. Therefore,
arguing again as in [7] by the weak comparison principle on the annuli, one observes that u attains
its maximum at some point on ∂B(0, R̄). Then, one applies the strong maximum principle [6] to
conclude that u is constant.

It remains to verify the existence of a Lyapunov function w for the equation. We take w(x) =
log ρ(x) (ρ(x) = |x| in the Euclidean case and ρ = ρH in the other cases) and claim that

M+
λ,Λ((D

2
Xw)

∗) = (Λ− λ(Q− 1))
|DXρ(x)|2

ρ(x)2
.
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This is well known for the Euclidean and Heisenberg case, and it follows from Lemma 4.6 for the
case of H-type groups. Then

M+
λ,Λ((D

2
Xw)

∗) ≥ 0 for ρ(x) > 0 ⇐⇒ Q ≤ Λ

λ
+ 1 .

□

Remark 4.9. The condition on Q in Theorem 4.8 is sharp, as it can be seen immediately by
constructing explicit counterexamples as in [7]. Note that it is equivalent to the condition α ≤ 2
and therefore to the unboudedness at infinity of the fundamental solution built in Lemma 4.7.
We stress again that the one-side Liouville property for sub- and supersolutions to sub-Laplacians
(λ = Λ) fails in any Carnot group of step-2.

The proof of Theorem 4.8 in [21] used a Hadamard-type result in the Heisenberg group. Such a
qualitative property can be obtained also for H-type groups, and Theorem 4.8 can also be deduced
from it.

Remark 4.10. The one-side bound in the previous result can be weakened. When Q = Λ
λ + 1 one

has

M+
λ,Λ((D

2
Xu)

∗) ≤ 0 , lim sup
ρ→∞

u(x)

log ρ(x)
≤ 0 =⇒ u constant,

M−
λ,Λ((D

2
Xu)

∗) ≥ 0 , lim sup
ρ→∞

u(x)

log ρ(x)
≥ 0 =⇒ u constant.

Moreover, an inspection of the proofs in [7] shows that when Q < Λ
λ +1, one can replace the semi-

boundedness with the conditions lim supρ→∞
u(x)

ρ2− λ
Λ

(Q−1)−1(x)
≤ 0 and lim supρ→∞

u(x)

ρ2− λ
Λ

(Q−1)−1(x)
≥

0 respectively (indeed, ρ2−
λ
Λ (Q−1)−1(x) blows up as ρ→ ∞). Thus, we can reformulate the above

Liouville property by saying that every nonconstant viscosity solution to M−
λ,Λ((D

2
Xu)

∗) ≥ 0

decreases like ρ2−
λ
Λ (Q−1)−1 if Q < Λ

λ + 1 and like log ρ if Q < Λ
λ + 1. This gives a counterpart

of Theorem 3.13 concerning the sharp distance at infinity for non-divergence equations. This is
consistent with the results for the Laplacian in the plane and those in [20] obtained for the Pucci’s
operators via the Hadamard-three sphere theorem. We refer to Remark 7.2 for an example showing
the sharpness of such growth conditions.

We now consider equations (10) and (13) structured over the H-type vector fields, namely,

(28) M−
λ,Λ((D

2
Hu)

∗) +Hi(x, u,DHu) = 0 in R7 ,

(29) M+
λ,Λ((D

2
Hu)

∗) +Hs(x, u,DHu) = 0 in R7 ,

where Hi, Hs are defined by (9) and (12). In the rest of this section ρ = ρH defined by (25).

Theorem 4.11. Let X = {X1, ...., X4} be the system of vector fields generating the H-type group
H ≃ R7 associated to the matrices in (24). Assume that (14) and (15) hold and

(30) sup
α∈A

{bα(x) · µ

|xH |2
− cα(x)

ρ4

|xH |2
log ρ} ≤ λ− 9Λ

for ρ sufficiently large and |xH | ≠ 0, where Q = 10 is the homogeneous dimension of H ≃ R7,
bα(x) takes values in R4, and µ is defined in Lemma 4.5.

(A) If either cα(x) ≡ 0 or u ≥ 0, then (LP1) holds for (28) with w(x) = log ρ(x).
(B) If either cα(x) ≡ 0 or v ≤ 0, then (LP2) holds for (29) with W (x) = − log ρ(x).

As a consequence, (LP1) and (LP2) hold for G uniformly subelliptic under the assumptions (8)
or (11) and Hi, Hs as in (9) or (12).

Proof. We only have to check the existence of a Lyapunov function and apply Theorem 2.2. Take
w(x) = log ρ(x). Note that lim|x|→∞ w(x) = ∞ because ρ → ∞ as |x| → ∞. By Lemma 4.6 we
can compute the Pucci minimal operator for ρ(x) > 0 and get

M−
λ,Λ((D

2
Hw)

∗) = {−Λ(Q− 1) + λ} |DHρ|2

ρ2
.
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Thus, w is a supersolution at all points where

{−Λ(Q− 1) + λ} |xH |2

ρ4
+ inf

α∈A
{cα(x) log ρ− bα(x) · µ

ρ4
} ≥ 0 ,

because |DHρ|2 = |xH |2/ρ2 and DHw = µ/ρ4 by Lemma 4.5. In particular, this inequality holds
when ρ is sufficiently large under condition (30) by recalling that Q = 10. Similarly, one can check
that (30) implies that the function W (ρ) = − log ρ is a subsolution to (29) for ρ(x) > 0. Therefore
Theorem 2.2 gives the conclusion. □

Remark 4.12. It is easy to give simpler sufficient conditions on the coefficients so that condition
(30) holds. For instance,

lim sup
|x|→∞

sup
α∈A

bα(x) · µ

|xH |2
< λ− 9Λ ,

since cα ≥ 0, or, uniformly in α,

cα(x) ≥ co > 0 , |bα(x)| = o
(
ρ2 log ρ/|xH |

)
,

because |µ| = ρ2|xH | (the condition on bα is satisfied, for instance, if they are uniformly bounded),
guarantee the validity of (30).

Remark 4.13. The Liouville properties obtained above for the matrices (24) can be extended to
general H-type groups under similar conditions by means of the expression of the symmetrized
horizontal Hessian of a rescaled homogeneous norm given in [42, p. 468]. Moreover, the same
computations would lead to new results even for linear equations driven by −Tr(A(x)(D2

Hu)
∗),

where A is uniformly positive definite with eigenvalues between two given constants λ < Λ via [7,
Theorem 2.1]. In both cases, to prove (LP1) one can take the Lyapunov functions w1(x) = log ρ
or w2(x) = ρ2 (cf. [7, Remark 4.6]) and get sufficient conditions involving the dimension of the
underlying structure.

Remark 4.14. The previous sufficient condition is comparable with the one obtained in [4] for the
Euclidean vector fields and in [7] for the Heisenberg vector fields, since the constant on the right-
hand side in (30) can be written as λ− 9Λ = λ− Λ(Q− 1). It can be improved for subsolutions
(resp. supersolutions) when M−

λ,Λ (resp. M+
λ,Λ) is replaced with M+

λ,Λ (resp. M−
λ,Λ), as we did in

Theorem 4.8. This is consistent with non-existence results already found for different equations,
see, e.g., [19, Remark 2.6] and the references therein. For instance, consider a subsolution u to
the fully nonlinear equation perturbed by linear terms

(31) M+
λ,Λ((D

2
Hu)

∗) + b(x) ·DHu+ c(x)u = 0 in R7 ,

where X are either the Heisenberg vector fields or those generating the H-type group H ≃ R7

associated to the matrices in (24). Assume (14), (15), and

(32) lim sup
|x|→∞

{
b(x) · µ

|xH |2
− c(x)

ρ4

|xH |2
log ρ(x)

}
≤ Λ− λ(Q− 1)

for ρ sufficiently large, where Q is the homogeneous dimension of the structure, and µ is defined in

Lemma 4.5 for H-type groups or in [7, eq. (37)] for the Heisenberg group. If lim sup|x|→∞
u(x)
log ρ ≤ 0

and either c(x) ≡ 0 or u ≥ 0, then u is constant. The proof is the same as that of Theorem 4.8.

We can deduce from Theorem 4.11 and Corollary 2.3 the following Liouville comparison prin-
ciple.

Corollary 4.15 (Liouville comparison principle). Let u, v be a sub- and a supersolution to (28)

(resp., (29)) such that lim sup|x|→∞
u(x)−v(x)
log ρ(x) ≤ 0 and assume cα ≡ 0 and (30) holds. Then u ≡ v

up to constants in Rd.

Proof. By (30) and the proof of Thm. 4.11, w = log ρ is a Lyapunov function for (28) andW = −w
is a negative Lyapunov function, u − v is a subsolution and v − u a supersolution of (28). Then
one can conclude by the Liouville properties of Thm. 4.11. □
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4.4. Equations with horizontal Hessian and Euclidean gradient. In this section, following
[7], we consider equations that involve the H-Hessian (D2

Hu)
∗ and the Euclidean gradient Du,

namely of the form

(33) G(x, u,Du, (D2
Hu)

∗) = 0 in Rd = Rm+n ,

with G : Rm+n×R×Rm+n×Sm → R. We impose G uniformly subelliptic and its first order part
bounded from below by a concave Hamiltonian Hi, or from above by a convex one Hs, which are
allowed to depend on the full Euclidean gradient. More precisely,

(34) G(x, r, p, 0) ≥ Hi(x, r, p), ∀x, p ∈ Rd, r ∈ R,
for a concave Hamiltonian of the form (9), but with bα : Rd → Rd a vector field in Rd, or

(35) G(x, r, p, 0) ≤ Hs(x, r, p), ∀x, p ∈ Rd, r ∈ R,
for a convex Hamiltonian of the form (12) with bα : Rd → Rd. On bα and cα we make the same
assumptions (14), (15).

The next result provides an explicit sufficient condition on H-type groups associated to the
matrices (24). It states that the velocity fields bα in the drift part of the Hamiltonian terms
Hi and Hs point toward the origin for |x| sufficiently large, and it is expressed in terms of the
homogeneous norm ρ of the H-type group defined by (25).

Corollary 4.16. Assume that the operator G satisfies (7), where X = {X1, ..., X4} are the H-type
vector fields in R7 given by (27), and (14) and (15) hold. Suppose there exist γ1, . . . , γm+n ∈ R
with mini γi = γo > 0 and such that

(36) sup
α
bα(x) ·Dρ(x) ≤ −

m+n∑
i=1

γixi∂iρ+ o

(
1

ρ3

)
as ρ→ ∞.

(A) Assume (34). If either cα(x) ≡ 0 or u ≥ 0, then (LP1) holds for (34) with w(x) = log ρ(x).
(B) Assume (35). If either cα(x) ≡ 0 or v ≤ 0, then (LP2) holds for (35) with W (x) = − log ρ(x).

Proof. We only need to check that w = log ρ is a supersolution to

M−
λ,Λ((D

2
Hu)

∗) +Hi(x, u,Du) = 0 .

Let C1 := 9Λ− λ > 0. As in the proof of Theorem 4.11, w is a supersolution at all points where

(37) −C1
|xH |2

ρ4
+ inf

α∈A

{
cα(x) log ρ− bα(x) · Dρ

ρ

}
≥ 0 .

Since Dρ = (2|xH |2xH , xV )/(2ρ3) ∈ Rm+n, we deduce from (36) that the left-hand side of the
above inequality is greater than

− C1
|xH |2

ρ4
+

1

2ρ4

2

m∑
i=1

γix
2
i |xH |2 +

n∑
j=1

γjx
2
j + o(1)

 ≥

1

ρ4

(
|xH |2(γo|xH |2 − C1) +

γo
2
|xV |2 + o(1)

)
≥ 0 ,

for ρ large enough, by taking either |xH |2 > C1/γo, or |xH |2 ≤ C1/γo and |xV |2 > 2C2
1/γ

2
o . □

As a byproduct, we conclude with a result based on a positivity condition of the zero-th order
coefficients cα at infinity similar to [7, Example 4.9 and Corollary 4.10]. We skip the proof since
it is the same of [7, Corollary 4.10].

Corollary 4.17. In the assumptions of Corollary 4.16 replace (36) with

(38) lim inf
|x|→∞

inf
α∈A

cα(x) log ρ(x) > 0 ,

and either

(39) lim sup
|x|→∞

sup
α∈A

bα(x) ·Dρ(x) ≤ 0 ,
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or

(40) sup
α∈A

|bα(x)| = o(ρ) as ρ→ ∞.

Then the conclusions of Corollary 4.16 hold.

Remark 4.18. Corollary 4.16 generalizes to fully nonlinear equations over H-type vector fields the
Liouville properties proved in the companion paper [7] for the Heisenberg group.

The condition (38) in Corollary 4.17 obviously holds if cα(x) ≥ co > 0 for |x| large enough, and
in such case the condition (40) can be weakened to supα∈A |bα(x)| = o(ρ log ρ).

4.5. Liouville properties on free step-2 Carnot groups. Here we consider the Carnot groups
Fr with r parameters introduced in Example 4.3 of Section 4.1 with ρF defined by (26).

Lemma 4.19. The gauge ρF in Fr satisfies

(D2
Fr
ρF)

∗ =
3|xH |2

ρ4F
Ir −

3

ρ2F
DFr

ρF ⊗DFr
ρF .

In particular, for a radial function f = f(ρF) we have

(D2
Fr
f(ρF))

∗ = f ′(ρF)
3|xH |2

ρ4F
Ir +

(
f

′′
(ρ)− 3f ′(ρF)

ρ2F

)
DFr

ρF ⊗DFr
ρF

and

∆Fr
f(ρF) = f ′(ρF)

3|xH |2

ρ4F
r +

(
f

′′
(ρF)−

3f ′(ρF)

ρ2F

)
|DFr

ρF|2.

Proof. We drop the subscript F in the homogeneous norm ρ for ease of notation. We have

Xkρ =
1

ρ3

xk r∑
j=1

x2j +

∑
j>k

xjtjk −
∑
j<k

xjtkj

 .
Thus, we obtain

|DFr
ρ|2 =

|xH |6

ρ6
+

1

ρ6

∑
k

∑
j>k

xjtjk −
∑
j<k

xjtkj

2

.

Moreover, we can compute

Xk(Xkρ) =
1

ρ3

 r∑
j=1

x2j + 2x2k + 2

r∑
j=1,j ̸=k

x2j

− 3

ρ
XkρXkρ =

3|xH |2

ρ3
Ir −

3

ρ
XkρXkρ

and

Xi(Xkρ) =
1

ρ3
[2xixk − tki − 2xixk]−

3

ρ
XiρXkρ for i < k;

Xi(Xkρ) =
1

ρ3
[2xixk + tik − 2xixk]−

3

ρ
XiρXkρ for i > k .

Therefore, the horizontal hessian D2
Fr
ρ ∈ Rr×r is given by

D2
Fr
ρ =

1

ρ3
[
T + 3|xH |2Ir

]
− 3

ρ
DFr

ρ⊗DFr
ρ ,

where xH = (x1, ..., xr) and T is the skew-symmetric matrix

T :=


0 −t21 . . . −tr1
t21 0 . . . . . .
...

...
...

...
tr1 . . . . . . 0


We then conclude

(D2
Fr
ρ)∗ =

3|xH |2

ρ4
Ir −

3

ρ2
DFr

ρ⊗DFr
ρ .

□
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We now consider fully nonlinear problems of the form

(41) M−
λ,Λ((D

2
Fr
u)∗) +Hi(x, u,DFru) = 0 in Rd ,

(42) M+
λ,Λ((D

2
Fr
u)∗) +Hs(x, u,DFr

u) = 0 in Rd .

Theorem 4.20. Assume (14)-(15) and

(43) sup
α∈A

{
bα(x) · DFr

ρ

ρ
− cα(x) log ρ

}
≤ 4λ

ρ2
|DFrρ|2 − Λ

3r

ρ4
|xH |2

for ρ large enough.

(a) Assume that either cα(x) ≡ 0 or u ≥ 0, then (LP1) holds for (41) with w(x) = log ρ(x).
(b) Assume that either cα(x) ≡ 0 or v ≤ 0, then (LP2) holds for (42) with W (x) = − log ρ(x).

Proof. The proof follows the same lines at that of Theorem 4.11 with the Lyapunov function
w := log ρ, ρ = ρF. By Lemma 4.19 and the chain rule we get

(44) (D2
Fr

log(ρ))∗ =
3|xH |2

ρ4
Ir −

4

ρ2
DFr

ρ⊗DFr
ρ =: N +M.

By Lemma 4.4 the eigenvalues ofM are − 4
ρ2 |DFr

ρ|2, which is simple, and 0 with multiplicity r−1,

while the eigenvalue of N is 3|xH |2/ρ4 with multiplicity r. By the sub-additivity of the Pucci’s
minimal operator (cf [17]) we get

M−
λ,Λ(D

2
Fr
w) +Hi(x,w,DFr

w) ≥ M−
λ,Λ

(
− 4

ρ2
DFr

ρ⊗DFr
ρ

)
+M−

λ,Λ

(
1

ρ4
(3|xH |2Ir)

)
+ inf

α∈A

{
cα(x) log ρ− bα(x) · DFrρ

ρ

}
=

4λ

ρ2
|DFr

ρ|2 − Λ
3r

ρ4
|xH |2

+ inf
α∈A

{
cα(x) log ρ− bα(x) · DFr

ρ

ρ

}
.

Hence w is a supersolution of (41) at all x where (43) holds. □

Remark 4.21. This result can be compared with the one obtained in [7] for the Heisenberg group
H1, which is a free step two Carnot group with r = 2. We set η̄ := ρ3DFrρ and recall that in this

case |DF2
ρ|2 = |xH |2

ρ2 by [21, Lemma 3.1]. Then (43) reads

sup
α∈A

{bα(x) · η̄ − cα(x)ρ4 log ρ} ≤ (4λ− 6Λ) |xH |2.

On the other hand, the sufficient condition in [7, Theorem 4.2] is

sup
α∈A

{bα(x) · η̄ − cα(x)ρ4 log ρ} ≤ (λ− 3Λ)|xH |2 .

The two conditions coincide only if λ = Λ, i.e., when the operators reduce to the sub-Laplacian.
Then for the nonlinear case λ < Λ Theorem 4.20 is not sharp, as expected, because in the proof
we had to use the sub- and superadditivity inequalities of the extremal operators.

We now address the extremal operators P±
λ , introduced by Pucci in [41], computed over hori-

zontal Hessians. These operators can be written in terms of the ordered eigenvalues of the matrix
M ∈ Sm as follows

P+
λ (M) = sup

A∈Bλ

−Tr(AM) = −λ
m∑

k=2

ek − [1− (m− 1)λ]e1 = −λTr(M)− (1−mλ)e1 ,

P−
λ (M) = inf

A∈Bλ

−Tr(AM) = −λ
m−1∑
k=1

ek − [1− (m− 1)λ]em = −λTr(M)− (1−mλ)em .

where

Bλ = {A ∈ Symm : A ≥ λId ,Tr(A) = 1}.
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Note that they can be computed by knowing only the trace and an extremal eigenvalue of the
Hessian, different from M± that require the sign of all the eigenvalues. We have the following
sharp Liouville property for the equations

(45) P−
λ ((D2

Fr
u)∗) +Hi(x, u,DFr

u) = 0 in Rd ,

(46) P+
λ ((D2

Fr
u)∗) +Hs(x, u,DFr

u) = 0 in Rd .

Corollary 4.22. For Hi, Hs defined by (9), (12) with bα : Rd → Rr, assume (14)-(15) and

(47) sup
α∈A

{bα(x) · η̄ − cα(x)ρ4 log ρ} ≤ −3|xH |2 + 4λρ2|DFrρ|2 ,

for ρ sufficiently large, where η̄ := ρ3DFr
ρ.

(c) Assume that either cα(x) ≡ 0 or u ≥ 0, then (LP1) holds for (45) with w(x) = log ρ(x).
(d) Assume that either cα(x) ≡ 0 or v ≤ 0, then (LP2) holds for (46) with W (x) = − log ρ(x).

Proof. The proof follows the same line as that of Theorem 4.11 with ρ = ρF. By Lemma 4.4 the

eigenvalues of the horizontal Hessian in (44) are 3|xH |2
ρ4 with multiplicity r−1 and 3|xH |2

ρ4 − 4
ρ2 |DFrρ|2

which is simple. Then

P−
λ ((D2

Gr
log ρ)∗) =

4λ

ρ2
|DFr

ρ|2 − 3|xH |2

ρ4
.

□

Remark 4.23. As in Remark 4.21 we compare with the result obtained in [7] for the Heisenberg
group H1. Now condition (47) is the same as the one in [7, Corollary 4.10], so Corollary 4.22 is
sharp.

Remark 4.24. The Liouville comparison principle Corollary 4.15 continues to hold for equations
(41) and (42) assuming (43) instead of (30), and for equations (45) and (46) assuming (47).

Remark 4.25. Results for equations involving the horizontal Hessian D2
Fr
u and the Euclidean

gradient Du can be found as in Section 4.4.

5. Fully nonlinear equations on Grushin geometries

5.1. Preliminaries on Grushin structures. The prototype sub-Riemannian geometry of Grushin-
type is the one generated by the vector fields

(48) X = ∂x Y = x∂y

for p = (x, y) ∈ R2, that leads to the so-called Grushin operator defined as

∆X := ∂2x + x2∂2y , (x, y) ∈ R2 .

Unlike the examples presented in the previous section in the realm of Carnot groups, here the
vector fields are not left-invariant with respect to any group action on R2. However, one can easily
check that X and Y satisfy the Hörmander condition, since at the origin we have Span{X,Y } =
Span{X} ̸= R2, but [X,Y ] = ∂y and Span{X,Y, [X,Y ]} = R2 at any point (x, y) ∈ R2. In this
case, we consider the following homogeneous norm

(49) ρ(x, y) = (x4 + 4y2)
1
4 ,

which is 1-homogeneous with respect to the dilations δλ(x, y) = (λx, λ2y), λ > 0.
A multidimensional counterpart can be defined as follows. Let γ be a positive real number and

(x, y) ∈ Rd = Rn
x × Rk

y with n, k ≥ 1. Consider the vector fields

(50) Xi = ∂xi
, Yj = |x|γ∂yj

, i = 1, ..., n , j = 1, ..., k

and denote by DX = (Dx, |x|γDy) the horizontal gradient and ∆X = ∆x + |x|2γ∆y the Grushin
sub-Laplacian and, finally, let

Q := n+ (1 + γ)k
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be the corresponding homogeneous dimension. For such structures we consider the homogeneous
norm

(51) ρ(x, y) =
(
|x|2(1+γ) + (1 + γ)2|y|2

) 1
2+2γ

.

When γ = 0 this generalizes the classical Laplacian, while for γ > 0 the ellipticity of the operator
degenerates at {0} × Rk ⊆ Rd. When γ = 2k, k ∈ N, ∆X is a sum of squares of C∞ vector fields
fulfilling the Hörmander’s rank condition.

We start with the following algebraic results on the plane.

Lemma 5.1. Let X and ρ be defined by (48) and (49). Then DXρ = (Xρ, Y ρ) = 1
ρ3

(
x3, 2xy

)
,

|DXρ|2 = x2

ρ2 , and

(D2
Xρ)

∗ =
1

ρ3

(
3x2 y
y 2x2

)
− 3

ρ
DXρ⊗DXρ .

In particular, for a radial function f = f(ρ) we have

(D2
X f(ρ))

∗ =
f ′(ρ)

ρ3

(
3x2 y
y 2x2

)
+

(
f ′′(ρ)− 3f ′(ρ)

ρ

)
DXρ⊗DXρ .

Proof. The computation of DXρ is easy. Then the entries of the intrinsic Hessian D2
Xρ are given

by

X(Xρ) =
3x2

ρ3
−3

ρ
XρXρ ; X(Y ρ) =

2y

ρ3
−3

ρ
XρY ρ ; Y (Xρ) = −3

ρ
Y ρXρ ; Y (Y ρ) =

2x2

ρ3
−3

ρ
Y ρY ρ .

Therefore, the matrix D2
Xρ can be written as

D2
Xρ =

1

ρ3

(
3x2 2y
0 2x2

)
− 3

ρ
DXρ⊗DXρ .

and the lemma is proved by exploiting the chain rule (D2
X f(ρ))

∗ = f ′(ρ)(D2
Xρ)

∗ + f ′′(ρ)DXρ ⊗
DXρ. □

We now prove an analogous result for the multidimensional generalized Grushin vector fields.

Lemma 5.2. Let X and ρ be defined by (50) and (51). Then

DXρ =

(
|x|2γxi, (1 + γ)yj |x|γ

)
ρ2γ+1

, |DXρ|2 =
|x|2γ

ρ2γ
,

(D2
Xρ)

∗ =
|x|2γ

ρ2γ+1
Id + 2γ

|x|2γ

ρ2γ+1

( x
|x| ⊗

x
|x| 0Rk×k

0Rk×k 0Rk×k

)
− (2γ + 1)

ρ
DXρ⊗DXρ

+ γ
|x|2γ

ρ2γ+1

(
0Rn 0Rk×k

0Rk×k Ik

)
+
γ(1 + γ)

2

|x|γ−2

ρ2γ+1

(
0Rn×n x⊗ y
y ⊗ x 0Rk×k

)
.

For a radial function for f = f(ρ)

(D2
X f(ρ))

∗ = f ′(ρ)
|x|2γ

ρ2γ+1
Id +2γf ′(ρ)

|x|2γ

ρ2γ+1

( x
|x| ⊗

x
|x| 0Rk×k

0Rk×k 0Rk×k

)
+ f ′(ρ)γ

|x|2γ

ρ2γ+1

(
0Rn 0Rk×k

0Rk×k Ik

)
+ f ′(ρ)

γ(1 + γ)

2

|x|γ−2

ρ2γ+1

(
0Rn×n x⊗ y
y ⊗ x 0Rk×k

)
+

(
f ′′(ρ)− f ′(ρ)

(2γ + 1)

ρ

)
DXρ⊗DXρ

and

∆X f(ρ) =
|x|2γ

ρ2γ

(
f ′′(ρ) + f ′(ρ)

Q− 1

ρ

)
Proof. We compute

Xiρ =
|x|2γxi
ρ2γ+1

, Yjρ =
(1 + γ)yj |x|γ

ρ2γ+1
,
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from which it readily follows that |DXρ|2 = |x|2γ
ρ2γ using the definition of the gauge norm. Then

XjXiρ = 2γ
|x|2γ−2xjxi
ρ2γ+1

+
|x|2γ

ρ2γ+1
δij −

2γ + 1

ρ
XjρXiρ ; YjYiρ = (1 + γ)

|x|2γ

ρ2γ+1
δij −

2γ + 1

ρ
YjρYiρ

XjYiρ = γ(1 + γ)
|x|γ−2

ρ2γ+1
xjyi −

2γ + 1

ρ
XjρYiρ ; YjXiρ = −2γ + 1

ρ
YjρXiρ

Therefore

(D2
Xρ)

∗ =
|x|2γ

ρ2γ+1
Id + 2γ

|x|2γ

ρ2γ+1

( x
|x| ⊗

x
|x| 0Rk×k

0Rk×k 0Rk×k

)
− (2γ + 1)

ρ
DXρ⊗DXρ

+ γ
|x|2γ

ρ2γ+1

(
0Rn×n 0Rk×k

0Rk×k Ik

)
+
γ(1 + γ)

2

|x|γ−2

ρ2γ+1

(
0Rn×n x⊗ y
y ⊗ x 0Rk×k

)
and the result follows by the chain rule. □

5.2. Liouville theorems for linear and quasi-linear equations. We first underline that the
Liouville property for the (classical) subsolutions (supersolutions) bounded from above (below) of
the mere Grushin sub-Laplace equation does not hold. Indeed, the function

ū(x) =

{
1
8 [15− 10ρ2 + 3ρ4] if ρ ≤ 1 ,
1
ρ if ρ ≥ 1 .

is a non-constant bounded classical supersolution to −∆Xu = −∂xxu−x2∂yyu = 0 in R2. Indeed,
when ρ ≤ 1 one checks, setting

u(x) = g(ρ) =
1

8
[15− 10ρ2 + 3ρ4]

and using Lemma 5.1, that

(D2
X g(ρ))

∗ =
1

2

(
3− 5

ρ2

)(
3x2 y
y 2x2

)
+ 5DXρ⊗DXρ.

Therefore, exploiting that ρ ≤ 1 one concludes

−∆Xu5 = −Tr((D2
X g(ρ))

∗) = −15x2

2
(1− 1/ρ2) ≥ 0

Instead, when ρ ≥ 1 one immediately notices that u5 is the fundamental solution of the Grushin
sub-Laplacian with pole at the origin (cf. [14, Theorem 3.1 or Corollary 5.1], being Q = 3, see also
[23, Appendix B] for the multi-dimensional counterpart). Similarly, v5 = −u5 shows the failure of
the Liouville property for subsolutions.

This example underlines that as soon as the strict ellipticity is not in force the Liouville property
may fail even in the plane.

Similarly, following the above results for Carnot groups, it is immediate to provide a gener-
alization of the previous counterexample to multi-dimensional Grushin geometries: for instance,

the function u(x) = (1 + ρ2)1−
Q
2 is a nonnegative (and even bounded) classical supersolution to

−∆Xu = 0 in Rd, which shows the failure of the one-side Liouville property.

We now consider Liouville properties of the form (LP1)-(LP2) for viscosity sub- and superso-
lutions of the quasi-linear equations

(52) −∆Xu+Hi(x, u,DXu) = 0 in Rd = Rn × Rk

and

(53) −∆Xu+Hs(x, u,DXu) = 0 in Rd = Rn × Rk ,

where ∆X is the Grushin sub-Laplacian and Hi, Hs are defined by (9), (12) with bα(x) taking
values in Rd. They are consequences of the general result in Theorem 2.2 combined with Lemma
5.2 and can be proved exactly as in the case of Carnot structures, so we omit the proof.
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Theorem 5.3. Let X be the vector fields in Rd = Rn × Rk defined by (50). Assume (14)-(15)
and

(54) sup
α∈A

{
bα(x) · q − cα(x)

|x|2γ
ρ2γ+2 log ρ

}
≤ −(Q− 2)

for ρ sufficiently large, where Q = n+ (1 + γ)k and q =
(
x, (1 + γ) y

|x|γ

)
∈ Rd = Rn × Rk.

(A) If either cα(x) ≡ 0 or u ≥ 0, then (LP1) holds for (52) with w(x) = log ρ(x).
(B) If either cα(x) ≡ 0 or v ≤ 0, then (LP2) holds for (53) with W (x) = − log ρ(x).

5.3. Liouville theorems for fully nonlinear problems. In the Grushin geometry there is no
fundamental solutions to the Pucci’s extremal operators, as we had in Section 4.2. Then we can
give a sharp result only for the fields (48) in the plane, whereas for the multi-dimensional case
(50) we will give some sufficient conditions in two remarks at the end of the section. We start by
considering the following nonlinear equations

(55) M−
λ,Λ((D

2
Xu)

∗) +Hi(x, u,DXu) = 0 in R2 ,

and

(56) M+
λ,Λ((D

2
Xu)

∗) +Hs(x, u,DXu) = 0 in R2 .

Theorem 5.4. Let X and ρ be defined by (48) and (49). Assume (14)-(15) and

(57) 2 sup
α∈A

{bα(x) · η̃ − cα(x)ρ4 log ρ} ≤ (−Λ− λ)x2 + (−Λ + λ)
√

9x4 + 4y2 ,

for |x|, |y| sufficiently large, where η̃ := (x3, 2xy) ∈ R2 and x ̸= 0.

(a) If either cα(x) ≡ 0 or u ≥ 0, then (LP1) holds for (55) with w(x) = log ρ(x).
(b) If either cα(x) ≡ 0 or v ≤ 0, then (LP2) holds for (56) W (x) = − log ρ(x).

Proof. As in the proofs of Theorems 4.11 and 4.20 we compute the symmetrized horizontal Hessian
of the Lyapunov function w = log ρ. We first note that w(x) explodes as ρ → ∞. By Lemma 5.1
we have DXρ = η̃/ρ3 and the formula for the symmetrized horizontal Hessian of w

(D2
Xw)

∗ =
1

ρ4

(
3x2 y
y 2x2

)
− 4

ρ2
DXρ⊗DXρ .

We claim that the eigenvalues are

(58)

{
x2 +

√
9x4 + 4y2

2ρ4
,
x2 −

√
9x4 + 4y2

2ρ4

}
.

Indeed the (symmetrized) horizontal Hessian is given by

(D2
Xw)

∗ =

(
3x2

ρ4 − 4x6

ρ8
y
ρ4 − 8x4y

ρ8

y
ρ4 − 8x4y

ρ8
2x2

ρ4 − 16x2y2

ρ8

)
.

Then one computes

Tr((D2
Xw)

∗) =
5x2

ρ4
− 4x2

ρ8
(x4 + 4y2) =

x2

ρ4
,

and, by recalling the expression of ρ, we also get

det((D2
Xw)

∗) =
6x4

ρ8
− 48x4y2

ρ12
− 8x8

ρ12
+

64x8y2

ρ16
− y2

ρ8
− 64x8y2

ρ16
+

16x4y2

ρ12
=

=
(6x4 − y2)

ρ8
− 32x4y2

ρ12
− 8x8

ρ12
=

−2x4 − y2

ρ8
.

Then the eigenvalues are given by the formulae

λ1 :=
Tr((D2

Xw)
∗)+

√
Tr((D2

Xw)
∗)2 − 4 det((D2

Xw)
∗)

2
,
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and

λ2 :=
Tr((D2

Xw)
∗)−

√
Tr((D2

Xw)
∗)2 − 4 det((D2

Xw)
∗)

2
.

Note that √
Tr((D2

Xw)
∗)2 − 4 det((D2

Xw)
∗) =

1

ρ4

√
9x4 + 4y2 .

Then, we get the eigenvalues (58). In particular, we immediately observe that λ1 is positive and
λ2 is negative and this fact allows to compute Pucci’s extremal operators over (D2

Xw)
∗. We have

M−
λ,Λ((D

2
Xw)

∗) + inf
α∈A

{cα(x) log ρ− bα(x) · η̃
ρ4

}

= −Λ
x2 +

√
9x4 + 4y2

2ρ4
− λ

x2 −
√
9x4 + 4y2

2ρ4
+ inf

α∈A
{cα(x) log ρ− bα(x) · η̃

ρ4
} ≥ 0

if condition (57) is satisfied. One can obtain the same sufficient condition for equations of the
form (56) using the Lyapunov function W (ρ) = − log ρ. □

Remark 5.5. Sufficient conditions similar to those in Theorem 5.4 can be obtained in the same
way for the multi-dimensional case by taking again log ρ as Lyapunov function and using Lemma
5.2. However, they are not optimal because the Pucci’s extremal operator cannot be computed
explicitly if d ≥ 3 and must be estimated, as in Theorem 4.20.

Remark 5.6. As in Section 3.2 we can use the result for the quasilinear case, Theorem 5.3, for
equations of the form

F ((D2
Xu)

∗) +Hi(x, u,DXu) = 0 in Rd

for any d ≥ 2, if for some λ > 0 F (M) ≥ −λTr(M) for all M ∈ Sm. In fact a subsolution u is also
subsolution of (52), so under assumption (54) it satisfies the statement (A) of Theorem 5.3. This
result applies to F = M+

λ,Λ, and a symmetric one holds for supersolutions of M−
λ,Λ((D

2
Xu)

∗) +

Hs(x, u,DXu) = 0 as in Remark 3.7.

Remark 5.7. A Liouville comparison principle like Corollary 4.15 holds for equations (52) and (53)
assuming (54) instead of (30), and for equations (55) and (56) assuming (57).

Remark 5.8. Results for equations involving the horizontal Hessian D2
Xu and the Euclidean gra-

dient Du can be found as in Section 4.4.

6. Some intermediate structures: the Heisenberg-Greiner vector fields

6.1. Basic properties. In this section we consider a sub-Riemannian structure which can be seen
as intermediate among the Heisenberg group and Grushin geometries. We consider (x, t) ∈ R2d×R,
r = |x|, δ ≥ 1 an integer, and the H-G vector fields

Xi = ∂xi
+ 2δxi+dr

2δ−2∂t , Xi+d = ∂xi+d
− 2δxir

2δ−2∂t , i = 1, ..., d.

We set Q := 2d+2δ the homogeneous dimension. These correspond to the Heisenberg vector fields
when δ = 1, while for δ > 1 and integer these are called Greiner vector fields, cf [27]. Furthermore,
by letting δ → 0 one obtains the Euclidean fields in R2d, while the presence of the coefficient r
in the term involving ∂t reminds the Grushin-type fields already discussed. Here, it is natural to
consider the gauge norm

N((x, y)) = ((x21 + ....+ x22d)
2δ + t2)

1
4δ = (r4δ + t2)

1
4δ .

It is proved in [8, 9, 13] that Γ = N2−Q is the fundamental solution to the Heisenberg-Greiner

operator ∆X =
∑2d

i=1X
2
i . Then N plays exactly the same role as ρ in the previous sections, we

change notation only for consistency with the cited literature. We now compute the X derivatives
of N .
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Lemma 6.1. For the vector fields just defined we have

DXN =
η

N4δ−1
, |DXN | = r2δ−1

N2δ−1
,

for η ∈ R2d defined as ηi = xir
4δ−2 + xi+dr

2δ−2t, ηi+d = xi+dr
4δ−2 − xir

2δ−2t, and

∆XN = |DXN |2
(
f ′′(N) +

Q− 1

N
f ′(N)

)
.

Proof. We compute

XiN =
xir

4δ−2

N4δ−1
+
xi+dr

2δ−2t

N4δ−1
, Xi+dN =

xi+dr
4δ−2

N4δ−1
− xir

2δ−2t

N4δ−1
.

Therefore

(59) |DXN |2 =
r8δ−2

N2(4δ−1)
+

r4δ−2t2

N2(4δ−1)
=

r4δ−2

N2(4δ−1)
(r4δ + t2)︸ ︷︷ ︸

N4δ

=
r2(2δ−1)

N2(2δ−1)

Moreover, for i = 1, ..., d we have

X2
i N =

r4δ−2

N4δ−1
+ (4δ − 2)

r4(δ−1)x2i
N4δ−1

+ 2xi+dxi(δ − 1)
r2δ−4t

N4δ−1
+ 2δx2i+d

r4δ−4

N4δ−1
− 4δ − 1

N
XiNXiN

X2
i+dN =

r4δ−2

N4δ−1
+(4δ−2)

r4(δ−1)x2i+d

N4δ−1
−2xi+dxi(δ−1)

r2δ−4t

N4δ−1
+2δx2i

r4δ−4

N4δ−1
− 4δ − 1

N
Xi+dNXi+dN

Then, using that Q = 2d+ 2δ and (59), we compute

∆X f(N) = f ′(N)∆XN + f ′′(N)|DXN |2 = |DXN |2
(
f ′′(N) +

Q− 1

N
f ′(N)

)
.

□

6.2. Some Liouville theorems for linear and quasi-linear problems. Let X be the H-G
vector fields. We first observe that the Liouville property for subsolutions (supersolutions) bounded
from above (below) to −∆Xu = 0 in Rd fails also in this setting. Indeed, by means of Lemma 6.1

one checks that the function u(x) = −(1 + ρ2)−
Q−2

2 is a non-trivial bounded classical subsolution
to the corresponding sub-Laplace equation in the whole space. The same function provides a
counterexample for the validity of the Liouville property for sub-solutions bounded from above to
M−

λ,Λ((D
2
Xu)

∗) = 0 in Rd via the inequality M−
λ,Λ((D

2
Xu)

∗) ≤ −Λ∆Xu.
Consider now

(60) −∆Xu+Hi(x, u,DXu) = 0 in R2d+1

and

(61) −∆Xu+Hs(x, u,DXu) = 0 in R2d+1

where ∆X is the H-G sub-Laplacian and the vector fields bα(x) in Hi and Hs take values in R2d.
By the usual proof based on Theorem 2.2 and now combined with Lemma 6.1 we get the following.

Theorem 6.2. Let X = {X1, ...., X2d} be the H-G vector fields. Assume (14)-(15) and the
condition

(62) sup
α∈A

{
bα(x) · η

|x|2(2δ−1)
− cα(x)N4δ logN

|x|2(2δ−1)

}
≤ −(Q− 2)

for N sufficiently large, |x| ≠ 0, where Q = 2d+ 2δ, and η ∈ R2d is defined in Lemma 6.1.

(A) If either cα(x) ≡ 0 or u ≥ 0, then (LP1) holds for (60) with w(x) = logN(x).
(B) If either cα(x) ≡ 0 or v ≤ 0, then (LP2) holds for (61) with W = − logN(x).
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7. Optimality of the conditions

Remark 7.1. The sufficient condition found in [7, Remark 4.5] for the Liouville property of the
equation

(63) M+
λ,Λ(D

2
Xu)− b(x) ·DXu = 0 in R2d+1 ,

where X are the Heisenberg vector fields, is optimal. Such assumptions can be rewritten, with
the help of [7, Lemma 4.1], as

(64) lim sup
ρ(x)→∞

ρ b(x) ·DXρ<λ(2− β)|DXρ|2 ,

where β = Λ
λ (Q− 1) + 1 is the intrinsic dimension of the Pucci-Heisenberg maximal operator and

ρ(x) is the homogeneous norm. For δ > 0 to be later determined we take, as in [7, 26], the radial

function u(x) = f(ρ(x)) = (1 + ρ2)−
δ
2 . In view of [7, Lemma 4.1], we compute

f ′(ρ) = −δ(1 + ρ2)−
δ
2−1ρ , f ′′(ρ) = δ(1 + ρ2)−

δ
2−2

[
(δ + 1)ρ2 − 1

]
,

so that the eigenvalues of (D2
X f)

∗ are f ′′(ρ)|DXρ|2, 3 f ′(ρ)
ρ |DXρ|2, which are simple, and f ′(ρ)

ρ |DXρ|2

with multiplicity Q− 2. Therefore, when ρ2 ≤ 1/(δ+1) we have, using that Λ(Q− 1) = λ(β− 1),

M+
λ,Λ(D

2
Xu) = |DXρ|2δ(1 + ρ2)−

δ
2−1

[
Λ
1− (δ + 1)ρ2

1 + ρ2
+ Λ(Q− 1)

]
≥ λ|DXρ|2δ(1 + ρ2)−

δ
2−1

[
1− (δ + 1)ρ2

1 + ρ2
+ β − 1

]
.

Similarly, when ρ2 ≥ 1/(δ + 1) it follows that

M+
λ,Λ(D

2
Xu) = λ|DXρ|2δ(1 + ρ2)−

δ
2−1

[
1− (δ + 1)ρ2

1 + ρ2

]
+ Λ(Q− 1)δ(1 + ρ2)−

δ
2−1|DXρ|2

= λ|DXρ|2δ(1 + ρ2)−
δ
2−1

[
1− (δ + 1)ρ2

1 + ρ2
+ β − 1

]
.

In both cases we end up with

M+
λ,Λ(D

2
Xu) ≥ λ|DXρ|2δ(1 + ρ2)−

δ
2−1

[
1− (δ + 1)ρ2

1 + ρ2
+ β − 1

]
.

We then take the vector field b : R2d+1 → R2d, b(x) = λ(2− β + δ) ρ
1+ρ2DXρ to find that

M+
λ,Λ(D

2
Xu)− b(x) ·DXu ≥ βλδ|DXρ|2(1 + ρ2)−

δ
2−2

so that u is a bounded non-constant supersolution to the equation. On the other hand

lim
ρ→∞

ρ b(x) ·DXρ = λ(2− β + δ)|DXρ|2

and δ can be taken arbitrarily small, so the condition (64) is sharp.
The same counterexample works with minor modifications for the H-type group considered in

Section 4.2, replacing Q with the appropriate homogeneous dimension.
Moreover, by setting λ = Λ = 1, the same radial function works as a counterexample for the

linear equation
−∆Xu− b(x) ·DXu = 0 in Rd ,

provided that the corresponding sub-Laplacian admits a fundamental solution. This is true on
any Carnot group with step 2, on Grushin geometries, and for problems structured on Heisenberg-
Greiner vector fields. The Euclidean counterpart of such counterexamples can be found in [19].
This also shows that the condition ensuring the Liouville comparison principle in Corollary 2.3 is
sharp.

This agrees with the analysis on Riemannian manifolds carried out in [38] (see also the references
therein), where the Liouville property has been proved to be equivalent to the existence of a
Lyapunov function (named Khas’minskii test) for equations driven by p-Laplacians perturbed by
zero-th order terms. Our results show analogous properties for some fully nonlinear PDEs on
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special sub-Riemannian geometries of Heisenberg type, e.g., for the equations driven by Pucci’s
extremal operators over the horizontal Hessian perturbed with drift terms. We do not study
here the connection of the Liouville property for uniformly elliptic or degenerate Bellman-Isaacs
equations with the probabilistic properties of the corresponding controlled diffusion processes, that
in the case of linear equations and uncontrolled processes was deeply studied, e.g., in [28].

Remark 7.2. The growth conditions outlined in Remark 4.10 for the validity of Theorem 4.8
cannot be weakened. Hence, Remark 4.10 suggests the best possible result concerning the growth
at infinity of nonconstant viscosity semi-solutions to non-divergence subelliptic equations. Indeed,
adapting a two-dimensional example in [40], when Q = Λ

λ + 1 one can consider the function

z1(x) =

{
ε
(
1
4ρ

4(x)− ρ2(x) + 3
4

)
if ρ(x) ≤ 1 ,

−ε log ρ(x) if ρ(x) ≥ 1,

and observe that it is a nonconstant classical solution to the inequality M−
λ,Λ((D

2
Xu)

∗) ≥ 0 satis-
fying

lim
ρ→∞

z1(x)

log ρ(x)
= −ε < 0.

When Q < Λ
λ + 1, setting α = λ

Λ (Q− 1) + 1, the function

z2(x) =

{
ε
8

[
α(2− α)ρ4(x)− 2(4− α2)ρ2(x)− α(2 + α)

]
if ρ(x) ≤ 1 ,

−ερ2−α(x) if ρ(x) ≥ 1 ,

is a nonconstant classical solution to the inequality M−
λ,Λ((D

2
Xu)

∗) ≥ 0 and

lim
ρ→∞

z2(x)

ρ2−α(x)
= −ε < 0.

Remark 7.3. Regarding equation (63), our sufficient conditions give new Liouville properties even
for problems perturbed with first order terms having natural gradient growth. For instance, the
Liouville property for equation (63) leads to a nonexistence result for supersolutions bounded
below of an equation like

M+
λ,Λ(D

2
Xu)± |DXu|2 − b(x) ·DXu = 0 in R2d+1 .

When the eikonal term has a minus sign, a supersolution to the above equation is also a superso-
lution to (63). In the case of the presence of a positive quadratic term, one can use a nonlinear
variant of the Hopf-Cole transformation as v(x) = λ(1− e−

u
λ ) to reduce the proof of the Liouville

property to an equation in the variable v with only a drift term of Ornstein-Uhlenbeck type. One
can even consider a similar problem where the nonlinearity involves the product uq|Du|2, q ≥ 0,
where still the first-order superlinear term has a quadratic growth. We refer to [19] for further
details and open problems involving such nonlinearities.

8. Strict Lyapunov functions and ergodicity

In this section we briefly discuss how the Liouville properties for linear degenerate elliptic
operators allow to address the question of the ergodicity of stochastic processes with degenerate
diffusion in the whole space Rd with possibly unbounded coefficients, together with the large
time behavior for parabolic problems posed on the whole space. Although the existence of a
Lyapunov/exhaustion function is in general sufficient to derive the Liouville property for linear
elliptic equations with drift terms, it does not guarantee the existence of an invariant probability
measure for the underlying diffusion process, cf [34, Remark (iii), p. 9], see also [1] for the relevant
definitions.

When the diffusion term is strictly elliptic, it is well-known that a sufficient condition for the
existence of an invariant measure for a process with infinitesimal generator L is the existence of a
strict Lyapunov function, namely the existence of a function w ∈ C∞ such that

w → +∞ as |x| → ∞ and Lw ≥ 1 for |x| ≥ R0 > 0.
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We consider the example of the Heisenberg group in R2d+1 treated in [7], but general results on
different structures can be obtained in the same manner. We denote for xH := (x, y) ∈ R2d by

(65) σ =

Id 0d
0d Id
2y −2x


and consider the operator (written in Euclidean coordinates)

Lu := −Tr(σσTD2u)− b(x) ·Du.

Since the matrix A = σσT is degenerate, to use the previous sufficient condition valid for a strictly
elliptic operator it is enough to regularize the structure by considering the approximated operator
Lεu = −Tr(Aε(x)D

2u)− b(x) ·Du, where

Aε(x) = σσT +

0d 0d 0
0d 0d 0
0 0 ε2

 =

Id 0d 2y
0d Id −2x
2y −2x 4|xH |2 + ε2

 ,

construct an appropriate Lyapunov function, and finally pass to the limit. To this aim, we show
that a slight modification of Corollary 4.19 in [7], or of Corollary 4.16 for H-type groups in the
present paper, leads to the existence of a strict Lyapunov function for Lε, uniform in ε.

Lemma 8.1. Consider Lεu = −Tr(Aε(x)D
2u)−b(x)·Du and suppose there exist γ1, ..., γ2d+1 ∈ R

such that min γi = γ0 > 0 satisfying

(66) b(x) ·Dρ ≤ −
2d+1∑
i=1

γixi∂iρ+ o

(
1

ρ3

)
as ρ→ ∞.

Then there exist w and R0 independent of ε ∈ [0, 1] such that w is a strict Lyapunov function for
Lε.

Proof. We take w = ν log ρ, where ρ = (|xH |4 + x22d+1)
1
4 and ν > 0 to be later determined. Then

Lεw = −2dν
|xH |2

ρ4
− νε2

2ρ4
+ ν

ε2x22d+1

ρ8
− νb(x) · Dρ

ρ
.

Since Dρ = (2|xH |2xH , x2d+1)/(2ρ
3), we get from (66) that

Lεw ≥ −2dν
|xH |2

ρ4
− νε2

2ρ4
+

ν

2ρ4

(
2

2d∑
i=1

γix
2
i |xH |2 + γ2d+1x

2
2d+1 + o(1)

)

≥ ν
γ0
2

+
ν

ρ4

[
|xH |2(γ0

2
|xH |2 − 2d)− ε2

2
+ o(1)

]
.

Now we choose ν = 4/γ0 and observe that |xH |2(γ0

2 |xH |2 − 2d) is bounded from below. Then
we can choose R independent of ε ∈ [0, 1] such that Lεw ≥ 1 for ρ ≥ R, which easily gives the
claim. □

Thanks to the previous Lemma one can follow the approach initiated in [33] and outlined in
[35, Prop. 2.1] to obtain in a rather straightforward way the following result.

Theorem 8.2. Assume σ is given by (65) and b is Lipschitz and satisfies (66). Then there exists
a unique invariant probability measure m for the diffusion process generated by the operator L.

Remark 8.3. It is not difficult to adapt the proof of Lemma 8.1 to prove the existence of a strict
Lyapunov function when the operator is modeled over the fields generating any Carnot group of
step 2, such as a H-type group, or Grushin-type geometries. Therefore also Theorem 8.2 can be
extended to these settings.
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Remark 8.4. The invariant measure m found in Theorem 8.2, together with the Liouville prop-
erty and Hölder estimates for solutions of subelliptic equations, can be used to prove asymptotic
properties of PDEs associated to the operator L. A first example is the small discount limit for
the stationary equation, for δ > 0,

δuδ + Lu = f(x), in R2d+1,

with f continuous and bounded. Under the assumptions of Theorem 8.2 or Remark 8.3 one can
prove

lim
δ→0

uδ(x) =

∫
R2d+1

f(x) dm(x),

uniformly on compact sets, see [5, Theorem 4.3] or [35, Theorem 4.1].
A second example is the large-time behavior of the degenerate parabolic equation{

∂tu+ Lu = 0 in R2d+1 × (0,∞),

u(x, 0) = f(x) in R2d+1.

Then, under the same assumptions, one can prove

lim
t→+∞

u(x, t) =

∫
R2d+1

f(x) dm(x),

uniformly on compact sets, see [5, Prop. 4.4] or [35, Theorem 4.2].
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