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Abstract

Wireless communication has become an integral part of modern industrial environments,
enabling real-time data exchange between pieces of industrial equipment, as well as remote
control and maintenance by connecting the machines to the operators. The use of wireless
communication in industrial environments has several advantages, such as reduced costs, im-
proved productivity, and increased flexibility. However, it also poses several challenges due
to the presence of obstacles, interference, and other environmental factors that can degrade
the quality of wireless communication.

With the increasing demand for higher data rates and reliable communication in such chal-
lenging environments, wireless communication technology has evolved significantly over the
years. Recently, due to the diffusion of Line of Sight (LoS) oriented analog beamforming
strategies, which arewell suited for a certain subset of environments, the reliability ofwireless
systems in industrial environments has degraded, and their ability to exploit the rich multi-
path propagation of such environments has been severely limited. This fact is particualrly
relevant for industrial environment which, as highlighted by the measurement campaign
presented in this work, presents very rich multipath. On the other hand, due to the large
number of antennas needed to overcome the path loss of millimeter wave (mmWave), the
choice of moving towards analog beamforming is motivated by the complexity and power
consumption of the devices might seem inevitable.

To overcome this issue, in this thesis we propose a novel hardware architecture that al-
lows the trade-off between bandwidth and rank of the channel. Such architecture is slightly
more complex than a classical hybrid beamforming architecture but still significantly simpler,
cheaper, and low power compared to fully digital beamforming. This aims to overcome the
limitations of analog beamforming in at least part of the bandwidthwith a limited increase in
costs. We analyze the performance of Proportional Fairness resource allocation for multiple
users equipped with such an architecture, showing that in a multi-user environment, a large
part of the communication can be performed exploiting digital beamforming, despite the
users not operating with digital beamforming on the full band. We study the performance
of Maximal Ratio Combining as a robust analog beamforming beam based on digital beam-
forming information. Such method is particularly useful in combination with the resource
allocation schemementioned above, as it can reliably fill in any gap that is not allocated with
digital beamforming. Moreover, it can also reliably detect and decode control signaling to
avoid unwanted disconnections from the network. Finally, we propose amethod to perform
multipath decomposition and time and angle of arrival estimation on the received signal that
can jointly exploit the high rank and high bandwidth provided by the proposed architecture.
The proposedmethod also has significantly lower complexity compared to existingmethods,
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as it decomposes the 2D parameter estimation in a sequence of 1D estimations.
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1
Introduction

In the era of Industry 4.0, wireless communication systems have emerged as a fundamental
enabler for transforming traditional industrial environments into smart and interconnected
ecosystems. The integration of wireless technologies holds the potential to revolutionize the
way industrial processes aremanaged,monitored, and optimized. Enabling real-time data ex-
change betweenpieces of industrial equipment, aswell as remote control andmaintenance of
themachines by the operators, the use ofwireless communication in industrial environments
provides several advantages, such as reduced costs, improved productivity, and increased flex-
ibility. In an effort to meet the increasing demand for higher data rates and reliable commu-
nication in such challenging environments, wireless communication technology has evolved
significantly over the years. Many studies have been carried out on different communication
aspects [1, 2, 3]. Of particular interest for this work is the beamforming techniques [4, 5, 6, 7].
In recent years, there has been a focus on hybrid and analog beamforming strategies, which
are oriented to sparse channels like those observed in indoor environments [8]. The channel
observed in industrial environments is though different, with very complex and rich multi-
path [9, 10, 11]. Therefore the reliability ofwireless systems in such environments is degraded,
and their ability to exploit the rich multipath propagation is severely limited. On the other
hand, due to the large number of antennas needed to overcome the path loss of millimeter
wave (mmWave), the choice of moving towards analog or hybrid beamforming, motivated
by the complexity and power consumption of the Analog to Digital Converters (ADCs) re-
quired to build digital beamforming devices, might seem inevitable. We therefore observe a

1



clear need for an alternative solution that is capable of effectively exploiting the highly rich
multipath channel, as well as maintaining manageable costs and complexity. Furthermore,
the integration of localization and sensing technologies in communication systems, com-
monly known as Joint Communication and Sensing (JCAS), has revolutionized industrial
environments, enabling real-time monitoring, control, and optimization of processes. This
synergy between communication and sensing systems has the potential to greatly enhance ef-
ficiency, safety, and productivity in industrial operations. It is also, however, limited by the
hybrid and analog beamforming strategies, as those strategies make it more difficult and re-
source intensive to extract the full Channel State Information (CSI) for each antenna. JCAS
is awidely studied topic, using both sensing specific waveforms such as frequencymodulated
continuous wave (FMCW) [12], phasemodulated continuous wave (PMCW) [13, 14, 15], lin-
ear frequency modulated (LFM) wave [16], and pulse positionmodulated (PPM) wave [17],
communication waveforms such as Orthogonal Frequency DivisionMultiplexing (OFDM)
[18, 19, 20, 21, 22, 23, 24] and JCAS specific waveforms [25, 26]. These methods, though,
still rely on classical hybrid, analog, and digital beamforming architectures. Together with a
new architecture design that is suited to the industrial setting, we therefore need to develop
a JCAS method that can exploit it for localization and sensing tasks.

Addressing these ambitious objectives, in this thesis, we propose the following:

• Anoverviewof the foreseen requirements for SixthGeneration (6G) communications
in industrial environments, including delay, reliability, and sensing Key Performance
Indicators (KPIs).

• A case study of propagation in an industrial environment, specifically in a commer-
cial port [27]. The study reveals that inside a container canyon the channel has an
extremely rich multipath with a large angular spread, as well as a low spatial corre-
lation of the angular pattern. These characteristics are all contradicting the classical
sparsemodel used inmmWave settings, which typically uses 5multipath components
[8], in favor to a model with a large number of components.

• A novel hardware architecture that supports the trade-off between bandwidth and
rank of the channel [28, 29]. Such architecture is slightly more complex than a classi-
cal hybrid beamforming architecture, but still significantly simpler, cheaper, and low
power compared to fully digital beamforming. This aims to overcome the limitations
of analog beamforming in at least part of the bandwidth with a limited increase in
costs.
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• An analysis of the performance of Proportional Fairness (PF) resource allocation for
multiple users equipped with the proposed architecture [29], which shows that in a
multi-user environment a large part of the communication can be performed exploit-
ing digital beamforming, even if the users do not operate with digital beamforming
on the full band [30].

• An analysis of Maximum Ratio Combining (MRC) as a robust analog beamforming
scheme based on the digital beamforming information [31]. Such a method is partic-
ularly useful in combination with the resource allocation results mentioned above, as
it can reliably fill in any gap that is not allocated with digital beamforming. Moreover,
it can also reliably detect and decode control signaling to avoid unwanted disconnec-
tions from the network.

• A method to perform multipath decomposition and time and angle of arrival estima-
tion on the received signal that can jointly exploit the high rank and high bandwidth
the proposed architecture provides [32]. The proposed method also has significantly
lower complexity compared to existing methods, as it decomposes the 2D or 3D pa-
rameter estimation in a sequence of 1D estimations.

• A variation of the 3rd Generation Partnership Project (3GPP) signaling that enables
the support of this technology, with a small number of additional parameters in the
User Equipment (UE) configuration and resource allocation messages.
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2
Industrial communications: challenges and

requirements

This chapter introduces the foreseen future of wireless networks that come as a motivation
for the work presented in this thesis. In particular, we focus on industrial networks, which
differ significantly from regular cellular networks in requirements, application, and chal-
lenges.

2.1 Communications requirements

In modern factories, reliable communication between the machinery takes an essential role
in different aspects. First and foremost, safety. Being able to quickly and effectively commu-
nicate unplanned events and accidents to other parts of the factory can limit their impact and
avoid injuries, deaths, and damage to other machinery. The second outcome of efficient and
effective communication is productivity: if the actors working in a factory can havemore up-
to-date, complete, and reliable information, they are likely to perform their tasks more effec-
tively and better coordinate operations, ultimately resulting in higher production volumes
and income. Some examples of enabling technologies for enhanced safety and productivity
are the following:

• Digital Twins: A virtual replica of the production plant that keeps track of the po-
sition and state of all actors in the factory. This replica can be used to plan future
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actions in order to efficiently orchestrate the operations and avoid creating unsafe sit-
uations or to keep track of the usage of consumable materials to perform predictive
maintenance and avoid interruption of operations.

• Cooperative robots: This technology allows synchronized and choreographed actions
by multiple robots, ensuring that each robot can complete its task efficiently and ef-
fectively without interfering with the other robots’ work.

• Telepresence: This technology allows human operators to interact with the factory
and other operators remotely, maintaining the ability to perform most of the tasks
they would do in person. It can, for example, allow specialized technicians to perform
troubleshooting and maintenance in case of failures without travelling plant. This
solution can drastically reduce the downtime of production lines with significant eco-
nomic benefits. Moreover, it would protect the operator from exposure to the factory
environment, therefore reducing risks.

Latency Reliability Data Rate
Cooperative Robots 1-50ms 10−9 kbps

Digital Twins 0.1 - 100ms 10−2 - 10−6 1-10Gbps

Table 2.1: Requirements for selected applications

Tab. 2.1 lists the requirements for Digital twins and cooperative robots applications. This
list reports the values defined by the European 6G flagship project Hexa-X [33]. The la-
tency requirements for these applications can reach as low as sub-millisecond values, which
is highly challenging to achieve in traditional wireless networks. This tight requirement is
motivated by the fact that digital twins and cooperative robots require real-time interaction
and decision-making capabilities. Any communication delay can lead to safety hazards and
performance degradation. In addition, the reliability requirements for these applications are
also very stringent, with an error rate as low as 10−9. This level of reliability is necessary
to ensure that the robots operate accurately and safely without causing any harm to the en-
vironment or humans. While these requirements might seem extreme for today’s factories,
where robots typically move at limited speeds, they are crucial for enablingmuch faster oper-
ationswhilemaintaining safety and control in futuremanufacturing plans. Adopting digital
twins and cooperative robots can revolutionize manufacturing processes by providing accu-
rate, real-time monitoring of machines and processes, enhancing efficiency.

6



Use case Traffic type Latency Reliability Data Rate
Teleoperation Haptic UL 5ms 10−1 1-4 kbps

Haptic DL 1-50ms 10−1 1-4 kbps
Audio UL 10ms 10−1 5-512 kbps
Video UL 10ms 10−3 1-100Mbps

Immersive VR Haptic UL 1-10ms 10−3 1-4 kbps
Haptic DL 1-10ms 10−3 1-4 kbps
Audio UL 20ms 10−1 5-512 kbps
Video UL 10-20ms 10−3 1-100Mbps

Table 2.2: Telepresence requirements

Tab. 2.2 reports a more detailed list of the requirements for telepresence and Virtual Re-
ality (VR), as for the Hexa-X project [33]. Here we can observe the heterogeneity of the
requirements for different traffic categories within the same service. For example, we can
observe that the haptic interactions, which require delays as low as 1ms but are not highly
demanding in terms of bitrate, must coexist with video streaming, which is, instead, very
bandwidth-intensive. While this coexistence could be handled by deploying multiple net-
workswith different capabilities, thiswould entailmuchhigherCapital Expenditure (CapEx)
andOperational Expenditure (OpEx) for the network operator. Therefore, it is crucial from
an economic standpoint to meet all of these requirements in a single network.
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Application Position Orientation Update interval Availability Scalability
Augmented Reality 1mm 0.5◦ < 10ms 99.99% N/A

Digital Twins 1cm < 1◦ 0.1ms 99.99% N/A
Robots interaction 1cm 1◦ 0.1ms 99.99% N/A
Robots localization < 1cm < 1◦ 0.1ms 99.99% 5/m2

Smart Cities < 1m N/A 1s 99.99% 10− 100/m3

Table 2.3: Requirements for localization and sensing

2.2 Sensing requirements

Sensing is foreseen to be a fundamental part of future networks. Such networks are expected
to become aware of the surrounding environment and the user’s positions through observa-
tion of the CSI. In this context, being able to effectively, accurately, and efficiently determine
the users’ location is an essential capability. Similarly to what happens for communication,
the requirements for localization and sensing are very application dependent. These require-
ments have been thoroughly studied in [34], and some of the requirements for selected ap-
plications are reported in Tab. 2.3.

Clearly, the requirements listed in the table are very challenging. We can summarize the
requirements and impacts on the network with the following points:

• Accuracy,with someapplications requiring sub-millimeter localization and sub-degree
orientation error. While the current technology is coming closer to these requirements
thanks to the exploitation of themassive bandwidth available atmmWave frequencies
and the huge arrays providedbymassiveMultiple InputMultipleOutput (mMIMO),
such stringent requirements are still not practically achievable.

• Fast update rate, that with current systems would cause large overheads and compu-
tational complexity, severely harming the communication capabilities of the network
and involving large CapEx and OpEx to purchase and maintain the computational
infrastructure.

• Density, which also impacts the amount of computation needed to keep track of all
assets, as well as requiring the capability of discerning multiple close objects.
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2.3 Challenges

2.3.1 Beam tracking

As discussed in Sec. 2.1, modern industrial communications have stringent delay and reliabil-
ity requirements. Thesemake relying on retransmissionprocesses such asHybridAutomatic
Retransmission reQuest (HARQ) not a viable solution, as the feedback and retransmission
process might last a significant portion of the delay budget, thus making the packet unlikely
to be delivered in time. For this reason, a successful first attempt at delivering the packet is
critical. When using an analog beamforming systemwith classical directional beams, a possi-
ble cause of failure for the first transmission attempt is the misalignment of the beam itself.
Such beams, in fact, typically provide a very good gain but also a high spatial selectivity,mean-
ing they collect energy very efficiently from a single multipath component but have a large
attenuation on all other components. For this reason, if some problem arises with such com-
ponent (e.g., a blockage), the system can fail to timely deliver the required information. This
problem can be mitigated by performing beam training and refinement more often, which,
however, comes with large overhead and delay cost. To illustrate this issue, let us consider
a simple example: assume the system is required to transmit a time-constrained packet that
must be deliveredwithin 1mswith an acceptable failure probability of 10−5. The packet can
be transmitted in 0.2ms using analog beamforming with a beam that was determined some
time ago. Given the aging of the beamforming information, here is a failure probability of,
say, 10−4. In this case, the system is faced with two options

• Transmit the packet directly. In this case, the transmission attemptwill happen timely,
but the fhigher ailure probability is lower than the target

• Perform abeam training, which could take, e.g., 1ms, and then transmit the packet. In
this case, the delivery will happen after the deadline, but with much higher reliability

In both cases the requirements will not be satisfied. This exemplifies how the classical beam-
forming and training techniques pose a fundamental limit to the delay-reliability tradeoff.

2.3.2 Lack of diversity

When using a directional beam, the system limits the scope of the received signal to a single
multipath component. This approach can help reduce interference and improve signal qual-
ity, but it also has some drawbacks. One of the drawbacks is that the frequency diversity is
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reduced, so as the robustness to shadow-fading. If the channel gain is constant through the
whole system bandwidth, nothing can be done to recover if that gain is insufficient for a suc-
cesfull transmission. With a large frequency diversity instead, the system relies on multiple
realizations of the channel gain , namely one for each coherence interval within the system
bandwidth. It is, therefore, improbable that all of the coherence bandwidths will have a low
gain, making the system more robust.

2.3.3 Sensing complexity

JCAS algorithms are known to be computationally complex, as most of them involve per-
forming a Singular Value Decomposition (SVD) of the CSI matrix and exploring a search
space of possible ranges and angles. The high complexity of JCAS algorithms poses sig-
nificant challenges for their implementation, as they require considerable computational
resources, memory, and power consumption. For this reason, the complexity of these al-
gorithms makes it difficult to achieve some of the required KPIs listed in Sec. 2.2, namely
latency and reliability, especially in resource-constrained environments. This problem is ex-
acerbated by the tight accuracy requirements, which makes it necessary to acquire and pro-
cess huge amounts of data and to explore a very finely quantized search space of possible
ranges and angles. Therefore, there is a need for efficient and scalable JCAS algorithms that
can handle large amounts of data and optimize communication parameters to meet specific
performance requirements while reducing complexity and resource requirements.
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3
Propagation environment

This chapter discusses the unique propagation observed in industrial environments. In par-
ticular, to exemplify such characteristics, in Sec. 3.1 we analyze in detail the results of a mea-
surement campaign carried out in a commercial port environment. We analyze many chan-
nel characteristics for such measurements, including angular spread, spatial correlation, and
path loss. The results, which show a surprisingly low path loss inNon-Line-of-Sight (NLoS)
and a very richmultipath with a large angular spread, are then summarized in Sec. 3.2, where
we also discuss their impact on communication systems.

3.1 Commercial port case study

3.1.1 Measurement setup

This section describes a measurement campaign carried out in a commercial port environ-
ment, specifically inside a container canyon. The measurements were conducted with the
equipment described in [35]. In particular, we used a narrowband Transmitter (TX) operat-
ing at 28GHzwith an output power of 22dBmand an omnidirectional antenna, whereas the
Receiver (RX) is equippedwith a 10◦ Half Power BeamWidth (HPBW) horn antenna. The
RXantenna is rotated in the azimuthal plane at a speed of 120rpm, and at eachmeasurement
point, we collected 10s of powermeasurements, corresponding to 20 full rotations of the an-
tenna. The measurement environment, depicted in Fig. 3.1, was purposely built to resemble
a commercial port and consists of a container canyon that is 36m long and has an internal
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Section 1 2 3 4 5 6
Row 1 10m 7.5m 5m 5m 7.5m 5m
Row 2 5m 5m 5m 7.5m 7.5m 7.5m

Table 3.1: height of the canyon in the nonuniform case.

width of 8m. The height of the container canyon has been changed during the campaign be-
tween two different configurations. In the first configuration (Fig. 3.1a), hereafter referred to
as the uniform configuration, the height of the canyonwas of 3 containers (roughly 7.5m) for
almost all the length of the canyon, except for the last 6mwhere there were only 2 containers
(5m). The second configuration (Fig. 3.1b), referred to as the nonuniform configuration, has
a varying height. The height of each section of the canyon is listed in Tab. 3.1. In order to
define the positions of the TXs and RXs, we define as a reference point one of the corners
of the canyon (depicted in blue in Fig. 3.1). We denote the direction parallel to the canyon as
the “X” direction and the one orthogonal to the canyon as the “Y” direction, as depicted in
Fig. 3.2. All the distances are measured from the reference corner when not otherwise spec-
ified. We used two different TX positions: Transmitter 1 (TX1) position, depicted in green,
was placed at 18.8m from the reference corner in the X direction, and was mounted on a
rail crane that could move from 63m to 113m in the Y direction. The height of TX1 from
the ground was 23m. Transmitter 2 (TX2) was placed on a pole that is at 18.85m in the X
direction and 60.5m in the Y direction. The height of TX2 was 22m from the ground.

(a)Uniform stacking. (b)Nonuniform stacking.

Figure 3.1:Measurement environment.

The RX, representing the UE, was placed in several positions based on predefined maps.
Throughout the whole campaign, the reference direction corresponding to the 0◦ angle has
been the one depicted in Fig. 3.2, where the big arrow represents the 0◦ direction and the
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small arrow represents the positive angle direction.

0◦

X

Y

Figure 3.2: Coordinate and angle reference.

The first set ofmeasurements is a coarse spatial sampling, and themeasurement points for
this experiment are depicted in Fig. 3.3 as black circles. In both the uniform and nonuniform
stacking case, the measurements are on 4 lines at a distance of 3.5, 5.5, 7, 5, and 9.5meters
from the reference point in the Y direction and start at 1m in theX direction. In the uniform
case, the spacing between the measurements in the X direction is 4 meters, whereas in the
nonuniform case, it is 2meters.
For the uniform case, the measurement has been repeated for different positions of TX1,
ranging from 63.5m to 113.5m in steps of 10m, and from TX2(which has a fixed position).
For the nonuniform case, the crane was moved in steps of 20mdue to the higher number of
RX points.

(a)Uniform stacking. (b)Nonuniform stacking.

Figure 3.3: Coarsemeasurements map.

A second set of measurements was conducted on a denser grid, depicted in Fig. 3.4. This
measurement has two goals:

1. Studying the spatial correlation of the channel gain.

2. Determining the effect of the presence of a vehicle in the canyon.
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Themeasurement points are on the same lines as the coarse measurement in the Y direction,
whereas in the X direction, the measurement points start at 12.5m and end at 15.3m with a
spacing of 20cm. Moreover, when the vehicle is absent, from 13.5m to 14.9m the spacing is
decreased to 10cm to obtain a finer sampling of the spatial correlation. Thesemeasurements
have been performed for TX2 with nonuniform stacking and for TX1 at 63m for uniform
stacking. Other TX positions were planned for this measurement, but due to weather and
time constraints, executing them was impossible. Overall, we collected a total of over 1200
measurements.

(a)Without vehicle. (b)Vehicle on side 1. (c)Vehicle on side 2.

Figure 3.4: Densemeasurements map.

For each RX position (x, y)we obtain a received power measurement from TX position
tx when the RX antenna is oriented in direction ϕ, which we call R(tx, x, y, ϕ). In this
notation, the TX locations are denoted as tx ∈

{
TX1d, d ∈ {63, 73, ..., 113};TX2

}
where d represents the Y component of the distance of the crane from the reference point.
We also define the received power in dB as

RdB(tx, x, y, ϕ) = 10 log10 (R(tx, x, y, ϕ)) . (3.1)
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and the normalized angular spectrum as

R̂dB(tx, x, y, ϕ) = RdB(tx, x, y, ϕ)− 10 log10

(
1

2π

∫ 2π

0

R(tx, x, y, ϕ)dϕ

)
. (3.2)

3.1.2 Angular spread

This section discusses how the received energy is distributed among the azimuthal direc-
tions. In particular, in Figs. 3.5 and 3.6, we can observe the histogram and average value of
R̂dB(tx, x, y, ϕ) over a set of TX and RX positions. More in detail

• In Fig. 3.5a, we can see the statistics of the angular spectrum when the TX is placed
at TX1, positioned at a distance of Y ∈ {63, 73, ..., 113}m, and the RX is in all the
positions depicted in Fig. 3.3a.

• In Fig. 3.5b, we can see the statistics of the angular spectrumwhen the TX is placed at
TX2 and the RX is in all the positions depicted in Fig. 3.3a.

• In Fig. 3.6a, we can see the statistics of the angular spectrum when the TX is placed
at TX1, positioned at a distance of Y ∈ {63, 73, 103}m, and the RX is in all the
positions depicted in Fig. 3.3b.

• In Fig. 3.6b, we can see the statistics of the angular spectrumwhen the TX is placed at
TX2 and the RX is in all the positions depicted in Fig. 3.3b.

In the figures, we can observe that in the vast majority of cases, the channel gain measure-
ments are within 10dB from the average gain for all angles. This suggests that the energy is
reaching the RX rather uniformly from all directions. We can also notice that the channel
gain is slightly lower for the0◦ and180◦ directions in Figs. 3.5a and 3.6a. These twodirections
correspond to the horn antenna pointed parallel to the canyon. This result can be explained
by the NLoS nature of the link. In fact, we expect that the energy is scattered or reflected
by some object before reaching the RX. Indeed, in the 0◦ and 180◦ directions, no object can
cause scattering or reflections.
In Figs. 3.5b and 3.6b, where the TX is in position TX2, we can instead observe how the gain
reduction happens mainly at 0◦. The 180◦ direction, which is facing toward the TX, shows
a lower reduction in gain. Despite still not having Line of Sight (LoS) to the TX, the lower
reduction in such direction can be explained by the guiding effect of the canyon.
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(b) TX2.

Figure 3.5: Angular spectrumwith uniform stacking.
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(a) TX1.
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(b) TX2.

Figure 3.6: Angular spectrumwith nonuniform stacking.

Fig. 3.7a depicts the distribution of R̂dB(tx, x, y, ϕ) computed over all directions ϕ ∈
[0, 2π) in comparison to the distribution of R̂dB(tx, x, y, ϕtx(tx, x, y)) where, denoting
by (xtx, ytx) the location of the TX, we have

ϕtx(tx, x, y) = atan2(y − ytx, xtx − x), (3.3)

which is the direction tx of the TX when the RX is placed in position (x, y). As can be
observed in the plot, the two distributions are very close, with a difference of at most 2.8dB.
This shows that having a narrow beam directly pointing toward the TX will not provide
any significant benefit in the real world. Furthermore, Fig. 3.7b shows the distribution of
the azimuth gain maxϕ(R̂

dB(tx, x, y, ϕ)) over all TX and RX positions, compared to the
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simulated distribution for a fully spread channel, i.e. a channelwhere the energy is uniformly
spread across all angles. Here we can also see a gap of around 2dB between the median gains,
further confirming that azimuthal beamforming is not effective.
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Figure 3.7: Ineffectiveness of beamforming in a port environment.

3.1.3 Spatial correlation

In this section, we analyze the spatial correlation ofRdB(tx, xk, y, ϕ) for a fixed value of ϕ.
This is the channel correlation that a user with a fixed beam would observe and, therefore,
it provides information on how often the beam should be updated. We use the dense mea-
surementmap represented in Fig. 3.4a to perform this analysis. In particular, we use the data
collected during the dense sampling, collected with a spatial period of 10cm.
We first define the set x of X positions corresponding to the 10cm sampling as such that
{x1 = 13.5, x2 = 13.6, ..., x15 = 14.9}. We also define the average received power for a
specific Y position y and angle ϕ as

m(tx, y, ϕ) =
1

15

15∑
k=1

RdB(tx, xk, y, ϕ), (3.4)

and the relative zero mean power as

RdB
0 (tx, x, y, ϕ) = RdB(tx, x, y, ϕ)−m(tx, y, ϕ). (3.5)
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With these definitions, we can compute the spatial autocorrelation of the power in the x
direction as

r(tx, xk, y, ϕ) =
15−k∑
j=1

RdB
0 (tx, xk, y, ϕ)R

dB
0 (tx, x(k+j), y, ϕ). (3.6)

Taking the average over all the angles and Y positions we obtain:

r(tx, xk) =
1

4

∑
y∈Y

1

2π

∫ 2π

0

r(tx, xk, y, ϕ)dϕ. (3.7)

In Fig. 3.8, we plot r(tx, xk) for the three measured cases. In the plot, we can clearly see
that already after 10cm the channel gain is completely uncorrelated. This, in turn, means
that the best “direction” remains such for a very short time. This short spatial correlation
is consistent with the hypotheses that the energy is received uniformly from all directions
and that the best beamforming direction is purely an artifact of fading. It should be noted
that, in this case, the best direction would also be frequency selective, further degrading the
beamforming gain.
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Figure 3.8: Spatial correlation.
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3.1.4 Effect of the presence of a vehicle

In this section, we investigate how the presence of a large vehicle inside the canyon, at a
few meters from the measurement points, impacts the channel gain. In particular, we de-
fine as RdB

v1 (tx, x, y, ϕ) the measured power with the vehicle on side 1 (see Fig. 3.4) and as
RdB

v2 (tx, x, y, ϕ) the measured power with the vehicle on side 2. With this definition, we
can compute the received power difference with the vehicle in the two positions as

∆1(tx, x, y, ϕ) = RdB(tx, x, y, ϕ)−RdB
v1 (tx, x, y, ϕ), (3.8)

∆2(tx, x, y, ϕ) = RdB(tx, x, y, ϕ)−RdB
v2 (tx, x, y, ϕ). (3.9)

In Fig. 3.9, we can observe the statistics of ∆1(tx, x, y, ϕ) and ∆2(tx, x, y, ϕ) as a func-
tion of the angle over all RX positions. The TX is in position TX1 at 63m in the Y direction,
and the container stacking is uniform. Here the color represents the histogram of the chan-
nel gain difference, and the black line represents its mean. We can observe that the difference
is independent of the angle and has a mean around zero. This suggests that the vehicle’s
presence is only impacting the channel gain’s local value, but not the overall statistics.
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(a)Vehicle position 1.
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Figure 3.9: Statistics of the vehicle effect with uniform stacking and TX1 at 63m.

The angle-independent CumulativeDistribution Function (CDF) of the channel gain dif-
ference, computed by aggregating the data over all angles, is depicted in Fig. 3.10, along with
a fitted Gaussian distribution. Here we can observe that the CDF matches almost exactly
the Gaussian, and the mean is very close to zero, confirming that the vehicle’s impact on the
channel’s statistics is negligible on average. Observing Fig. 3.7a we can also see that the stan-
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dard deviation is similar. In particular, the parameters for the fitted Gaussian distributions
are listed in Tab. 3.2.

µ σ

Vehicle position 1 1.13 6.91

Vehicle position 2 1.37 6.77

Table 3.2: Channel gain difference Gaussian approximation parameters for the uniform stacking and TX1 at 63m.
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Figure 3.10: Angle independent statistics of the vehicle effect with uniform stacking and TX1 at 63m.

In Figs. 3.11 and 3.12, we can observe the same plots for the nonuniform stacking and the
TX in positions TX2. Indeed, in this case, the effect on the average channel gain is also lim-
ited, and the difference is approximately Gaussian with the parameters listed in Tab. 3.3.
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Figure 3.11: Statistics of the vehicle effect with nonuniform stacking and TX2.
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µ σ
Veichle position 1 0.40 7.09
Veichle position 2 −0.54 7.07

Table 3.3: Channel gain difference Gaussian approximation parameters for the nonuniform stacking and TX2.

Empirical CDF Gaussian fit
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Figure 3.12: Angle independent statistics of the vehicle effect with nonuniform stacking and TX2.

3.1.5 Path loss

This section discusses the path loss of the measured links and its impact on the communi-
cation system. Using a narrow HPBW horn antenna rotated only in azimuth for this mea-
surement poses a challenge in estimating the performance of a communication system with
different antenna patterns in this scenario. It, in fact, does not provide any information on
the elevation angle at which the energy is received. In this scenario, where the energy is prop-
agating from the top of a tall structure down to the user, this issue is particularly relevant,
as it is very likely that the energy will reach the user from above. In order to obtain reliable
channel information for different antenna patterns, we used the data to validate a simulation
setup. We recreated the environments and devices in CSTmicrowave studio*, an electromag-
netic simulation tool that include both full wave and asymptotic solvers. We performed the
simulation with the asymptotic physical optics solver. The main parameters used are listed
in Tab. 3.4.

*version 2022, https://www.3ds.com/products-services/simulia/products/
cst-studio-suite/
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Parameter Value
number of intersections 5

Ray spacing 5 λ
Adaptive ray sampling yes
Maximum ray distance 10 λ
Minimum ray distance 0.2 λ

Table 3.4:Main simulation parameters.

From both themeasured and simulated data, we evaluated the channel gain averaged over
angle in dB, which is

RdB
avg(tx, x, y) = 10 log10

(
1

2π

∫ 2π

0

R(tx, x, y, ϕ)dϕ

)
, (3.10)

and compared the values obtained from the measurement with those given by simulations.
Note that, in this setting, we define the channel gain as the ratio between the power at the
RX antenna port and the power at the TX antenna port. It, therefore, is also a function of
the antenna pattern, which has also been replicated in CST based on anechoic chamber mea-
surement. This definition is necessary aswe cannot compensate for the antenna gainwithout
knowing the elevation pattern of the received signal. In Fig. 3.13, we can observe the simu-
lated and measured values of RdB

avg(tx, x, y) as a function of the Euclidean distance D̄ be-
tween the TX andRX. As discussed in the previous sections, themultipath is extremely rich,
which makes the channel gain dependent on fading. As fading changes at the wavelength
scale, which in this case is a few millimeters, and the RX’s positioning was not accurate to
this scale, we do not expect a match between the measured and simulated power. Therefore
we also include a log-linear fit of the data with the equation

RdB
fit(D̄) = 10n log10(D̄) + R0. (3.11)

The parameters of the fitting lines can be found in Tab. 3.5. Here we can see that the pre-
diction matches the measurements within a tollerance of 3dB in intercept and 10% in slope,
and they are coherent within the confidence interval. Based on this result, we consider the
simulated channel gain to be a good approximation of reality and use it for further studies.
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Configuration n R0 [dB] RMSE[dB]
Measured Uniform −1.99± 0.29 −63± 5.67 1.6

Measured Nonuniform −1.543± 0.33 −67.8± 6.5 1.9
Measured Aggregated −2.18± 0.34 −57.4± 6.7 2.71
Simulated Uniform −1.88± 0.37 −64± 7.3 1.9

Simulated Nonuniform −1.78± 0.43 −66.4± 8.7 2.3
Simulated Aggregated −1.82± 0.29 −65.3± 5.7 2.1

Table 3.5: Line fit parameters (95% confidence interval).
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(a) TX1, uniform stacking.
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(b) TX1, nonuniform stacking.

Figure 3.13:Measured and simulated channel gain.

Fig. 3.14 shows the simulated channel gain when the RX horn antenna is replaced with an
omnidirectional antenna. Comparing the simulated channel gain with the Free Space Path
Loss (FSPL) associated with the geometric distance between the TX and RX, we observe
that the difference in channel gain is lower than 10dB for all measured positions. This clearly
shows that the highly reflective environment can overcome the limitations of NLoS commu-
nication for mmWave, and also further suggests that the channel will show rich multipath.
The slopes in Tab. 3.6 are significantly higher than free space. Comparing the results with
the horn antennameasurements, which have a slope smaller than 2we can conclude that the
further the TX is from the canyon, themore the energy concentrates in the horizontal plane.
This is also in line with the system’s geometry, as the angle of incidence of the wavefront with
the top of the canyon gets shallower at larger distances.
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Simulated
Stacking n R0 [dB] RMSE[dB]
Uniform −4.53± 0.29 −16.2± 5.8 2.27

Nonuniform −3.67± 0.28 −30.3± 5.5 2.2
Aggregate −4.09± 0.25 −23.4± 4.9 2.73

Table 3.6: Line fit parameters for omnidirectional antenna (95% confidence interval).
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Figure 3.14: simulated channel gain with omnidirectional antennas.

Based on this data, we can estimate the coverage of a typical 5G Base Station (BS) in such
an environment. To do so, we use the following assumption:

1. A BSwith a transmitting power of 28dBmper polarization per panel, and an antenna
gain of 23dBi, for a total Equivalent Isotropic Radiated Power (EIRP) of 51dBm.

2. A shadow-fading margin of 10dB.

3. A bandwidth of 400MHz with at a temperature of 300K and a RX noise figure of
10dB, resulting in a noise floor of−77.8dBm.

4. A minimum spectral efficiency of 2 bit/s/Hz (4 bit/s/Hz with dual polarization, re-
sulting in 1.6Gbps with the 400MHz bandwidth), for which we require a Singal-to-
Noise Ratio (SNR) of 8dB [36].
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5. A UE with an omnidirectional antenna.

With these assumptions, themaximumpath loss is EIRP+Noise floor−Minimum SNR−
Shadow-fading margin = 51 + 77.8 − 8 − 10 = 110.8dB. We consider the aggregated
fit from Tab. 3.6, which has a slope of 4.09 and an intercept of −23.4. These values result
in a channel gain of−110.8dB around 137m. Clearly, despite the common idea that higher
frequencies are not suitable forNLoS communication, in this scenario, such communication
is feasible. We also note that the spectral efficiency requirement we used for this calculation
is quite stringent, and practical transceivers will have different antennas, which are likely to
perform better than the omnidirectional. Therefore, we can expect good performance even
beyond this distance.

3.1.6 Propagation model

Theobservationson the angular spectrumsuggest that the energypropagates in a very chaotic
and complex manner in the horizontal plane after entering the canyon. Therefore we would
expect that the amount of energy received by the UE only depends on the amount of en-
ergy entering the canyon and the vertical propagation inside it. To test this hypothesis, we
compute the power the UE would receive under this assumption.

tx

ϕ1 ϕ2

θ

A

ℓ

D d

h

H

Figure 3.15: Container canyon propagationmodel (side view).

We call ν the fraction of the energy entering the canyon that actually reaches the RX. Ap-
proximating the signal impinging on the top of the canyon as a plane wave with Poynting
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vectorS, the power entering the canyon is proportional to the area of the top opening of the
canyon projected on a plane orthogonal to thewave vector of the planewave. In particular, if
we consider the energy entering a section of the canyon of lengthL and we call the projected
canyon apertureA, as depicted in Fig. 3.15, the received power would be

PRX = νLA|S|. (3.12)

Since there are typically no objects above the canyon level, |S| can be computed as the FSPL
between the TX and the canyon, which in this case is proportional to

|S| ∝ ℓ−2 =
(√

h2 +D2
)−2

. (3.13)

Assuming θ is small, the apertureA can be approximated as

A ≈ ℓ sin (θ) =
(√

h2 +D2
)
sin (θ) . (3.14)

We note that

θ = ϕ2 − ϕ1; (3.15)

ϕ1 = tan−1

(
h

D

)
; (3.16)

ϕ2 = tan−1

(
h

D + d

)
. (3.17)

Therefore, we can write

θ = tan−1

(
h

D + d

)
− tan−1

(
h

D

)
(3.18)

and

A ≈ ℓ sin (θ) =
(√

h2 +D2
)
sin

(
tan−1

(
h

D + d

)
− tan−1

(
h

D

))
. (3.19)
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We can now rewrite the received power as

PRX = νLA|S| (3.20)

≈ νL
(√

h2 +D2
)
sin

(
tan−1

(
h

D + d

)
− tan−1

(
h

D

))(√
h2 +D2

)−2

(3.21)

= νL
(√

h2 +D2
)−1

sin

(
tan−1

(
h

D + d

)
− tan−1

(
h

D

))
. (3.22)

We can now perform some small angle approximations to simplify the expression further.
We assumeD ≫ h, i.e., we consider the case where the TX is far from the canyon, which
is the most relevant and challenging case as it represents the cell edge case. Thanks to this
assumption, we can say that also ϕ1 and ϕ2 are small, and use a first-order approximation of
the arctangent in (3.16) and (3.17). Therefore, we write

ϕ1 ≈
h

D
and ϕ2 ≈

h

D + d
. (3.23)

This simplifies the received power to

PRX ≈ νL
(√

h2 +D2
)−1

sin

(
h

D + d
− h

D

)
= νL

(√
h2 +D2

)−1

sin

(
hd

D2 + dD

)
.

(3.24)
Furthermore, we have that h2 +D2 ≈ D2, further simplifying the expression to:

PRX ≈
νL

D
sin

(
hd

D2 + dD

)
. (3.25)

Under the assumption of far TX, it also holds that D ≫ d, hence we can approximate
D2 + dD withD2, obtaining

PRX ≈
νL

D
sin

(
hd

D2

)
. (3.26)

Finally, by the assumptions above, we note thatD2 ≫ hd, and therefore hd
D2 is small, so we

can use the first order approximation of the sine to obtain the final expression

PRX ≈
νL

D

hd

D2
=
νLhd

D3
. (3.27)
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The value ofL can be computed assuming that the energy reaches the RX only if it enters
the canyon at a shallow azimuth angle. Fig. 3.16 illustrates the geometry of the system.

tx

L

D

ψ

Figure 3.16: Container canyon propagationmodel (top view).

In this figure, we can easily see that, calling the maximum azimuthal angle ψ, the length
of the canyon section accepting energy can be expressed as

L = D sin(ψ) ≈ Dψ. (3.28)

Let us now consider the value of ν. The length of the path followed by the signal inside
the canyon corresponds to the length of ℓ′ in Fig. 3.17.

tx ℓ

ℓ ′

D D′

h

h′

Figure 3.17: propagation inside the canyon.
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By triangles similarity, we can write

h

D
=

h′

D′ ⇒ D′ =
h′D

h
. (3.29)

We can then write

ℓ′ =
√

(h′)2 + (D′)2 =

√
(h′)2 +

(
h′D

h

)2

. (3.30)

By the assumption thatD is large, we can approximate it with

ℓ′ ≈
√

(D′)2 =

√(
h′D

h

)2

=
h′D

h
(3.31)

and write

ν ∝ 1

(ℓ′)2
=

(
h

h′D

)2

∝ 1

D2
. (3.32)

Replacing (3.28) and (3.32) in (3.27), we can write the final expression for the received
power as

PRX ∝
νLhd

D3
= Dψ︸︷︷︸

L

1

D2︸︷︷︸
ν

hd

D3
=
ψhd

D4
. (3.33)

Notably, the numerator ψhd is constant. This predicts that the received power decreases
with the fourth power of the distance, compared to the free space model, which decreases
with the second power. This model already matches quite well the observation of Fig. 3.14
and Tab. 3.6. However, to further verify its correctness, we fit the data with a slope of n = 4,
as predicted by (3.33). Fig. 3.18 shows such model fit. It is clear that the fit shown is very
similar to the one depicted in Fig. 3.14. Moreover, Tab. 3.7 shows the fit parameters and the
Root Mean Square Error (RMSE) obtained with n = 4. Clearly, the RMSE obtained has a
negligible difference from the one shown in Tab. 3.6, showing that assumingn = 4 does not
degrade the fit significantly.
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Simulated
Stacking R0 [dB] RMSE[dB]
Uniform −26.7± 0.22 2.3

Nonuniform −23.63± 0.21 2.22
Aggregate −25.13± 0.19 2.73

Table 3.7:Model fit parameters (95% confidence interval).
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Figure 3.18: Channel gain model fit.

Wenote that the relevance of thismodel is notmainly in the ability to predict the slope but
in the insight it gives into the propagationmechanisms. In particular, it is consistentwith the
hypothesis that the received power only depends on vertical propagation, reinforcing such a
claim with further evidence.

3.1.7 Elevation spectrum

Fig. 3.19 shows the relation between the channel gain and the elevation angle of the incident
wave direction. It was realized by simulating the channel with the horn antenna kept at a
fixed azimuthal angle of ϕ = 90◦, i.e., pointed towards the side of the canyon where the
TX is located, rotating it to different elevation angles. The simulation is repeated for two
positions of TX1, the first at 63m and the second at 113m, with the nonuniform container
stacking.
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(a) TX1 at 63m.
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(b) TX1 at 113m.

Figure 3.19: Elevation spectrum for the nonuniform configuration.

Here we can clearly see a dependence of the elevation angle of arrival of the distance be-
tween the TX and the canyon. In particular, in Fig. 3.19a, we see that the energy is concen-
trated around a relatively sharp angle of roughly 15◦. In contrast, Fig. 3.19b shows that most
of the energy is concentrated near the horizontal direction, slightly below 10◦. If we consider
the system’s geometry, we have h = TX height−Canyon height = 23−5 = 18m formost
of the canyon for such stacking. using this value, we can compute ϕ1 = tan−1

(
h
D

)
for the

two cases, withD = 65.5m for the first case andD = 115.5m for the second. Doing so,
we obtain the corresponding elevation angles of 15.4◦ and 8.8◦, consistent with what can
be seen in the figures. This fact also explains the difference in slope observed between the
measurements and simulations with the horn antenna (Tab. 3.5) and the simulations with
the omni antenna (Tab. 3.6). In the former case, the slope results are lower because the fur-
ther we move, the shallower the elevation angle, which means that the gain of the antenna is
better exploited at larger distances.
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3.2 Channel characteristics

As we have observed in Sec. 3.1, the usual model of a sparse channel with few distinct multi-
path components that is often assumed in, e.g., indoor environments formmWave [8], is not
a good assumption in the presence of largemetallic objects. Themain channel characteristics
observed in an industrial environment, where such objects are present in large numbers, can
instead be summarized as follows:

• Despite the NLoS nature of the link, the path gain is remarkably high. For example,
in the presented case, the fit of the path gain is within 10dB from the FSPL for all
considered cases, and a commercial mmWave BS can provide service in at a distance
exceeding 100m.

• The received power does not concentrate in a single direction as it happens in LoS in a
non-metallic environment. Instead, in the presented case, the angular pattern is nearly
uniform, i.e., the energy is received from all directions in equal amounts.

• The received power for a fixed direction decorrelates quickly as theRXmoves through
space. In the presented case, within less than 10cm. This shows that the variations in
power for a fixed direction mostly depend on fast fading.

• Changes in the environment, such as thepresenceof large vehicles in the canyon,might
not significantly impact the channel characteristics.

These channel characteristics have alsobeenobserved indifferent industrial plants [9, 10, 11,
27] and have proven to be a common feature of all those environments with a high presence
of large metallic structures. Their impact on the communication system design is also listed
in the following

• The channel gain observed in NLoS is sufficient to communicate effectively. There-
fore, the network can be built without the requirement of having LoS in all locations.
This allows for the use of fewer BSs, thus reducing the CapEx.

• As many of the modern mmWave devices are designed with the assumption of LoS
communication and therefore use beamforming that is well suited for a simple chan-
nel where all the energy is concentrated in a single plane wave, such devices might
perform poorly in NLoS scenarios.
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• For similar reasons, modern mmWave devices are not designed to operate with a rich
multipath channel and therefore cannot exploit the spatial diversity that such a chan-
nel provides.

These considerations suggest that, for the industrial use case, we should revise the design of
our mmWave devices to be more effective in NLoS rich multipath environments.
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4
Beamforming architectures

This chapter discusses the hardware beamforming architectures and whether they are suited
to the channel characteristics observed in Chap. 3. In particular, in Sec. 4.1, we note that
the classical analog and hybrid beamforming architectures are designed with LoS or sparse
channels inmind,whereas the channel observed in industrial environments shows a richmul-
tipath. In Sec. 4.2, we propose a novel architecture capable of trading bandwidth for rank,
which is better suited for such channels. Moreover, in Sec. 4.3, we provide a comparison of
the classical and proposed architecture in terms of complexity, cost, and power consump-
tion, showing that such architecture is slightly more complex and expensive than a hybrid
beamforming architecture, but still far simpler and cheaper than fully digital beamforming.

4.1 Classical beamforming architectures

The classical fully connected hybrid beamforming architecture, depicted in Fig. 4.1, is widely
used in the industry for mmWave communications. However, this architecture has some
limitations that can impact its effectiveness in industrial wireless communication systems.
One of the main limitations is the need for lengthy and complex beam training and refine-
ment procedures to establish and maintain a connection. Before transmitting a signal, the
system needs to determine the optimal beam direction and shape, which involves sweeping
through different beam directions and measuring the channel response. This process can
take a long time, and needs to be performed for each user within the system, so it can be-
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come a significant overhead, especially when the number of users is large. In classical LoS
communications, this might not be an issue, as the LoS directions vary smoothly and slowly.
In industrial environments though, as discussed in Sec. 3.1.3, the optimal beam direction is
very dynamic, exacerbating the overhead issue. Additionally, this beam training and refine-
ment procedures can cause an excess delay in time-sensitive packets, as communication is
not possible while the system is training the beam. Secondly, due to the limitations in CSI
acquisition capability (i.e., the inability of the system to acquire the full channel matrix, but
rather only to measure the power for a specific beam), modern wireless communication sys-
tems often make use of a small codebook of pencil beams to limit the number of channel
measurements [37]. These beams concentrate the array gain in a single spatial direction and
are effective inmaximizing throughput for a LoS scenario with limited reflections, where the
signal can travel directly from the transmitter to the receiver without obstructions and with
little multipath. However, when operating in an environment with rich multipath, using
directional beams comes at a cost. By focusing on a single multipath component, directional
beams sacrifice spatial diversity. Hence, when the selected component is blocked by an ob-
stacle, this strategy is likely to experience a complete signal loss and, thus becoming unable
to communicate until a time-consuming beam training is performed.

φ

φ
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φ

φ

φ

D
A

D
A

Figure 4.1: Classical fully connected hybrid beamforming hardware architecture.

The naïve solution to this issue is to use a fully digital beamforming architecture. The
Radio Frequency (RF) frontend of such an architecture is depicted in Fig. 4.2. Note that,
for shortness, in the following we will refer to an RF frontend that enables the implementa-
tion of digital beamforming as a digital beamforming architecture. This architecture allows
the receiver to collect the full signal for all antennas and perform combining in the digital
domain.

36



D
A

D
A

D
A

Figure 4.2: Classical fully digital beamforming hardware architecture.

This provides several advantages, including

• The ability to combine signals from different antennas with different coefficients at
different frequencies. This allows for the coherent combining of the multipath com-
ponents and, therefore, a much higher beamforming gain.

• The possibility to acquire full CSI from just the demodulation reference signals with-
out long and costly beam training operations. This enables overhead-free beamform-
ing, as well as the ability to design better and more complex beams. It also makes it
possible to efficiently perform localization and sensing tasks by observing the channel
estimates, without impacting the communication.

• The ability to perform spatial multiplexing, i.e., to send individual data streams to
different receivers at the same time and frequency, separating the data streams by ap-
propriately combining the signal from each antenna.

Unfortunately, this architecture may not be feasible, especially on the UE side, due to cost
and power consumption constraints. Finally, although in a multi-user environment each
users’ resource allocation might be localized in frequency, a UE implementing this architec-
ture is typically receiving on the whole bandwidth at all times with the same capabilities. For
example, let us consider the resource grid depicted in Fig. 4.3.
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Figure 4.3: Example resource grid.

Here the horizontal axis represents time, the vertical axis frequency, and the squares the
Resource Blocks (RBs) that can be assigned to users. The RBs are colored according to the
user they are allocated to. Let us now consider the user 1 (orange). We can note that, out of
the 150 available RBs, it exploits only 28RBs, corresponding to roughly 18.7% of the nom-
inal capacity. With a classical beamforming system, the user would receive and process the
signal over all the resource elements, thuswasting 81.3% of the data acquired, represented in
the picture by the black stripes. Note that, despite being more expensive and complex, even
the fully digital beamforming architecture suffers from this inefficiency.
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4.2 Proposed heterogeneous rank architecture

To overcome the limitations listed in Sec. 4.1, we require a system that is both wideband,
to support high data rates when necessary and acquire control signaling that might be allo-
cated throughout the band, and high rank at least in a fraction of the frequencies, to exploit
the benefits of digital beamforming. This should also obviously be achieved while maintain-
ing practical costs and power consumption. While a fully digital Multiple Input Multiple
Output (MIMO) architecture would satisfy the former constraints, it fails on the last: its im-
plementation is inherently costly and power-hungry due to the need formultiple high-speed
ADCs. Therefore, this thesis proposes the architecture depicted in Fig. 4.4.
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Figure 4.4: Heterogeneous rank hardware architecture. The wideband analog beamforming and the narrowband fully-

digital beamforming blocks are highlighted in yellow and blue, respectively.

This architecture comprisesN antennas connected to a certain number of classic analog
beamforming chains (marked in yellow in the figure), which operate on the full bandwidth
BA of the system. In particular, the signal from each antenna is amplified by a Low Noise
Amplifier (LNA), phase shifted and added together in the analog domain. Subsequently, the
combined signal is downconverted and digitalized by a single high-speed ADC.

Besides the classical system, that is enabledwhen the switch is in position B,we implement
an additional dedicated RF chain (marked in light blue) with a narrower bandwidth for each
antenna. In particular, when the switch is in position A, the signal from each antenna can be
extracted after the fronted LNAs, individually downconverted to baseband, and filtered by
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a LowPass Filter (LPF).We now re-purpose one ormore ADCs formerly used for one of the
analog beamforming chains to digitalize these signals bymultiplexing all the low-bandwidth
individual antenna signals into that ADC to obtain a low-bandwidth digital beamforming
chain.

We note that, with this method, we can allocate the samples of the ADC to acquire a
smaller part of the bandwidth with a higher rank, thus reducing the wasted samples used
by classical architectures to digitalize the full bandwidth even when the data is localized in
frequency. Moreover, this ease of acquisition can enable better and more complete CSI es-
timation, thus allowing for more sophisticated beam design strategies than the classic direc-
tional beam, that can exploit the diversity of the rich multipath environment observed in
factories. For the sake of simplicity, in this thesis we will focus on the case with 2 RF chains,
one ofwhich is equippedwith the additional hardware to performnarrowband digital beam-
forming. Finally, we note that themixers belonging to the digital beamforming chain do not
necessarily need to be fedwith the same Local Oscillator (LO) frequency of the analog beam-
forming. Therefore we can assume the center frequency of the digital beamforming part is
anywhere within or outside the one of the analog beamforming. Note that, the proposed
architecture can entail any number of RF chains, of which any subset can be converted to
digital beamforming, clearly with higher cost, complexity, and power consumption.

To summarize, in this thesis we assume that the following architecture can operate in two
modes

• Hybrid mode, where the switch is in position A, and both ADCs are connected to an
analog beamforming chain, and operate on the full bandwidthBA.

• Heterogeneous mode, where the switch is in position B. Here the first ADC is still con-
nected to the analog bemaforming chain, and operates on the full bandwidth BA,
whereas the second ADC is multiplexed between all the antennas, and therefore oper-
ates in digital beamforming on a reduced bandwidth BA

N
.
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4.3 Complexity, power consumption and cost analysis

This section discusses the proposed architecture’s power consumption and complexity com-
pared to the classical hybrid and fully digital beamforming architectures. We consider a sys-
temwith a 28GHz carrier and 400MHz bandwidth, and select off-the-shelf components for
the comparison. These were chosen through a thorough web search, filtering for the charac-
teristics required to meet the system specifications. The search result is then sorted by price
and the cheapest component is chosen. It should be noted that the selected components are
just examples to illustrate the main design trade-offs, and they might not entirely reflect the
final cost and power consumption of an integrated device. This exercise however can give
important insights into the costs and complexity associated with the hardware aspects of the
proposed architecture.

The components selected for the comparison, aswell as theirmain characteristics, are listed
in the following:*

• The mixer is the Mini-Circuits MDB-54H+ [38]. It operates in the 20-50GHz fre-
quency range and requires an LO power of 15dBm ( roughly 32mW). Its price is
30.66€.

• The ADC is the Texas Instruments ADS5403 [39]. It is capable of sampling at a rate
of up to 500Msps with a 12bit resolution, which is sufficient to handle the required
maximum bandwidth of 400MHz. It has a total power dissipation of 1W and costs
152.61€.

• The LNA is the Mini-Circuits PMA3-313GLN+ [40]. It operates between 26.5 and
31GHzwith a gain of18dB. It is designed for a4Vpower supplywith abiasing current
of 78mA, for a total power consumption of 312mW. Its price is 33.43€.

Since modern communication systems typically use IQ sampling, each RF chain requires 2
mixers and 2ADCs. All other components (multiplexer, phase shifters, and filters) are cheap
and have low power consumption. They are therefore excluded from this analysis.
Let us now consider a system with 32 antennas. The required amount of components to
build such a system is listed in Tab. 4.1.

Assuming the LO generation has an efficiency of 50%, the power needed to generate the
reference signal for each mixer is 2× 32mW = 64mW. Using this number, we can compute
the power consumption of each system, listed in Tab. 4.2

*All prices refer to those listed in the DigiKey website on September 2023, for a quantity of 25 pieces.
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Architecture # of mixers # of ADCs # of LNAs
Hybrid 4 4

32Proposed 64 4
Fully digital 64 64

Table 4.1: Components required by each type of architecture.

Architecture mixers ADCs LNAs total
Hybrid 256mW 4W

10W
14.26W

Proposed 4.1W 4W 18.1W
Fully digital 4.1W 64W 78.1W

Table 4.2: Comparison of the power consumption of each architecture.

As we can clearly see, the ADCs contribution is way more significant than that of the
mixers. As a consequence, the power consumption of fully digital architecture, which re-
quires as many ADC as the number of antennas, is more than 5 times larger than that of the
hybrid beamforming architecture. Instead, the proposed architecture, which can reuse the
same ADC for multiple antennas, has only slightly larger power consumption (+30%) with
respect to the hybrid architecture It should be noted that, in industrial applications, UEs that
need high-performance communications typically do not suffer from a lack of power. They
are, in fact, usually mounted on robots that consume hundreds or thousands ofWatts, mak-
ing the transceiver power consumptionnegligible. The limiting factor, instead, is the thermal
output of the device, as this needs to be kept within operating temperatures. In the example
above, the hybrid and proposed architectures can probably be cooled with a passive heatsink
of limited size. In contrast, the fully digital architecture will likely require a large heatsink,
which might be problematic in terms of space constraints, and an active cooling component
such as a fan or a water pump, that can be an issue as they suffer from wear, especially in
the harsh conditions of manufacturing plants, and therefore require active maintenance and
are prone to cause disruptions when they get damaged. Another factor to consider is the
cost of the components. The costs listed before are for low quantities and are not the final
production costs. Moreover, such a system would most likely be integrated into a few chips
instead of being composed of individual monolithic parts for each component. However,
for the sake of this evaluation, we will assume that the cost ratios between the components
are similar to those of the final implementation. This is a reasonable assumption for a rough
estimate, assuming the dimensional factors of the macro-components are somehow main-
tained in their integrated version, and considering that the cost of the Integrated Circuits
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(ICs) depends on their footprint in silicon.From the number of components indicated in
Tab. 4.1 we can hence estimate an indicative cost of each architecture, as shown in Tab. 4.3.

Architecture mixers ADCs LNAs total
Hybrid 122.64€ 610.44€

1069.76€
1802.84€

Proposed 1962.24€ 610.44€ 3642.44€
Fully digital 1962.24€ 9767.04€ 12799.00€

Table 4.3: Comparison of the cost of each architecture.

We can observe that the cost of the proposed architecture about twice that of the classi-
cal hybrid beamforming, whereas the fully digital architecture is more than 7 times more
expensive. In future factories, where we expect a massive number of connected devices, such
difference might have a very significant CapEx impact.

Finally, we consider the complexity associated with the various architectures. To roughly
quantify the processing complexity required to use such architectures, we consider the data
rate of the samples generated by the systems. In particular, the hybrid beamforming architec-
ture has 4ADCs generating 500million 12-bit samples per second, for a total of 24Gbps of
data. The proposed architecture, having the same amount of ADCs, will generate the same
amount of data to be processed by the baseband. In contrast, the fully digital beamforming
architecture uses 64ADCs for a total data rate of 384Gbps. If we assume that the processing
time scales linearly with the number of bits generated by the ADCs, the digital beamform-
ing architecture would therefore require 16 times more processing power than the proposed
and hybrid architectures, therefore also consuming 16 times the power in the digital domain.
In addition, we observe that not all of the signal processing algorithms employed in a mod-
ern receiver have linear complexity, therefore the gap in the required processing capabilities
and power consumption will likely be even larger. In summary, the proposed architecture
is clearly an interesting middle ground between the classical hybrid beamforming and the
highly complex fully digital beamforming architectures in terms of cost, complexity, and
power consumption.
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5
System Model

In this thesis, we consider a system as depicted in Fig. 5.1, where a BS transmits data to a
UE in a multipath environment. As we are considering an industrial setting, and based on
the findings of Chap. 3, we note that this channel will show a very rich multipath. The UE
receives the signal transmitted by the BS with an arbitrary antenna array composed of N
antennas. Despite in practice BSs being multi-antenna systems too, to present the content
of this thesis, it is sufficient to consider a single beamformed stream as an equivalent single
antenna transmitter. Therefore, for the sake of a lighter notation, the presented model will
consider an equivalent Single Input Multiple Output (SIMO) channel.
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Figure 5.1: System overview.

We assume that the received signal can be decomposed in a sum ofK plane waves, each of
which has an associated complex amplitude αk, delay τk, and direction r⃗k. The number of
plane waves should be significantly higher than the 5 typically assumed for mmWave chan-
nels [8]. The generic antenna array receiving the signal is depicted in Fig. 5.2.

x

y

z

A1A2

An

r⃗k

Pn,r⃗k

Figure 5.2: Arraymodel.

The antennas are positioned at pointsA1 toAN with respect to the chosen origin of the
coordinate system. When a plane wave is impinging on the array in direction r⃗k, the projec-
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tion ofAn on span {r⃗k} is denoted by Pn,r⃗k , and is given by

Pn,r⃗k =
AT

n r⃗k
r⃗Tk r⃗k

r⃗k. (5.1)

In Fig. 5.2 we can see that the distance between the projection point and the origin equals
the distance traveled by the wavefront before reaching antennan from the origin. Assuming
phase 0 at the origin, and calling λ the wavelength of the signal, this means that the phase
observed by antenna n is

ϕn,r⃗k =
|Pn,r⃗k |
λ

=
AT

n r⃗k
(r⃗Tk r⃗k)λ

|r⃗k| =
AT

n r⃗k
|r⃗k|λ

. (5.2)

Therefore, neglecting the frequency dependence of ϕn,r⃗k , the Channel Impulse Response
(CIR) at antenna n is

hn(t) =
K∑
k=1

αke
jϕn,r⃗k δ(t− τk), (5.3)

and the Channel Frequency Response (CFR) is its Fourier transform

Hn(f) =
K∑
k=1

αke
jϕn,r⃗k e−j2πfτk . (5.4)

In some instances, we will assume a Uniform Linear antenna Array (ULA) withN anten-
nas spaced λ

2
, i.e. An = (nλ

2
, 0, 0), and therefore only consider the azimuth incidence angle

θk. With this assumption, we can write:

ϕn,r⃗k = nπ cos(θk). (5.5)

Therefore, the CIR for antenna n can be written as

hn(t) =
K∑
k=1

αke
jnπ cos(θk)δ(t− τk). (5.6)

This definition leads to a CFR of

Hn(f) =
K∑
k=1

αke
jnπ cos(θk)e−j2πfτk . (5.7)
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Weassume that the systemoperateswith abandwidthBA, thereforewehavef ∈ (−BA

2
, BA

2
),

and that the signal received signal at the antenna is affected by white Gaussian noise with a
standard deviation σn0 . Note that we are ignoring the radiation pattern of the antenna ele-
ments, thus making the assumption that they have an omnidirectional radiation pattern. In
practice, this is typically not the case. However, if we assume that all the antenna elements
are equal and coupling is small, the antenna pattern is going to affect only the value of αk,
thus we can assume that its impact is accounted for in such value. More in detail, if the an-
tenna element has a radiation patternP (r⃗), and the k-th receivedmultipath component has
a complex amplitude α′

k with an omnidirectional antenna, the observed CIR will be

hn(t) =
K∑
k=1

P (r⃗k)α
′
ke

jϕn,r⃗k δ(t− τk). (5.8)

By redefining the complex amplitude

αk = P (r⃗k)α
′
k, (5.9)

we have the original definition of the CIR. Based on the findings presented in Chap. 3 we can
assume the following properties for the channel parameters:

• The number of componentsK will have a large value, e.g. in the order of several tens,
as compared to the typical value of 5 used in indoor settings [8].

• The directions r⃗k are uniformly distributed in the unit sphere. Due to the considera-
tion stated before about the antenna radiation pattern however, can have that in some
directions the received signal is suppressed (i.e. P (r⃗k) ≈ 0), so we will consider r⃗k to
be uniformly distributed within the aperture of the antenna radiation pattern.

For the analog beamforming chain, calling the sampling period of the ADC T ≤ 1
BA

, the
transmitted and received signal x(t) and yA(t) respectively and βn a complex beamforming
coefficient with the amplitude determined by the LNA gain and the phase determined by
the phase shifter, the output of the ADC would therefore be of the form

yA(sT ) =
N∑

n=1

βn(hn ∗ x)(sT ), s ∈ Z, (5.10)

and its Discrete Time Fourier Transform (DTFT), assuming that the signal is band-limited
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with bandwidthBA, is

YA(f) =
N∑

n=1

βnHn(f)X(f). (5.11)

We further define the beamformed channel

H(f) =
N∑

n=1

βnHn(f). (5.12)

as the channel observed by the signal received by the analog beamforming chain

For thedigital beamforming chain, let us define the set of antennasM = {m1, ...,mM},M ≤
N for which we are enabling the individual RF chain. At the s-th sample of the ADC, we
connect the multiplexer to the RF chain of antenna m(s mod M)+1. With this assumption,
and defining the filter impulse response as hfilt(t) and its transfer function asHfilt(f), the
signal yD at the ADC output can be expressed as

yD(kT ) = (hm(s mod M)+1
∗ hfilt ∗ x)(sT ), s ∈ Z. (5.13)

From this signal, we can extract the individual antenna signals

yj(MsT ) = yD((Ms+ j)T ) (5.14)

= (hm((Ms+j) mod M)+1
∗ hfilt ∗ x)((Ms+ j)T ) (5.15)

= (hmj+1
∗ hfilt ∗ x)(MsT + jT ), s ∈ Z, j ∈ {0, ...,M − 1} (5.16)

Notably, the signal yj(MsT ) include all and only the contribution of antennamj+1, which
is sampled regularly with a sampling interval MT . The signal is also delayed by jT , how-
ever, we ignore such delay as it can be easily compensated for in the digital domain. By the
Nyquist–Shannon sampling theorem we can infer that, to operate correctly, each of the sig-
nals should have a bandwidth ofBD ≤ BA

M
. If the response of the filter is such that

(hmj+1
∗ hfilt ∗ x)(sT ) (5.17)

has a bandwidth that satisfies the sampling constraint, we canwrite theDTFTof the received
signal as

Yj(f) = Hmj+1
(f)Hfilt(f)X(f) (5.18)
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For the sake of this work, we also consider only the case ofM = {1, ..., N}, in other words,
thedigital beamforming chainwill alwaysutilized themaximumrank. While thismight seem
restrictive, and a variable setM could provide a benefit in terms of performance, having a
fixedM set, or at least a fixed value ofM , is a desirable property from an implementation
standpoint. In fact, it allows to implement a single fixedLPF, instead of a tunable LPFwhich
would be needed to change the bandwidth of the digital beamforming. Under this assump-
tion, we can write

Yj(f) = Hj+1(f)Hfilt(f)X(f), (5.19)

which is the signal received by antenna j + 1. In this case, we note that within the digital
beamforming band, the system can individually acquire the signal from each antenna, as
would happen in a digital beamforming system, though with a smaller bandwidth.

0 2 4 6 8 10
−1

−0.5

0

0.5

1

Time

A
m
pl
itu

de

(a) Full singal

0 2 4 6 8 10
−1

−0.5
0

0.5
1

Time

A
m
pl
itu

de

(b)Antenna 1.

0 2 4 6 8 10
−1

−0.5
0

0.5
1

Time

(c)Antenna 2.

0 2 4 6 8 10
−1

−0.5
0

0.5
1

Time

(d)Antenna 3.

Figure 5.3: Example of signal from the digital beamforming part.
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Fig. 5.3 shows an example of this process. In particular, in Fig. 5.3a the solid lines represent
the analog signal for each antenna after filtering and downconversion, whereas the stems rep-
resent the digitalized signal yD(kT ). Note that the color of the stems is just for illustrative
purposes, and does not represent different signals. Figs. 5.3b, 5.3c and 5.3d instead represent
the downsampled signals y0(MsT ), y1(MsT ) and y2(MsT ) respectively, i.e., the recon-
structed signal for each antenna. In the following, we will discuss how this ability can be
exploited to improve the communication and sensing performance of the system.
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6
Communication

In this chapter, we discuss the potential of the proposed architecture in industrial commu-
nications. In particular, we identify the potential use of the architecture in two different
ways, that can be used in combination to achieve the best result. The two advantages of the
architecture can be summarized in:

1. The digital beamforming chain can be used to actually perform communication with
a higher rank and better reliability. In this case, if many UEs are present in the sys-
tem, different users can perform digital beamforming in different frequencies such
that overall most of the communication is performed using this technique. This strat-
egy is investigated in Sec. 6.1.

2. The channel estimate provided by the digital beamforming can be utilized to design
the beamforming coefficients used by the analog beamforming chain[31]. This allows
for the design of more robust analog beams, as described in detail in Sec. 6.2.

The combination of the two techniques creates a robust and effective system that is particu-
larly suited for industrial communications, which requires high reliability for a large number
of UEs.
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6.1 Multi-user resource allocation for heterogeneous rank systems

6.1.1 Proportional Fairness Resource Allocation

This section discusses the use of the heterogeneous mode for communication in a multi-user
setting. We assume that the BS is equipped with a fully digital (or at least high-rank) archi-
tecture capable of fully exploiting the rank of the channel. The UEs are equipped with the
proposed architecture, which is also capable of exploiting the full channel rank in the digital
beamforming part of the bandwidth. More in detail, we assume that there are U users with
an architecture with N antennas sharing the total bandwidth BA. Recalling the resource
allocation example shown in Fig. 4.3, we can see that user 1 (in orange) would benefit from
digital beamforming in the center RBs in the first four slots, RBs 2 and 3 for the following 4
slots, and in the topRBs for the rest of the time. This is however impractical, as it requires re-
configuring the LO of the digital chains every few slots, and such re-configuration can take
from tens of µs to some ms [41]. To avoid this issue, we propose that, at the time of con-
nection, the BS informs theUEwhether to use the secondRF chain for digital beamforming
and onwhich part of the band. Subsequently, at the time ofMediumAccess Control (MAC)
scheduling, the BS preferentially schedules each UE on the frequency where it performs dig-
ital beamforming.
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Figure 6.1: Example resource grid in heterogeneous mode.

In the example, the BS could instruct user 2 to perform digital beamforming in RBs 0 and
1, user 1 onRBs 4 and 5, anduser 3 onRBs 8 and 9. It would then schedule the data according
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to the new resource grid in Fig. 6.1. In this case, the data would fit entirely within the band
where the UEs perform digital beamforming.

With this allocation, the first RF chain, which operates with analog beamforming, still
spends 81.3% of its samples to acquire the area covered with the black strips, but the second
RF chain, operating in digital beamforming, only acquires 30 RBs, out of which 28 are in-
tended for that user, thus only wasting 6.7% of the ADC samples. In total, the “efficiency”
of the proposed architecture, intended as the fraction of ADC samples on frequency bands
carrying data, can be estimated as

100− 81.3 + 6.7

2
= 56% (6.1)

while that of the classical fully connected hybrid beamforming architecture in the same sce-
nario would be 18.7%, thus confirming that the proposed architecture is significantly more
efficient than the classical one when UEs’ data are allocated to sub portions of the whole
bandwidth using digital beamforming.

Note that the analog RF chain is still necessary to decode control signals. Moreover, the
analog RF chain will also be needed in case the data do not fit within the RBs used for digi-
tal beamforming, and have to be partially allocated to other RBs. This case is illustrated in
Fig. 6.2. Thus, further improving the efficiency by using both RF chain in for digital beam-
forming is not feasible.
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Figure 6.2: Example resource grid in heterogeneous mode, where the data does not fit entirely within the MIMO band-

width.
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To analyze the performance of the proposed architecture from the aspect of spectral effi-
ciency, let us assume that all the users are equal, and experience the following:

• A Spectral Efficiency (SE) of CA bit/s/Hz when using the analog RF chain in hetero-
geneous mode.

• A SE ofCD bit/s/Hz when using the digital RF chain in heterogeneous mode.

• A SE ofCH bit/s/Hz when using the hybrid mode.

Note that, in the typical situations, we have

CA ≤ CH ≤ CD. (6.2)

Assuming that the assignment of the digital beamforming sub-band is performed with min-
imum overlap, since each user can perform digital beamforming on 1

N
BA, the fraction of

bandwidth that has at least one user with digital beamforming on it is given by:

ζD = min

(
1,
U

N

)
. (6.3)

If all UEs are configured to performdigital beamforming in a part of the band, themaximum
average SE achievable in heterogeneous mode is therefore

C(D)
max = (1− ζD)CA + ζDCD = CA + ζD(CD − CA). (6.4)

Comparing this to the SE of the classical hybrid system (or the proposed system operating in
hybrid mode), we observe that

C(D)
max < CH ⇐⇒ ζD(CD − CA) < CH − CA. (6.5)

Recalling (6.2), the termCD − CA is always positive, therefore we have

C(D)
max < CH ⇐⇒ ζD <

CH − CA

CD − CA

. (6.6)

Moreover, from (6.2) we also conclude that (CD − CA) ≥ (CH − CA), therefore

0 <
CH − CA

CD − CA

≤ 1, (6.7)
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which assures the resulting value of ζD is meaningful. We can now replace the definition of
ζD in the 6.6 to obtain:

U

N
<
CH − CA

CD − CA

⇔ U <
N(CH − CA)

CD − CA

. (6.8)

Under this condition, it is always better to utilize the hybrid mode. This also allows us to
write the overallmaximumachievable average SE as a function of the number of users, which
is

Cmax =


CH if U < N(CH−CA)

CD−CA
;

CA + U
N
(CD − CA) if N(CH−CA)

CD−CA
< U < N ;

CD otherwise.

(6.9)

This function is illustrated in Fig. 6.3. The cyan line represent the maximum SE achiev-
able when operating in hybrid mode, whereas the purple represent the performance of the
Heterogeneous mode. The solid line represent the value of Cmax, which is the maximum of
the two.

CA

CH

CD

N(CH−CA)
CD−CA

N

Figure 6.3:Maximum achievable SE as a function of the number of users.

From the figure, we can clearly identify the three regions corresponding to the cases in
(6.9). In the first part, the SE of the hybrid mode dominates, because there are not enough
users to have digital beamforming on a significant portion of the bandwidth when operat-
ing in heterogeneous mode. In the central region, the number of users is sufficient for the
combination of analog and digital beamforming of the heterogeneous mode to achieve a bet-
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ter SE than the hybrid mode. However, the sub-channels used for digital beamforming are
not enough to cover the whole available bandwidth, so that Cmax < CD. Finally, in the
third region, all portions of the band are used by at least one UE with digital beamforming,
therefore potentially achieving fully digital MIMO across the whole bandwidth. These con-
siderations refer to the maximum achievable rate. However, there is no guarantee that the
actual system performance will be close to that bound. In particular, the bound is achievable
only if all RBs that can be used for digital beamforming are actually allocated to the users
that were given those channels to perform digital beamforming.

To verify that it is possible to exploit such capability in a more realistic scenario, we con-
sider a system implementingOrthogonal FrequencyDivisionMultiplexingAccess (OFDMA)
withRRBs, and receivers withN antennas. For the sake of simplicity, we assume that a RB
lasts 1s and has a bandwidth of 1Hz, thus the capacity of a RB is equal to the spectral effi-
ciency. When operating in heterogeneous mode, the second RF chain of user u ∈ {1, ..., U}
performs digital beamforming in α =

⌊
R
N

⌋
RBs, and the allocations to different users are

either orthogonal or completely overlapping. In particular, user u performs digital beam-
forming on RBs r ∈ Du, where

Du =
{
(uα mod R) , (uα + 1 mod R) , ..., (uα + α− 1 mod R)

}
.

We also define the set of users performing digital beamforming in RB r as

Ur = {u : r ∈ Du} . (6.10)

For each user, we keep an estimate of its average rate Cu. After each slot, the estimate is
updated to Cu = γCu + (1 − γ)C̄u, where C̄u is the total rate experienced by that user in
the slot, that under the considered assumptions above the amount of data transferred in that
slot, and γ ∈ (0, 1). The allocation process is depicted in Fig. 6.4. We assume the arrivals,
depicted in the figure as orange arrows, happen between time slots. At each slot, we iterate
over the RBs in the order shown by the cyan arrows and assign each RB r to the UE u that
satisfies the following constraints:

• Its buffer is not empty.

• It has the highest PF weightW = Cr

Cu
.
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In hybrid mode we considerCr = CH , whereas for the heterogeneous mode we consider

Cr =

CD, if r ∈ Du,

CA, otherwise.
(6.11)

If multiple UEs satisfy such constraint, we choose one at random. When an RB is assigned
to a UE, the UE’s queue is decreased byCr.
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Figure 6.4: Allocation process.

With the described system, RB r can be allocated to analog beamforming if and only if
one of the following conditions holds:

C1 At the time of allocation of RB r, none of the UEs which are performing digital beam-
forming in that RB has data in the buffer, and at least one other UE has data in its
buffer.

C2 There is a UE digital beamforming in that RBwith data in the buffer, but another UE
which is performing analog beamforming in that RB has a higher PF weight.

If all users are equal, and experience the same channel conditions, their average rate Cu

should also be similar between different users. Therefore, for a suitable value of γ, condition
C2 should not verify. Let us thus approximate the probability of analog beamforming alloca-
tion by considering only case C1. In this case, we propose the two following approximations
of the achieved throughput.
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6.1.2 Empty buffer approximation

We assume each user u, independently of the others, generate a random number vu of bytes
at every slot. Let

Fv(a) = Pr[vu ≤ a] (6.12)

be the CDF of vu, identical for all nodes. Now, let us focus on the setDu of RBs assigned to
certain user u. Let

Vu =
∑
n∈Ur

vn (6.13)

be the aggregate traffic generated by all the nodes that are pre-assigned at the RBs in Du.
Let FVu(·) be the CDF of Vu, which can be computed from Fv(·) with standard methods.
Then, the numberXu of RBs inDu which will be assigned to users that can perform digital
beamforming is such that

Xu ≤ min

(
α,

⌈
Vu
CD

⌉)
, (6.14)

and its expectation can be computed by deriving the Probability Density Function (PDF) of
Vu from the finite difference of its CDF and averaging over all possible values h ofXu up to
α, to obtain

E[Xu] =
α−1∑
h=1

h(FVu(hCd)− FVu((h− 1)CD))

+ α(1− FVu((α− 1)CD)). (6.15)

An estimate of the total system throughput can hence be obtained as

C̃1(U, Fv) = min

(
G,

N∑
u=1

E[Xu]CD + (α− E[Xu])CA

)
(6.16)

whereG is the overall traffic generated by the U nodes in a slot, u > U ⇒ E[Xu] = 0,
i.e. users that are not in the system do not generate traffic, and the summation is up to N
because a user u′ > N will share the sub-band with user u = u′ mod N .
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6.1.3 Equal buffering probability approximation

Assuming all users, before scheduling RB r, have the same probability of empty bufferPb(r)

(e.g. in case of bursty traffic, where the probability of having empty buffer mostly depends
on the time elapsed since the last burst), we can write

Pa(r) ≈

(∏
u∈Ur

Pb(r)

)(
1−

∏
u/∈Ur

Pb(r)

)
(6.17)

= P
|Ur|
b (r)(1− PU−|Ur|

b (r)) (6.18)

= P
|Ur|
b (r)− PU

b (r). (6.19)

We can then estimate the throughput for each RB as

C̃2(U) = min

(
G,

R∑
r=1

Pa(r)CA + (1− Pa(r))CD

)
(6.20)

Clearly, this approximation requires the knowledge of the values ofPb(r) to be computed.
However, this approximation is interesting as it can be bounded in the following way:

Taking the derivative of Pa(r)with respect to Pb we obtain

∂Pa(r)

∂Pb(r)
=
|Ur|P |Ur|

b (r)− UPU
b (r)

Pb(r)
, (6.21)

which has a zero for
|Ur|P |Ur|

b (r) = UPU
b (r). (6.22)

This equality holds for

P ⋆
b =

(
|Ur|
U

) 1
U−|Ur |

. (6.23)

Clearly, this is the worst case lower bound for Pa(r). We also note that since U ≥ |Ur| this

61



is a valid probability. Replacing this in (6.19) we obtain the lower bound:

P ⋆
a (r) =

(
|Ur|
U

) |Ur |
U−|Ur |

−
(
|Ur|
U

) U
U−|Ur |

(6.24)

=

(
|Ur|
U

) |Ur |

U(1−|Ur |
U ) −

(
|Ur|
U

) U

|Ur |( U
|Ur |

−1)
. (6.25)

DefiningX(r) = |Ur|
U

we obtain:

P ⋆
a (r) = X(r)

X(r)
(1−X(r)) − X(r)

1
X(r)(X(r)−1) . (6.26)

Thus, the bound on the probability of analog beamforming only depends on the ratio of
digital beamforming users to all users.

The bound on the approximated average spectral efficiency therefore is

C̃⋆
2(U) = min

(
G,

R∑
r=1

P ⋆
a (r)CA + (1− P ⋆

a (r))CD

)
. (6.27)

Fig. 6.5 shows an example of the shape of (6.19) for U = 100 and |Ur| = 4. Here we can
see that the worst case probability of empty buffer is P ⋆

b = 0.967 resulting in a probability
of analog beamforming allocation ofP ⋆

a (r) = 0.84. We note though that, for a fully loaded
system, having such a high probability of empty buffer is not realistic. Moreover, upper
bounding the probability of empty buffer will result in a significantly tighter bound for the
approximation. For example, if we could boundPb to be below 0.6, the bound onPa would
drop to only around 0.2.
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Figure 6.5: Pa as a function ofPb for |Ur| = 4 andU = 100.

Based on this observation, we also consider the worst-case analog beamforming probabil-
ity given Pb ≤ Pmax

b , which is

P ⋆
a (P

max
b , r) =

P ⋆
a (r) if P ⋆

b ≤ Pmax
b (r)

(Pmax
b )|Ur| − (Pmax

b )U otherwise
. (6.28)

With this we can write a tighter bound for the capacity approximation as

C̃⋆
2(U, P

max
b ) = min

(
G,

R∑
r=1

P ⋆
a (P

max
b , r)CA + (1− P ⋆

a (P
max
b , r))CD

)
. (6.29)

6.1.4 Results

In the following, we present the results for the system described above with R = 640 RBs
andN = 32 antennas. The digital beamforming SE isCD = 4 and the analog beamforming
SE isCA = 1. When operating in hybrid beamforming, the SE isCH = 1.5.

We simulate the allocation process for 1000 slots andmeasure the average rate experienced
by the system and the users. We consider an application with a buffer of 1000bits, which
generates a random number of bits between 0 and 2Λ at each slot, where Λ is the average
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generation rate. With this assumption, FVu(a) is the CDF of an Irwin-Hall distribution of
parameter n = |Dr| computed in a

2Λ
. Fig. 6.6 shows the performance achieved with a data

generation rate of Λ = 500, as well as C̃1(U, Fv) and C̃2(U) computed for the measured
Pb(r). This rate is sufficient to saturate the total capacity with a few users. In particular,
Fig. 6.6a shows the aggregate rate of the BS as a function of the number of UEs. Here we
can see that below 5 users the hybrid beamforming performs better than the proposed archi-
tecture. We note that in this case we have N(CH−CA)

CD−CA
= 5.33, therefore the limit of 5 UEs

corresponds to what is predicted by the upper bound.
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Figure 6.6: Rate achieved by the user and system forΛ = 500.

We can also observe that after this point, the digital beamforming curve tightly follows
the bound, confirming that a PF scheduler can fully exploit the capabilities of the proposed
architecture. Fig. 6.6b shows the average rate observed by each user. Here we can again
observe that the hybrid beamforming scheme performs better only with less than 5 users,
and the digital beamforming scheme provides amuch higher rate for a large number of users.
In this case, both approximatedmodels correctly predict the performance of the system. This
is expected as, for a large traffic,Xu is likely to be close to α, and therefore it is expected that
most RBs are allocated to digital beamforming. Moreover, the probability of empty buffer
is independent from the user, as all users are likely to have full buffer at all time due to the
high generation rate.
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Figure 6.7: Rate achieved by the user and system forΛ = 100.

Next, Fig. 6.7 shows the results for an application rate ofΛ = 100bps. In Fig. 6.7a we can
see that, in hybrid mode, forU ≤ 9 the rate is limited by the application generation rate. In
heterogeneous mode instead, this happens for U ≤ 17, meaning that the proposed scheme
is able to support almost twice the number of users at the full rate. In Fig. 6.7b we can also
observe that the average rate observed by each user drops more rapidly for the hybrid beam-
forming scheme. Thus, the hybrid beamforming system can support only 10UEs with 90%
of the required rate, whereas the proposed scheme can support up to 21 UEs for the same
required rate. Here we can observe that the empty buffer approximation slightly underesti-
mates the throughput, as in this case the assumption of empty buffer at the beginning of the
slot is unrealistic, whereas the equal buffer probability approximation correctly predicts the
performance.
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Figure 6.8: Rate achieved by the user and system forΛ = 50.

Fig. 6.8 we can observe the results for an application rate ofΛ = 50bps. From Fig. 6.8a it
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can be observed that themaximum capacityCmax achievable with heterogeneous mode is not
saturated even at 50UEs, whereas the hybrid beamforming capacity is saturated at U = 19.
Despite not saturating Cmax, in Fig. 6.8b we can observe that for U ≥ 38 the system is un-
able to support the aggregate generation rate rate of the UEs. This suggests that in this case,
the scheduler is unable to fully exploit the digital beamforming, and end up allocating some
RBs to analog beamforming. This is due to the fact that with a large number of users that
have a low generation rate, thus the situation where some UEs are allocated to use analog
beamforming because there are no digital beamforming UEs with data in their buffer (con-
dition C2) becomes more common. In this situation the empty buffer model is again close
to the simulated value, as the empty buffer assumption is more realistic due to the low traffic
generated by the individual UEs. The equal buffer probability approximation, instead, over-
estimates the throughput. This is due to the fact that the empty buffer probability is higher
for analog beamforming users when allocating the last RBs, as they are likely to have flushed
their buffer earlier, in their assigned digital beamforming RBs.
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Figure 6.9: Fraction of RBs allocated to analog beamforming and reason of the allocation forΛ = 50.

Fig. 6.9 shows the fraction of RBs allocated to users performing analog beamforming in
cyan. It also shows in orange the percentage of such allocations that are done because there
is no digital beamformingUEwith data in the buffer (condition C1), rather than because the
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PFweight of the analog beamformingUE is higher (conditionC2). We recall that, to develop
both proposed model, we assumed that all analog allocations where caused by condition C1.
Thus, the orange curve being very close to 1 validate such assumption.

Fig. 6.10 shows the average fraction of unused RBs as a function of U for Λ = 50. Here
we can observe that forU ≥ 19 the hybrid beamforming systemneeds to use all the available
resource elements. This is consistent with the fact that we observe an average rate drop for
the UEs after that point. In contrast, at U = 19 the proposed method uses only 59% of the
RBs, thus saving 41% of the transmission power.
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Figure 6.10: Fraction of unused RBs forΛ = 50.

Finally, Fig. 6.11 shows the values of the achievable rate for approximation’s boundRC̃⋆
2(U, P

max
b )

for different values of Pmax
b , as well as the maximum achievable rateRCmax and the hybrid

beamforming rateRCH .
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Figure 6.11: Rate bounds for different values ofPmax
b .

Here we can see that for high values of Pmax
b the bound is quite loose, as was also shown

in Fig. 6.5. In contrast, for low values of Pmax
B , which are more realistic in a heavily loaded

system, the lower bound gets very close to the upper bound. This guarantees that, in the
cases where this approximation is accurate, the digital beamforming potential of the system
can be exploited through the band. For example, considering a system with Pmax

B = 0.5,
the proposed system is guaranteed to outperform the classical hybrid beamforming with as
few as U = 12 users.
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6.2 Robust analog beamforming

In this section, we investigate how the hybrid mode enables a more robust beam design for
the analog beamforming part of the architecture. In particular, we study the use of MRC, a
well-known technique to combine signals received by amulti-antenna system dating back to
1954 [42]. The classical derivation of MRC comes from the SNR maximization problem in
narrowband scenarios [43]. Modern communication systems, however, are typically wide-
band and, and are thus not capable of fully exploiting the linear gain ofMRC. Nevertheless,
MRC turns out to be robust and effective also in such systems, and understanding the reason
for this unexpectedly good performance is not straightforward.

In this section, we investigate this aspect by analyzing the geometric features of the Array
Factor (AF) of the beam with MRC coefficients. Moreover, we analyze the performance
of MRC outside its design coherence bandwidth, evaluating the SNR that can be obtained
by an analog beamforming wideband system with such a beam. Although over the years
many analysis [44, 45, 46] and variants [47, 48] of MRC have been proposed, to the best of
our knowledge, these characteristics of the method have never beed investigated. The main
contributions of this section can be hence summarized as follows:

• We show that, when the channel is a linear combination of plane waves, the beam
with theMRC coefficients can be decomposed in a linear combination of beams, each
pointed towards one of the plane waves;

• We provide a statistical characterization of the number of beam components that are
actually active (i.e., are weightedwith a relevant coefficient in the linear combination);

• We compute the average SNR achieved by the beam in a wideband setting, and com-
pare it with that achieved by a single-direction beam pointed in the best direction;

• We provide a numerical evaluation of the distribution of the achieved SNRwhen one
component of the channel is blocked, and compare it to the single-direction beam
solution, to demonstrate the robustness of MRC.

• We provide a numerical evaluation of the Signal to Interference Ratio (SIR) experi-
enced observed with classical pencil beams and with MRC, as well as its distribution.

• We provide a numerical evaluation of the impact of noisy channel estimation on the
MRC beam.

69



We note that the design of theMRC beam is made possible by the digital beamforming part
of the hardware architecture, which can provide per-antenna channel estimates. It also has
negligible computational complexity, as it only involves the computation of the complex
conjugate of the channel coefficients, and it can be performed without any beam training
procedure. Given its low-complexity implementation, its use in modern wideband analog
beamforming systems could therefore be considered as an alternative to the standard single-
direction beam.

More in detail, we assume the following beamforming strategy. From the signals Yj(f)
received by the digital beamforming RF chain we estimate for each antenna the channel co-
efficientHn(0) for the carrier frequency. For the sake of analysis, we will now assume that
the estimate is perfect, while the impact of a noisy estimate will be evaluated numerically in
the following. With this knowledge, analog beamforming is performed according to MRC
for the center of the frequency band, i.e., the beamforming coefficient for antenna n is*

βn =
1

N
H∗

n(0) =
1

N

K∑
m=1

α∗
me

−jϕn,r⃗m . (6.30)

With these assumptions, we study the beam geometry and performance in the following
sections.

*This could be normalized to have a unitary beamforming vector, however, this normalization does not
impact the conclusion of this work and is therefore unnecessarily cumbersome.
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6.2.1 Beam Geometry

The array factor in direction r⃗, with |r⃗| = 1, is

F (r⃗) =
N∑

n=1

βne
jϕn,r⃗ (6.31)

=
1

N

N∑
n=1

(
K∑
k=1

α∗
ke

−jϕn,r⃗k

)
ejϕn,r⃗ . (6.32)

By rearranging the sums, we can highlight the contribution of each multipath component
to the array factor, obtaining the expression:

F (r⃗) =
K∑
k=1

α∗
k

1

N

(
N∑

n=1

e−jϕn,r⃗k ejϕn,r⃗

)
=

K∑
k=1

α∗
kFk(r⃗) (6.33)

where

Fk(r⃗) =
1

N

N∑
n=1

e−jϕn,r⃗kejϕn,r⃗ (6.34)

denotes the array factor component associated to the multipath component k. Clearly, it
holds Fk(r⃗) ≤ 1 and

Fk(r⃗k) =
1

N

N∑
n=1

e−jϕn,r⃗k ejϕn,r⃗k =
1

N

N∑
n=1

1 = 1. (6.35)

Therefore, we can conclude that each array factor component has a global maximum in the
direction of the plane it is associated with. Let us now determine the gain observed by a
generic component. For the generic direction r⃗h, we obtain a total gain:

F (r⃗h) = α∗
h +

1

N

K∑
k=1
k ̸=h

α∗
k

(
N∑

n=1

e−jϕn,r⃗kejϕn,r⃗h

)
. (6.36)

If the multipath components are few and spread apart compared to the beam component’s
beamwidth (i.e., the gain of the beam components rapidly decreases moving away from the
maximum, and is alreadymuch smaller than thepeak at thedirectionof thenext component),
and |αh| is comparable to the amplitude of the other components, we have that the second
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term of the sum is negligible, thereforeF (r⃗h) ≈ α∗
h. In other words, theMRC between the

antennas is equivalent to theMRCbetween the components. This is exemplified in Fig. 6.12,
where we can observe the 3D radiation pattern of an 8 × 8 Uniform Rectangular antenna
Array (URA) with a channel that has 3 multipath components with the properties listed in
Tab. 6.1.

x y

z

Figure 6.12: ExampleMRC radiation pattern.

Table 6.1: Example channel parameters

k r⃗k αk

1 (−1, 0, 0) 0.5

2
(

1√
3
,− 1√

3
,− 1√

3

)
1

3
(
− 1√

2
, 0, 1√

2

)
1.5

We can clearly see how the pattern has multiple main lobes in the directions of the multi-
path components, as predicted by the theory.

On the other hand, if the amplitude of the h-th component is small, the second term in
(6.36) becomes relevant. In this case, the h-th component might bring a negligible contribu-
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tion to the total received power. For this reason, we define a condition of effectiveness for
the component according to which component h is effective if

|α∗
h| ≥ |Xh|, (6.37)

where

Xh =
K∑
k=1
k ̸=h

1

N
α∗
k

(
N∑

n=1

e−jϕn,r⃗k ejϕn,r⃗1

)
. (6.38)

To understand this definition, let us consider the impact of amplitude variations of the h-th
multipath component on the overall channel. In case the component is effective, we have
that

∂H(f)

∂αh

=
∂F (k⃗h)αh

∂αh

≈ ∂|αh|2

∂αh

. (6.39)

In contrast, in the ineffective case we have

∂H(f)

∂αh

=
∂F (k⃗h)αh

∂αh

≈ ∂Xhαh

∂αh

. (6.40)

Clearly, this shows how changing the amplitude of an effective component has a quadratic
effect on the channel, whereas an ineffective componentwill have only a linear impact. More-
over, the impact of an ineffective component is scaled byXh, that, when the component is
ineffective, is by definition smaller than the amplitude of the effective components. There-
fore, a disruption of an ineffective component, such as a blockage, will affect the channel
negligibly. The rationale behind this definition is also exemplified in Fig. 6.13. Here we can
see the radiationpattern shownbefore in Fig. 6.12with the addition of onemultipath compo-
nent in the direction r⃗4 =

(
− 1√

3
,−
√

2
3
, 0
)
. We note that the value of the right-hand side

term in (6.37) in this case isX4 = 0.32. In Fig. 6.13a shows the new pattern for α4 = 0.15,
i.e. with the new component being ineffective. Clearly, we cannot observe any change in the
main lobes in this case. In contrast, Fig. 6.13b shows the pattern for α4 = 0.6. In this case
the component is effective, and we can clearly see a new main lobe in that direction.
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(b) Effective component.

Figure 6.13: Change in radiation pattern induced by an effective and an ineffective component.

To characterize the probability of effectiveness of the components, we consider the follow-
ing assumptions:

1. The values of αk are distributed according to a complex normal Random Variable
(r.v.) CN (0, 1). This assumption is justified by the channel properties observed in
Chap. 3;

2. r⃗k can have an arbitrary distribution. However, considering the results observed in
Chap. 3, we can assume the directions to be uniformly distributed within the antenna
elements aperture;

3. allαk and r⃗k are mutually uncorrelated, i.e. the amplitude and direction of each com-
ponent do not depend on the amplitude and direction of the other components, and
the amplitude of a component does not depend on its own direction.

With these assumptions, we study the random variable

X = X1 =
K∑
k=2

1

N
α∗
k

(
N∑

n=1

e−jϕn,r⃗kejϕn,r⃗1

)
(6.41)

where, without loss of generality, we consider h = 1. Clearly, as each term of the sum is
multiplied by α∗

k, which is zero mean, each term of the sum is itself zero mean, therefore we
have

E [X] = 0. (6.42)
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Since {αk} has unitary variance by assumption, and amplitudes and angles are independent,
by defining K̄ = K − 1we have:

V ar [X] = E

∣∣∣∣∣
K∑
k=2

α∗
k

(
1

N

N∑
n=1

e−jϕn,r⃗k ejϕn,r⃗

)∣∣∣∣∣
2
 (6.43)

= E

 K∑
k=2

∣∣∣∣∣αk

(
1

N

N∑
n=1

e−jϕn,r⃗k ejϕn,r⃗1

)∣∣∣∣∣
2
 (6.44)

= K̄E

∣∣∣∣∣
(

1

N

N∑
n=1

e−jϕn,r⃗kejϕn,r⃗1

)∣∣∣∣∣
2
 (6.45)

= K̄a2; (6.46)

where

a = E

∣∣∣∣∣
(

1

N

N∑
n=1

e−jϕn,r⃗k ejϕn,r⃗1

)∣∣∣∣∣
2
 (6.47)

is the only parameter that depends on the array geometry, and therefore we call it the array
parameter. This value can be computed numerically for the array of interest through, e.g.,
Monte Carlo simulation. We can then approximate X by a zero mean complex Gaussian
r.v. with variance K̄a2. Such approximation is suggested by the law of large numbers,but
it is not necessarily verified in practice. Nonetheless, this approximation is mathematically
convenient, and it determines a relatively small gap with physically-accurate simulations, as
we will show in the results section. With this approximation, the conditional probability of
ineffectiveness given α1 is the probability that |α1| is smaller than |X|, which is a Rayleigh

r.v. of parameter
√

K̄
2
a. Therefore we have

Pineff (z) ≜ P

[
|X| ≥ |α1|

∣∣∣∣ |α1| = z

]
= e−

z2

K̄a2 . (6.48)

The overall Pineff can be obtained by integrating Pineff (z) over the distribution of |α1|,
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which is Rayleigh with parameter 1√
2
. This can be expressed as

Pineff =

∫ ∞

0

P [|α1| = z]Pineff (z)dz (6.49)

=

∫ ∞

0

2ze−z2e−
z2

K̄a2 dz (6.50)

=
K̄a2

1 + K̄a2
. (6.51)

From this expression, we can also compute the median number of effective components as

E = K (1− Pineff ) = K

(
1− K̄a2

1 + K̄a2

)
=

K

1 + K̄a2
=

K

1 +Ka2 − a2
. (6.52)

Its derivative with respect toK is

∂E

∂K
=

1− a2

(a2K̄ + 1)2
. (6.53)

For a2 < 1, which is a usual condition, we note that the median number of effective compo-
nents is monotonically increasing, therefore we can compute the maximumE as:

E∞ = lim
K→∞

K

(
1− K̄a2

1 + K̄a2

)
=

1

a2
. (6.54)

Thus, the arrays with smaller array factors can exploit more multipath components.

6.2.2 Wideband behaviour

When theMRC beam is used in an analog beamforming wideband system, the phases of the
channel coefficients are frequency dependent, therefore the classical SNR formulation does
not apply outside one coherence bandwidth from the carrier frequency. Instead, the CFR
outside of the coherence bandwidth can be expressed as

H(f) =
K∑
k=1

|αk|2ej2πfτk +
K∑
k=1

αk

∑
k′ ̸=k

ej2πf(τk−τk′ )
1

N
α∗
k′

(
N∑

n=1

e−jϕn,r⃗k′ ejϕn,r⃗k

)
,

(6.55)
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Where the first summation accounts for the contributionof theKmultipath components
received by the corresponding beam components, while the other term is the aggregate con-
tribution of the multipath components not aligned with the beam components. More in
detail, in the first term we see that each of the multipath components contribute with an
amplitude |αk|2, as it has an amplitude αk multiplied by a gain α∗

k, and a phase that lin-
early scales with frequency. In the second term instead, the amplitude depends linearly on
|αk|, but the gain, summarized in the inner summation, only depends on the other compo-
nents. We note that such gain is similar to Xk, with the addition of the term ej2πf(τk−τk′ )

to account for the frequency selectivity introduced by the delay difference between the com-
ponents. Considering a frequency well outside the coherence bandwidth of the channel, we
can assume that the phases 2πf(τk− τk′) are uniformly distributed and independent. With
this assumption, the expected channel power gain is

E
[
|H(f)|2

]
=

K∑
k=1

E
[
|αk|4

]
+

K∑
k=1

E

[
|αk|2

∣∣∣∣∣∑
k′ ̸=k

1

N
α∗
k′

(
N∑

n=1

e−jϕn,r⃗k′ ejϕn,r⃗k

)∣∣∣∣∣
2 ]
.

(6.56)

Recalling the independence between paths and the definition of the array parameter a in
(6.47), we can rewrite (6.56) as

E
[
|H(f)|2

]
= K

(
E
[
|αk|4

]
+ E

[
|αk|2

]
K̄a2

)
. (6.57)

Using the assumption that αk ∼ CN (0, 1), the expectations E [|αk|4] and E [|αk|2] are
the 4th and 2nd moment of a Rayleigh r.v. with parameter 1√

2
, which are 2 and 1, respectively.

Thus, the final expression for the gain is

E
[
|H(f)|2

]
= K

(
2 + K̄a2

)
. (6.58)

The noise is a linear combination of Gaussian r.v.s with coefficients βn, therefore the vari-
ance is

σ2
n = σ2

n0

N∑
n=1

|βn|2, (6.59)

with expected value
E
[
σ2
n

]
= Nσ2

n0
E
[
|β2

n|
]
. (6.60)
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The right-most expectation in (6.60) can be computed as

E
[
|βn|2

]
= E

∣∣∣∣∣ 1N
K∑
k=1

α∗
ke

−jϕn,r⃗k

∣∣∣∣∣
2
 =

1

N2

K∑
k=1

E
[
|αk|2

]
=

K

N2
, (6.61)

so that the expected noise variance is

E
[
σ2
n

]
= Nσ2

n0

K

N2
=
K

N
σ2
n0
. (6.62)

Based on these results, we can compute the average-signal-to-average-noise-ratio as

Γ =
E [|H(f)|2]

E [σ2
n]

= K
(
2 + K̄a2

) N

Kσ2
n0

(6.63)

=
N

σ2
n0

(
2 + K̄a2

)
. (6.64)

Note that, despite the function looks linear in N , this is not guaranteed. In fact, the array
parameter a also depends in a complicatedmanner on the array size and geometry. Moreover,
forK = 1, (6.64) gives a 2N gain compared to the SNRobserved by a single element. This is
actually an artifact of approximating the SNRusing the average-signal-to-average-noise-ratio.
In this case in fact, the MRC corresponds to the classical beamforming, which is known to
have an SNR gain ofN . We therefore note that the proposed approximation has a 3dB error
for K = 1. As a comparison, we compute the gain obtained with a single beam pointed
towards the largest component that, without loss of generality, we assume to be the first.
Therefore, we set the beam coefficients to

β(Sing)
n =

1

N
e−jϕn,r⃗1 . (6.65)

We call the channel observed after beamforming with these coefficientsH(Sing)(f).
With this assumption, and again using the definition of array parameter, the channel

power gain can be written as

E
[
|H(Sing)(f)|2

]
= E

[
|α1|2

]
+

K∑
k=2

a2E
[
|αk|2

]
. (6.66)

Note that, under the assumption thatα1 is the largest component, its statistical distribution
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changes. In fact, if we assume that a generic αk has exponentially distributed power with
parameter 1 (which is a direct consequence of the Gaussian distribution of αk), the CDF of
|α1|2 is given by

P
[
|α1|2 < x

]
=
(
1− e−x

)K
, (6.67)

and its PDF is hence

∂

∂x

(
1− e−x

)K
= Ke−x

(
1− e−x

)K−1
. (6.68)

Finally, its expected value is∫ ∞

0

Kxe−x
(
1− e−x

)K−1
dx = HK ≈ log(K) + γ, (6.69)

whereHK is theK-th harmonic number and γ is the Euler’s constant. The statistics of αk

for k ̸= 1would also change, but we neglect this aspect, thus obtaining

E
[
|H(Sing)(f)|2

]
≈ log(K) + γ + K̄a2. (6.70)

The expected noise power will be simply

E
[
σ2
n

]
=
σ2
n0

N
, (6.71)

and the SNR is

Γ(Sing) =
E [|H(f)|2]

E [σ2
n]

=
N(log(K) + γ + K̄a2)

σ2
n0

. (6.72)

The ratio between the SNR with a single-direction and with MRC is hence

Γ(Sing)

Γ
=
N(log(K) + γ + K̄a2)

σ2
n0

σ2
n0

N
(
2 + K̄a2

) (6.73)

=
(log(K) + γ + K̄a2)(

2 + K̄a2
) . (6.74)

Recalling the channel characteristics discussed in Chap. 3, we are interested in the case
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whereK is large. We therefore consider

lim
K→∞

(log(K) + γ + K̄a2)(
2 + K̄a2

) = 1. (6.75)

Thus, for a channel with rich multipath like the one observed in industrial environments,
the two methods show the same gain.

6.2.3 Performance evaluation

InTab. 6.2 are listed the values of the array parameter a for variousUniformLinear antenna
Arrays (ULAs) and uniformly distributed angle of arrival within a fixed Field of View (FoV).
As expected, the value decreases with the number of antennas, since the probability of the ar-
ray having a large gain in a randomdirection decreases. It also decreases with the FoV, as with
a smaller FoV there is less space covered by the sidelobes. Tab. 6.3 shows the corresponding
maximumnumber of effective components 1

a2
. Here we can see that evenwith amodest size

array we can achieve a remarkable spatial diversity. Clearly the results provided in Tab. 6.3
are limit values, and are not achievable in practical context. Therefore, we further study the
number of components and ineffectiveness probability for practical values ofK .

Table 6.2: Array parameters for someULAs

FoV 180◦ 120◦ 60◦

ULA Elements a

2 0.55 0.50 0.69

4 0.30 0.26 0.40

8 0.17 0.14 0.22

16 0.09 0.07 0.12

32 0.05 0.04 0.06

64 0.03 0.02 0.03
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Table 6.3: Array parameters for someULAs

FoV 180◦ 120◦ 60◦

ULA Elements E∞

2 3.3 4 2.1

4 11.1 14.8 6.3

8 34.6 51 20.6

16 123.5 204 69.4

32 400 625 277.8

64 1111 2500 1111

Fig. 6.14a shows the probability of ineffectiveness of a component for different ULAs as a
function of the total number of multipath components. The lines represent the theoretical
value according to (6.51), whereas the marks represent the value estimated numerically over
1000 realizations. Similarly, Fig. 6.14b shows themedian number of effective componentsE.
The lines represent the theoretical value and the marks represent the numerical estimations.
As we can see, in both cases the theory follows the numerical estimation quite closely, with
a small gap caused by the Gaussian approximation of X . We also notice that even with a
modest array of only 8 antennas we can exploit as many as 4 components in a channel that
has a total of only 6.

N=8 numerical N=16 numerical N=32 numerical
N=8 theory (6.51) and (6.52) N=16 theory (6.51) and (6.52) N=32 theory (6.51) and (6.52)
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Figure 6.14: Ineffectiveness probability and number of components utilized obtained byMRC for different ULAs (FoV

180◦). The lines represent the theoretical values, whereas themarks are given by numerical evaluation.
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Fig. 6.15 shows how the SNR changes as a function of K for both the single-direction
beam and the MRC methods. In particular, the lines are calculated with equations (6.64)
and (6.72) respectively, whereas the marks are the simulated average SNRs

Γ̄ =
1

σ2
n0

∑N
n=1 |βn|2BA

∫ BA
2

−BA
2

|H(f)|2df (6.76)

and

Γ̄sing =
N

σ2
n0
BA

∫ BA
2

−BA
2

|Hsing(f)|2df. (6.77)

For this numerical evaluationwe used a bandwidth ofBA = 1GHz and the path delayswere
randomly selected from a uniform distribution between 0 and 100ns. Here, it can be clearly
seen that the accuracy of the approximation average-signal-to-average-noise-ratio in place of
the SNR improves asK increases. As noted in Sec. 6.2.2, this approximation leads to an error
of 3dB forK = 1, therefore we expect the error to always be lower than this value. For the
proposed configurations, we can observe that the approximation error drops below 1dB for
K > 4. We also notice that the gap between the twomethods is relatively small, in the order
of a fewdB.Moreover, despiteK is not large enough to show the convergence expected from
(6.75), such result a suggests that the gap will not increase in more complex channels.

MRC numerical MRC theory (6.64) Single beam numerical Single beam theory (6.72)
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Figure 6.15: SNR obtained byMRC and the single-direction beam for different ULAs, for a FoV of 180◦ andσn0
= 1,

and for different values of the numberN of antennas.

To evaluate the impact of the additional diversity generated introduced byMRC, we gen-
erated the beam for a given channelH(f), then simulated a blockage by removing compo-
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nent k′, where k′ is randomly selected between 1 andK , generating the new channel

H ′(f) = H(f)− αk′e
jϕn,r⃗k′ e−j2πfτk′ . (6.78)

We then applied the beam designed for H(f) to the new channel H ′(f) and evaluated
the SNR obtained by the two methods.
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Figure 6.16: SNR distribution for an 8 element ULAwith a FoV of 180◦,K = 20 andσn0 = 1.

In Fig. 6.16 we can observe the resulting SNR distribution. As expected, we can observe
that the tail of the SNRobtainedwith a single beamextendsmuch further than that ofMRC,
because the single beam approach is much more sensitive to the loss of the component used
by the beam, since the remaining energy only comes from sidelobes.

Finally, we recall that the proposed theory has been developed assuming a noiseless chan-
nel estimation. In practice however, the channel estimatewill be noisy. To investigate the per-
formance impact of the channel estimate’s noise computed the channel gain with the noisy
beamforming coefficients

β′
n = βn + w(σ) (6.79)

wherew is aGaussian randomvariablewith zeromean and standard deviationσ. With those
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beamforming coefficients we compute a new CFR

H ′(f) =
N∑

n=1

β′
nHn(f) (6.80)

Figure 6.17 shows the degradation of the beamforming gain

∆dB = 20 log10


∫ BA

2

−BA
2

H(f)df∫ BA
2

−BA
2

H ′(f)df

 (6.81)

as a function of the SNR of the channel estimate.

Γest =

∑N
n=1 β

2
n

Nσ2
(6.82)

Here we can observe that, even with very low SNR of the order of 0dB, the degradation is
limited to a few dB. This shows howMRC is not only robust to blockages, but also to noise
in the estimate.
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Figure 6.17: Channel estimate SNR impact on the beamforming gain.

Overall, these results show that the MRC beam is more suited than the classical single
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direction beam for high-reliability applications. Such applications, as discussed in Sec. 2.1,
are common in industrial settings.

6.2.4 Interference

With this theory, it is also possible to evaluate the average-signal-to-average-interference ratio.
Assume an interferer channel composed of Imultipath components, which have coefficients
α̃i with statistical power of σI , delay τ̃i and direction r̃i. With these assumptions, the CFR
between the interferer and antenna n is

H̃n(f) =
I∑

i=1

α̃ie
jϕn,r̃iej2πfτ̃i . (6.83)

By observing the calculation performed in (6.43) to (6.46), we notice that if the distribution
of the directions of arrival of the interferer is the same as the intended channel, the power
gain observed by each interferer path isKa2. In this case, the total received interference gain
is simply PI = IKa2, and the average-signal-to-average-interference-ratio is

ΓI =
E [|H(f)|2]

PI

=
2 + K̄a2

Iσ2
Ia

2
(6.84)

Whereas for the case of a beam pointed in a single direction we haveP (sing)
I = Ia2 and the

average signal to average interference ratio is

Γsing
I =

E
[
|H(sing)(f)|2

]
P

(sing)
I

=
log(K) + γ + K̄a2

Iσ2
Ia

2
(6.85)

We notice that their ratio is the same as the ratio in (6.74), therefore, it might be tempt-
ing to claim that the MRC beam is not much worse than the single beam in terms of aver-
age signal to average interference ratio. In this case however, the average-signal-to-average-
interference-ratio is not a good approximation of the SIR.
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Figure 6.18: SIR for an 8 element ULAwith a FoV of 180◦,σI = 0.1 and I = 5.

In figure 6.18 we can observe the values of ΓI and Γsing
I for a compared with the numer-

ical evaluation. In particular, the lines are the values of equations 6.84 and 6.85. The corre-
sponding marks are the simulated average-signal-to-average-interference-ratios, whereas the
marked lines are the simulated average SIR. Here we can observe how the model correctly
captures the average-signal-to-average-interference-ratio, which however, in this case, is not
a good approximation of the SIR. Most importantly, we note that in this case the MRC
method seems to be more sensitive to interference than predicted, compared to the single
beam. This suggests that MRC might underperform in terms of average throughput in sce-
narioswith heavy interference. This, however, can bemitigatedwith other techniqueswhich
reduce the power of the interferer observed at the receiver, such as using zero forcing beam-
forming at the BS. Moreover, the average SIR is not the only relevant metric. In figure 6.19
we can observe the distribution of SIR or an 8 element ULA with a FoV of 120◦, σI = 0.1,
I = 5 andK = 20. Here we can observe how the average SIR is indeed higher for the single
beam, however, theMRCbeam shows a shorter tail. Indeed, the probability of the SIRbeing
above 20dB is around 0.17% for the single beam and 0.83% for MRC. In a high-reliability
context, where the tail of the distribution is the key contributor,MRCwill therefore perform
significantly better.
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Figure 6.19: SIR distribution for an 8 element ULAwith a FoV of 120◦,σI = 0.1, I = 5 andK = 20.
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6.3 Joint analog and digital beamforming operation

As we have discussed in Secs. 6.1 and 6.2, the digital RF chain can be exploited to both per-
form MIMO communication on a narrow sub-band and design a robust analog beam for
the rest of the band. In this section, we discuss the advantage of jointly using these two fea-
tures when dealing with the specific traffic requirements of an industrial application. First
of all, let us note that in industrial environments we expect a large number of users with a
limited throughput. Therefore, the allocation discussed in Sec. 6.1 is likely to fully exploit
the MIMO capabilities through the band. This guarantees that the data can be transferred
efficiently and reliably.

data

SSB

PDCCH

Time

Fr
eq
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Figure 6.20: Example of 5G downlink spectrogram.

In most communication standards, however, there are common control signals which
might span outside the part of the bandwidth assigned for digital beamforming for each user.
For example, Fig. 6.20 shows the spectrogram of a 5G signal with some data allocation for a
single user at the center of the bandwidth. Here we can observe that, on top of the user’s allo-
cation, there are other parts of the spectrum on which the BS transmits. These include, e.g.,
the System Information Blocks (SIBs) [49], Synchronization Signal Block (SSB), Master In-
formation Block (MIB) and Physical Downlink Control Channel (PDCCH) [50]. We note
that these signals are typically modulated with a very low Modulation and Coding Scheme
(MCS), therefore their demodulation can only fail if the SNR is extremely low. Let us now
summarize the impact of the proposed techniques on the reliability of the system. In partic-

88



ular, let us consider the issues that can lead to a missed or late delivery of a packet. The main
reasons this can happen are:

1. There is an error in the demodulation of the packet itself.

2. There is an error in the demodulation of some control signals, such as Downlink Con-
trol Information (DCI), which leads to not demodulating the packet at all or even
disconnecting from the network.

3. There is not enough throughput to serve all users, therefore the packets experience
excess queuing delays.

These effects are all mitigated by the proposed solution, in particular:

• Issue number 1 is mitigated by the robustness of MIMO. It is well known that fully
digital beamforming can better exploit the diversity provided by the channel, and
therefore will bemore robust to fast fading and other channel impairments [51, 52, 53].
Thanks to the results of Sec. 6.1 we can assume that most packets will be allocated to
use digital beamforming, therefore the reliability of the connection will improve.

• Issue number 2 might not be mitigated by the use of fully digital beamforming, as
the control signals are often spread in the whole bandwidth. However, this issue is
mitigated by the robustness of the analog beam. We recall that, as stated above, the
control signals are typically transmitted with a very robust MCS, and therefore it is
not critical to have a high average SNR. It is instead necessary to have a short tail of
the SNR distribution. This has been shown to happen for MRC in Sec. 6.2.

• Issue number 3 is again mitigated by the presence of fully digital MIMO. As shown
in section 6.1 in fact, this allows for a higher overall throughput within the BS, thus
reducing the likelihood of experiencing large queuing delays.
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7
Sensing

In this section we propose a novel JCAS method that exploits the wideband analog beam-
former of the architecture, to accurately estimate theTime ofArrival (ToA) of themultipath
components. Then, applying MRC between multiple non-coherent frames the path com-
ponent associated with each estimated ToA is amplified in the digital beamforming domain.
Finally, Angle of Arrival (AoA) estimation is performed by exploiting the digital beamform-
ing part of the architecture. This method has several advantages: First of all, it supports the
acquisition of the analog and digital beamforming signal with different bandwidths, thus
allowing the usage of the proposed architecture. Secondly, the use of analog beamforming
for the ToA estimate provides enhanced SNR, thus helping to prevent the SNR collapse
[54] of the MUltiple SIgnal Classification (MUSIC) algorithm, i.e. the situation where a
noise eigenvector is selected over a signal one due to random fluctuations of the eigenvalues.
Finally, the method relies on subsequent 1D parameter estimation, rather than joint 2D esti-
mations. This greatly improves its computational complexity. We evaluate the performance
of the proposedmethod, both in terms of parameter estimation error and close target resolu-
tion capabilities, and compare its performance with the performance of 2DMUltiple SIgnal
Classification (2D-MUSIC) [55]. We show that, despite the dramatically lower hardware and
software complexity and the reduced power consumption, the proposed system has compa-
rable performance to state-of-the-art solutions.

91



7.1 Definitions

In this chapter, we assume a ULA array and a system operating with an OFDMmodulation
with S subcarriers and a subcarrier spacing of ∆f , thus the bandwidth is BA = S∆f . We
assume that either the UE or the environment are not static, and therefore the channel pa-
rameters are not constant over time. We assume to collect the signal ofF frames such that the
phase of the coefficients αk changes due to the Doppler shift, but the geometric parameters
of the system τk and θk stay constant. For example, if we collect a frame every 0.1ms, a car
moving at 15m/s (54 kmh) speed is displaced by 1.5mm. Although negligible in terms of
range, at 60GHz carrier frequency, this displacement introduces a phase shift larger than 90◦.
With these assumptions, and recalling (5.6) and (5.7), we write the frame-dependent CIR for
the i-th frame as

hn(i, t) =
K∑
k=1

α(k,i)e
jnπ cos(θk)δ(t− τk), (7.1)

and its Fourier transform

Hn(i, f) =
K∑
k=1

α(k,i)e
jnπ cos(θk)e−j2πfτk . (7.2)

Since we are operating with OFDM, we assume to obtain a noisy channel estimate for the
analog beamforming chain, which can be expressed as:

ĤA(i, s∆f ) =
N−1∑
n=0

βn,iHn(i, s∆f ) + w, (7.3)

s ∈
{
−
⌈
S

2

⌉
, ...,

⌊
S

2

⌋}
, (7.4)

where βn,i is the complex beamforming coefficient for antenna n andw ∼ N (0, σest) is
a white Gaussian noise. Similarly, for the digital beamforming we have the channel estimate
for each antenna, but with a limited bandwidth, which is:

Ĥm(i, s∆f ) = Hm(i, s∆f ) + w, (7.5)

s ∈
{
−
⌈
S

2M

⌉
, ...,

⌊
S

2M

⌋}
,m ∈M. (7.6)
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Note that the relationofσest with thenoise standarddeviation at the antennaσn0 depends
on a large set of factors, including the channel estimation technique, power of the pilots and
potential filtering of the result, therefore we will consider the result only as a function of
the channel estimate noise σest. For the sake of a fair comparison with classical methods,
we define an equivalent MIMO system, that uses fully digital beamforming with the same
aggregate sample rate of the proposed architecture on N ′ antennas. In other words, such
system has a bandwidth B′

A = 2BA

N ′ . This system is not exactly equivalent in terms of cost
and power consumption, however, considering the observations in Sec. 4.3, where we note
that the ADCs have the most impact on the system cost and consumption, we consider this
a reasonable comparison. Furthermore, Since it is using a different bandwidth, the noise ob-
served by such system is also different. We therefore assume it has a noise standard deviation
of σ′

est =
B′

A

BA
σest.
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7.2 Sensing method

Fig. 7.1 illustrates the proposed approach for accurate ToA and AoA estimation. First, we es-
timate the ToA of the multipath components by applying a super-resolution algorithm (in
our case MUSIC [56], but other techniques might be used) on the CSI obtained from the
wideband analog beamforming. Given the large bandwidth, the resulting ToA estimation is
highly accurate. In the second step, for each estimatedToA,we process the channel estimates
from the narrowband digital beamforming to amplify the component related to the ToA of
interest. In particular, we use coherently combine the signal over frequency and frame to en-
hance the component of interest and suppress the other components and the noise. Finally,
using thematrix pencil algorithm, the AoA of each path is estimated from the amplified CSI.

ToA estimation
Path component
amplification AoA estimation

ĤA(i, s∆f )

(Wideband analog)

{τ̂ℓ}

Ĥm(i, s∆f ) (Narrowband digital)

H̄d(ℓ,m)

{
θ̂ℓ,q

}

Figure 7.1: Block diagram of the proposedmethod

Without loss of generality, let us assume that we use a set ofF consecutive frames starting
from frame 0. We recall that the frames must be non-coherent, i.e. the phase of each compo-
nent changes between frames, so the time between frames should be at least a good fraction
of the Doppler frequency. Moreover,F should be chosen such that the targets do not move
significantly between the first and last frame (i.e. its position change is much smaller than
c

BA
).

7.2.1 Time domain decomposition

As mentioned in the brief description of the method, we first estimate the ToA of the multi-
path components using the MUSIC algorithm [56].

MUSIC is a subspace-based super-resolution algorithm that relies on the eigenvalue de-
composition of the sample covariance matrix of the received signal as follows:

Ry = Y Y H (7.7)
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whereY is computed as:

Y =

ĤA

(
0,−

⌈
S
2

⌉)
· · · ĤA

(
F − 1,−

⌈
S
2

⌉)
...

...
ĤA

(
0,
⌊
S
2

⌋)
· · · ĤA

(
F − 1,

⌊
S
2

⌋)
 . (7.8)

The covariance matrixRy can be re-written as

Ry = ARsA
H + σ2

estI (7.9)

where

A =


e−j2π(−⌈S2 ⌉)∆f τ1 · · · e−j2π(−⌈S2 ⌉)∆f τK

...
...

e−j2π⌈S2 ⌉∆f τ1 · · · e−j2π⌈S2 ⌉∆f τK

 , (7.10)

Rs = χχH ,χ =


∑N−1

n=0 βn,iα(1,0)e
jnπ cos(θ1) · · ·

∑N−1
n=0 βn,iα(1,F−1)e

jnπ cos(θ1)

...
...∑N−1

n=0 βn,iα(K,0)e
jnπ cos(θK) · · ·

∑N−1
n=0 βn,iα(K,F−1)e

jnπ cos(θK)

 ,
(7.11)

and I is the identity matrix. The intuition behind the method comes from this decompo-
sition: we can notice that the image ofRy can be decomposed into two subspaces:

• The signal space, associated with the first term of Eq. (7.9), which is the subspace
generated by the columns ofA.

• Thenoise subspace, associatedwith the second termofEq. (7.9), which is the subspace
orthogonal to the signal subspace.

We can also infer that, given a sufficient SNR, the eigenvalues associated with the signal
subspace will be significantly larger than the ones associated with the noise subspace. MU-
SIC extracts the noise subspace by removing the eigenvectors corresponding to the largest
eigenvalues of Ry as the vectors that span the signal subspace. The remaining eigenvec-
tors, which correspond to the near-zero eigenvalues, constitute the noise matrix Un. Fi-
nally, we can compute the MUSIC spectrum, PMUSIC(τ) =

1
aH(τ)UnU

H
n a(τ)

, where a(τ) =
[1, e−j2π∆f τ , ..., e−j2π(S−1)∆f τ ]T is the steering vector associated with the delay τ .
By definition of the noise subspace, if τ → τk for some k, due to the subspace orthogonality,
aH(τ)UnU

H
n a(τ) → 0, and therefore the MUSIC spectrum has a large value. We detect
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this condition by performing a peak detection onPMUSIC(τ) and report the list of peak times
T = {τ̂1, ..., τ̂L}. We note that, in general, there is no guarantee that this method will de-
tect all components. This is due to the choice of the beamforming coefficients βn,i, which
could cause some of the components to have a low gain. Nevertheless, as we have proven
in Sec. 6.2, when using the MRC beam we can expect the channel estimate ĤA(i, s∆f) to
contain information about most of the multipath component received. This is critical for a
successful multipath decomposition. If a single directional beam was used, the information
about other multipath components would be lost, and therefore the method would fail to
identify other components. Moreover, to improve the SNR of low amplitude components,
we can add a perturbation to the beam. For example, we can define the new beamforming
coefficients as

β′
n(ξ, φ) = ξejnπ cos(φ) + (1− ξ)βn (7.12)

where ξ ∈ (0, 1) and βn are normalized coefficients. This perturbation adds an artificial
lobe in the direction φwith an amplitude ξ, which could potentially illuminate better some
far or low reflective objects. An example of the resulting array factor farfield pattern with
and without the additional lobe can be seen in Fig. 7.2, where we show in blue the original
pattern, and in dashed black we can see 4 examples with an additional side lobe at −60◦,
−50◦,−40◦ and−30◦ respectively. The sidelobe has been added with a relative amplitude
of ξ = 0.2. As it can be clearly seen, the addition of the side lobe has a negligible impact
on the gain of the main pattern. The direction φ can then be swept to make sure that every
possible object is illuminated. Moreover, since we use only a fraction of the energy equal
to (1 − ξ)2 in that beam, the communication should receive a penalty in SNR of roughly
−20 log(1− ξ), which for small ξ values should be negligible (e.g., ξ = 0.2will cause a loss
of roughly 2dB).

96



-20

0

20

30

-150

60

-120

90

-90

120

-60

150

-30

180 0

Figure 7.2: Beamformed farfield pattern [dBi] without the additional lobe (blue) andwith an additional lobe in different

directions (black)

7.2.2 Component amplification

After we separate the components in the time domain, for each τ̂ℓ ∈ T we estimate the
corresponding complex amplitude at each frames as

α̂(ℓ,i) =

⌊S2 ⌋∑
s=−⌈S2 ⌉

ej2πτ̂ℓsHA(i, s∆f ). (7.13)

We can now compute the digitally combined channel response for time τ̂ℓ and antennam ∈
M as:

H̄d(ℓ,m) =
F−1∑
i=0

⌊ S
2M ⌋∑

s=−⌈ S
2M ⌉

α̂∗
(ℓ,i)e

j2πτ̂ℓτs∆f Ĥm(i, s∆f ). (7.14)

This is the channel thatwill be used later for theAoA estimation. To show that it does indeed
amplify the component associated with the given ToA, we replace the channel model in the
expression. Assuming a correct ToA and channel coefficient estimation, i.e. τ̂ℓ = τk̂ and
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α̂(ℓ,i) = α(k̂,i) for some k̂, and a constant beam βn,i = βn, we obtain *

H̄d(τ̂ℓ,m) =
∑
i,s

[(N−1∑
n=0

βn

K∑
k=1

α(k̂,i)e
jnπ cos(θk)δ(τk̂ − τk)

)∗

·

ej2πτk̂s∆f

(
K∑
k=1

α(k,i)e
jnπ cos(θk)e−j2πs∆f τk + w

)]
. (7.15)

We now define Ξn =
∑N−1

n=0 βne
jnπ cos(θk̂) for compactness. We also note that the noise

statistic is unaffected by a rotation in the complex plane, hence we can rewrite the expression
as

H̄d(τ̂ℓ,m) = Ξn

∑
i,s

α∗
(k̂,i)

K∑
k=1

α(k,i)e
jnπ cos(θk)ej2πs∆f (τk̂−τk) + w. (7.16)

Without loss of generality, we assume k̂ = 1 and Ξn = 1. Then Eq. (7.16) can expressed as:

H̄d(τ̂ℓ,m) =
∑
i,s

|α(1,i)|2ejnπ cos(θ1) (7.17)

+
K∑
k=2

∑
i,s

α∗
(k̂,i)

α(k,i)e
jnπ cos(θk)ej2πs∆f (τk̂−τk) (7.18)

+
∑
i,s

α∗
(k̂,i)

w. (7.19)

Here we can see that the component with k = 1 is combined coherently, whereas the other
components, as well as the noise, are combined incoherently. This ensures that the com-
ponent of interest is amplified. This operation is the core novelty of the proposed method,
as it allows the ToA and AoA association that would be otherwise impossible because the
narrowband part does not have enough bandwidth. The key observation here is that, while
the wideband analog and narrowband digital domains do not share a commonAoA or ToA
information that can be reliably used for the association, they do share the doppler domain,
so the phase change over multiple frames is the only possible mean to associate the ToA and
AoA results.

*We omit the limits of s and i for compactness
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7.2.3 Angle of arrival extraction

We then apply theMatrix Pencil method [57, 58, 59, 60] to the vector of combined channels
H̄d(τ̂ℓ) =

(
H̄d(τ̂ℓ, 1), ..., H̄d(τ̂ℓ,M)

)
with a pencil parameter P to obtain the estimated

spatial frequencies and amplitude of the components. The Matrix Pencil method works as
follows. From the vector H̄d(τ̂ℓ), we generate a Hankel matrix:

Hℓ,P =


H̄d(τ̂ℓ, 1) ... H̄d(τ̂ℓ, P )

H̄d(τ̂ℓ, 2) ... H̄d(τ̂ℓ, P + 1)
...

...
...

H̄d(τ̂ℓ,M − P ) ... H̄d(τ̂ℓ,M)

 . (7.20)

From this matrix, we generate the two matrices H(1)
ℓ,P and H(2)

ℓ,P removing the last and first
column of Hℓ,P respectively. It can be shown that the generalized eigenvalues of the pair{
H(1)

ℓ,P ,H
(2)
ℓ,P

}
are of the form ej

2π
M

ωℓ,q , where ωℓ,q is the spatial frequency associated with
the i-th component [57, 58, 59, 60]. Therefore, for the generic ℓth component, we obtain a set
of spatial frequencies Ωℓ = {ωℓ,1, ..., ωℓ,M−P}. For each spatial frequency, thus obtaining
the set of amplitudesAℓ = {α̂ℓ,1, ..., α̂ℓ,M−P}, where:

α̂ℓ,q =
M∑
d=1

H̄d(τ̂ℓ, q)e
−j 2πd

M
ωℓ,q . (7.21)

If the number of components associatedwith the timedomain sample τ̂ℓ are less thanM−P ,
some of the components reported will be a result of noise. Therefore, we apply a threshold
to the amplitudesA to remove potential noisy components. In particular, the threshold is
defined as:

Thr = ρ

√√√√ 1

M

M∑
m=1

|H̄d(τ̂ℓ,m)|2, (7.22)

where ρ is a parameter that regulates the tradeoff between false positives and false negatives.
The components {q : |α̂q| > Thr} are considered as real components, and their angle is
estimated as θ̂ℓ,q = cos−1

(
2ωℓ,q

M

)
. We finally generate the result set Z = {Z1, ..., ZO} of

output range-angle pairs of the form Zo =
(
τ̂ℓ, θ̂ℓ,q

)
. For the sake of a lighter notation, we

define τ(Zo) = τ̂ℓ and θ(Zo) = θ̂ℓ,q. The complete procedure is summarized in algorithm
7.1.
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Algorithm 7.1 Sensing algorithm
1: Z ← {}
2: T ←MUSIC(ĤA(i, s))
3: for each ℓ ∈ {1, ..., L}
4: α̂ℓ,i ←

∑⌊S2 ⌋
s=−⌈S2 ⌉

ej2πτ̂ℓsHA(i, s∆f )

5: H̄d(ℓ,m)←
∑F−1

i=0

∑⌊ S
2M ⌋

s=−⌈ S
2M ⌉

α̂∗
(ℓ,i)e

j2πτ̂ℓs∆f Ĥm(i, s∆f )

6: Thr← ρ
√

1
M

∑M
m=1 |H̄d(τ̂ℓ,m)|2

7: Ωℓ ←MatrixPencil(H̄d(τ̂ℓ))
8: for each ωℓ,q ∈ Ωℓ

9: âℓ,q ←
∑M

d=1 H̄d(τ̂ℓ, q)e
−j 2πd

M
ωℓ,q

10: if |âℓ,q| ≥ Thr
11: Z ← Z ∪

{
τℓ, cos

−1
(

2ωℓ,q

M

)}

7.3 Results

Considering the largenumberofmultipath components observed in industrial environments,
we first investigate the ability of the system to isolate close targets. For this analysis, we
consider an 8 antenna system with a bandwidth BA = 400MHz, S = 128 subcarriers,
F = 10 frames and an SNR of 10dB on each antenna. We generate a channel according
to the model described (7.2) with 2 paths at θ1 = 15◦, τ1 = 10 m

c
, and θ2 = 15◦ + ∆θ

τ2 = 10 m+∆L
c

, respectively. The complex amplitudes α1,i and α2,i have the same statistics,
corresponding to a complex normal distribution of zero mean and the identity as covari-
ance matrix. Moreover, we use ρ = 0.3 for the threshold in (7.22). We run the algorithm
for (∆θ,∆L) ∈ {0 m, 0.0125 m, . . . , 0.5 m}×{0◦, 0.25◦, . . . , 10◦}. For each (∆θ,∆L)
pair, we generate 100 realizations of the complex channel coefficients, aswell as the noise. For
each realization, we compare the output {Z1, . . . , ZO} with the real channel parameters as
followings. For each estimated componentZo, we find the closest real component according
to the distance function

d (Zo, (τk, θk)) =

√
1

σ2
τ

(τ(Zo)− τk)2 +
1

σ2
θ

(θ(Zo)− θk)2. (7.23)

Without loss of generality, let us assume that the closest component is the first one. In case
d (Zo, (τ1, θ1)) < 1, we associate the estimated component Zo with the first component,
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otherwise it is considered a spurious component. If both real components have an associated
estimated component, we say that the components have been resolved. For this evaluation,
we use στ = 30 cm

c
and σΘ = 3◦.
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(a) Proposedmethod.
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(b) 2D-MUSICwith full MIMO.
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(c) 2D-MUSICwith 2 antennas.
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(d) 2D-MUSICwith 4 antennas.
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(e) 2D-MUSICwith 8 antennas.

Figure 7.3: Resolution probability comparison.

The resulting resolution probability is shown, for the proposed method as well as 2D-
MUSIC on the full MIMO system, in Figs. 7.3a and 7.3b respectively. It should be noted
that for 2D-MUSIC the correct number of components, and thus the size of the noise sub-
space, is provided as an input of the algorithm. In a real deployment, this parameter would
need to be estimated as well, potentially further reducing the resolution capabilities of the
method. We can see that the proposed method, despite using only 25% the total sample
rate and havingmuch lower complexity, performs comparably to the classical 2D-MUSIC in
terms of resolution. In Figs. 7.3c, 7.3d and 7.3e we can observe the resolution for 2D-MUSIC
for the equivalent MIMO system with N ′ = {2, 4, 8}. Here the sample rate is spent for
either digitalizing multiple antennas or a larger bandwidth, therefore we can see that the sys-
tems have a good resolution in only one of the domains, but perform badly in the other. We
thereforemay easily notice that the proposedmethod exhibits a far superior resolution either
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in range, angle or both, based on the allocation of the sample rate. Finally, In Fig. 7.4, we
can see the resolution achieved by the proposed method when provided with digital beam-
forming for the full bandwidth. The result is very close to the one shown in Fig. 7.3a. This
clearly shows that, at least from a resolution standpoint, fully digital MIMO on the whole
bandwidth is not providing a huge advantage, and surely does not justify the huge increase
in cost and power consumption.
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Figure 7.4: Resolution probability of the proposedmethodwith a fully digital MIMO architecture.

In Fig. 7.5 we show the accuracy of the parameters estimated by the proposed method, as
well as the one estimated by 2D-MUSIC for the full MIMO system and for the equivalent
MIMO systems withN ′ = {2, 4, 8} antennas. We generated a channel with a single com-
ponent with a random angle and range, and ran the algorithm on a such channel to evaluate
the error. We repeated the process for 1000 channel realizations to obtain an estimate of the
RMSE, plotted as a function of the full band SNR, i.e., the SNR observed by a receiver that
operates over the full bandwidth BA. We recall that the SNR observed by the equivalent
MIMO architectures can be lower due to the lower bandwidth.
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Proposed architecture Full MIMO N’=2 N’=4 N’=8
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Figure 7.5: Accuracy of the proposedmethod compared to 2D-MUSIC.

As it can be seen in the figure, at high SNR the performance of the proposed method is
comparable with the full MIMO system, while they slightly degrade towards the low SNR
regime. This degradation is likely due to the fact that in the simulation we used the noisy
channel estimate for only one frame to design the beamforming coefficients, thus, the beam
is itself affected by noise and provides a reduced gain. In practice, this could be mitigated by
averaging the beamforming coefficients over time, to obtain a better beamforming gain.

In terms of angle, the system with N ′ = 8 antennas largely outperforms the proposed
method. It should be noted however that this advantage is caused by the higher SNR due to
the lower total bandwidth,which also implies a large degradation in termsof communication
due to the low bandwidth.

7.4 Leakage issue

Due to imperfections in the coefficient estimation, when two targets are very close we of-
ten observe that some of the components are also visible at different times. An example is
shown in Fig. 7.6, where wemay notice the algorithm estimation result in the case where the
channel has two components (depicted in orange) at (10 m, 30◦) and (10.25 m, 35◦). As
we can see, the two components are correctly identified, but the algorithm also detects two
leaked components at (10m, 35◦) and (10.25m, 30◦). When the distances get closer, these
components may have a significant amplitude, and sometimes they are not filtered out with
a simple threshold. Moreover, if the amplitude of one component is significantly larger than
the others, wemay even observe that at a specific time, the real component has a lower ampli-
tude than the leaked one. This unfortunately means that it is possible to misidentify some
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components when using the simple threshold strategy proposed in (7.22). For example, over
the whole resolution experiment, we recorded an overall probability of observing at least a
leaked component of25%, i.e., we reported at least one spurious component over at least one-
quarter of the channel realizations. On average, we observed 0.41 leaked components per
realization. This suggests that the leakage problem is significant, at least for close targets. It
should be noted though, that formore spread targets the issue is a lot less relevant. For exam-
ple, repeating the expertimentwith (∆θ,∆L) ∈ {0 m, 1 m, . . . , 5 m}×{0◦, 1◦, . . . , 10◦},
the average fraction of observations showing leakage reduces to 0.98%, with an average num-
ber of leaked component of 0.017. Moreover, it is always true that a real component is larger
than the leaked componentwith the same angle, so it is possible to replace the threshold a bet-
ter classification algorithm to identify the real components after the estimation. However,
we will address this solution in future work.
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Figure 7.6: Example of leakage.
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8
3GPP signaling for heterogeneous rank

beamforming

Let us now analyze the signaling requirements for the proposed algorithms, and potential
modification of the current 3GPP standard (Rel. 17) that are needed to utilize this technol-
ogy. Firstly, we note that for the analog beamforming and sensing methods we do not need
any signaling at all, as the methods merely rely on observing channel estimates obtained by
the digital beamforming chains. In contrast, the resource allocation technique presented in
Sec. 6.1 does require some signaling. In particular, we need to be able to perform the follow-
ing tasks:

1. Notify the BS of the UEs capabilities of trading some analog chains for digital beam-
forming, aswell as the number of antennas it can use in the digital beamforming chain.

2. Notify the UEs of which configuration should be used based on the status of the net-
work (e.g. number of users and traffic pattern).

3. Update the UEs configurations as the network conditions change.

4. Notify a resource allocation that uses different capabilities in different parts of the
band.
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8.1 Capabilities reporting

Let us now consider requirement number 1. In 3GPP, UE capabilities are reported in the
Radio Resource Control (RRC) [61], and in particular in a specific Information Element
(IE) calledUE-NR-Capability. The Abstract Syntax Notation One (ASN.1) specification of
such message can be found in Appendix A Msg. A.1. In particular, the information about
the RF capabilities of the UE is contained in the the rf-Parameters IE, which is described in
Msg. A.2. More specifically the fields related to theMIMOand beamforming capabilities are
located in the mimo-ParametersPerBand IE inside the BandNR IE, which are described in
Appendix A Msgs. A.3 and A.4 respectively.

To advertise the UE capability of performing the rank-bandwidth tradeoff for some RF
chains we introduce a new IE called analogdigitalbfcap in themimo-ParametersPerBand IE,
as described in Msg. 8.1. The newly added IE is described in Msg. 8.2.

Message 8.1: Proposed change to theMIMO-ParametersPerBand IE.

MIMO−Pa r am e t e r s P e r B a n d : : = SEQUENCE {
. . . ,
a n a l o g d i g i t a l b f c a p SEQUENCE OF ABCap OPTIONAL

}

Message 8.2: Proposed structure of the newABCap IE.

ABCap : : = SEQUENCE {
n um f i x a n a l o g c h a i n s ENUMERATED,
n um t r a d a b l e c h a i n s ENUMERATED,
t r a d c a p a b BIT STRING ( S i z e ( 8 ) )

}

The fields in the ABCap IE have the following meaning

• numfixanalogchains is the number of RF chains that are exclusively capable of per-
forming analog beamforming

• numtradablechains is the number of tradable RF chains, which are those RF chains
that are capable of performing analog beamforming on the full bandwidth or digital
beamforming on a part of the bandwidth
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• tradcapab contains the information on the rank-bandwidth tradeoff that such RF
chains can perform. In particular. In particular, if the b-th bit is set to 1 the UE can
use the tradable RF chains to acquire the signal from 2b+1 antennas with bandwidth
BA

2b+1 .

8.2 UE configuration

Wenow investigate the signaling to perform tasks 2 and 3. These tasks are again implemented
in the RRC [49], specifically in an IE named ServingCellConfig, described in Appendix A
Msg. A.5 . This message contains the list downlinkBWP-ToAddModList which contains a
set ofBandWidth Part (BWP) configurations, of the format BWP-Downlink described in A
Msg. A.6, to be used by the UE. To configure the UE to perform digital beamforming in a
specific part of the band, we propose to change this message as described in 8.3. In particular,
we add the IE bwp-Tradchain, which is described in 8.4.

Message 8.3: Proposed change to the BWP-Downlink IE.

BWP−Downlink : : = SEQUENCE {
bwp−Id BWP−Id ,
bwp−Common BWP−DownlinkCommon
bwp−Ded i c a t e d BWP−Down l i nkDed i c a t e d
bwp−Tr a d c h a i n BWP−Tr a d c h a i n
. . .

}

Message 8.4: Proposed structure of the BWP-Tradchain IE.

BWP−Tr a d c h a i n : : = SEQUENCE {
g e n e r i c P a r a m e t e r s BWP,
t r a d c a p u s e B i t s t r i n g ( 8 )
n um t r a d e c h a i n s I n t e g e r ( 1 − maxT r a d e c h a i n s )

}

The new fields added in the BWP-Tradchain format are the following

• genericParameters is the field describing the location and bandwidth on which digital
beamforming should be performed. It is of the standard formatBWP, described in A
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Msg. A.7.

• tradcapuse informs the UE of what tradeoff should be used, and is in the same format
of the tradcapab field in the newly proposedABCap IE.

• numtradechains informs the UE of how many of the tradable RF chains need to be
configured to perform digital beamforming.

8.3 Resource allocation

The resource allocation is specified in theDCImessage [62]. In particular, the downlink data
allocation is specified in the DCI format1 _1. The structure of such message is specified in
table A.1. The Frequency domain resource assignment andTime domain resource assignment
specify where the data is located in the resource grid. These parameters do not need to be
updated, and allocation can be done as usual. The decision of whether to use the analog
or digital beamforming chain will be implicit: The assigned resource blocks that fall within
the digital beamforming BWPwill be decoded with digital beamforming. However, there is
still the need to add some parameters to theDCI, as we need to specify a different number of
layers andMCS for the digital beamforming part. We therefore propose to add the following
fields, listed in table 8.1 to the DCI format1_1.

Table 8.1: Additional parameters to DCI format1_1

Field bits Specification
Modulation and coding scheme for

digital beamforming
5

Defined in [63] tables 5.1.3.1-1 and
5.1.3.1-2

Antenna port(s) and number of layers
for digital beamforming

4,5,6
Determined by DMRS Configuration
Specified in [62] tables 7.3.1.2.2-1 to

7.3.1.2.2-4
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9
Conclusion

In this thesis, we discussed the applications, challenges and characteristics of industrial com-
munication and sensing systems. We provided a comprehensive analysis of the channel prop-
erties observed in such environment, also providing an extensive set of measurements from
a commercial port case study. Based on the channel characteristics, we proposed a novel
beamforming architecture capable of dynamically trading bandwidth for beamforming rank
on some RF chains, thus operating with a combination of a wideband analog beamforming
and a narrowband digital beamforming system. Thanks to its lower number of ADCs, this
architecture has a complexity, cost, and power consumption that sits in between the clas-
sical hybrid beamforming architecture and the fully digital beamforming. We have shown
that, using such architecture in a multi-user system with a large number of users, fully digi-
tal beamforming rate on the whole bandwidth can be achieved with classical PF scheduling.
Moreover, we proved that by setting the analog beamforming weight of the wideband RF
chain to the MRC weights for the center frequency, we obtain a robust beam that exploits
most of the multipath components provided by the environment. We also propose a multi-
path decompositionmethod thatmakes use of the proposed architecture, which can be used
for localization and sensing tasks. The results of the method are close to the one obtained
with fully digital beamforming in terms of both accuracy and resolution, despite using signif-
icantly less data and having much lower complexity. Finally, we briefly discussed how such
architecture can be implemented in the current 3GPP standard. We have shown that this
requires adding a handful of parameters to the RRC and DCI messages.
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A
3GPP messages structure

This appendix contains a list of 3GPP messages relevant to this work. The content has been
sourced from [64, 65, 61, 49, 62].

Message A.1: UE-NR-Capability

UE−NR−C a p a b i l i t y : : = SEQUENCE {
a c c e s s S t r a t u mR e l e a s e A c c e s s S t r a t umR e l e a s e ,
pdcp−P a r am e t e r s PDCP−P a r am e t e r s ,
r l c − P a r am e t e r s RLC−P a r am e t e r s OPTIONAL,
mac− P a r am e t e r s MAC−P a r am e t e r s OPTIONAL,
phy− P a r am e t e r s Phy−P a r am e t e r s ,
r f − P a r am e t e r s RF−P a r am e t e r s ,
measAndMobParameter s MeasAndMobParameters OPTIONAL

,
fdd −Add−UE−NR− C a p a b i l i t i e s UE−NR−Capabi l i tyAddXDD−Mode

OPTIONAL,
tdd −Add−UE−NR− C a p a b i l i t i e s UE−NR−Capabi l i tyAddXDD−Mode

OPTIONAL,
f r 1 −Add−UE−NR− C a p a b i l i t i e s UE−NR−Capab i l i t yAddFRX −Mode

OPTIONAL,
f r 2 −Add−UE−NR− C a p a b i l i t i e s UE−NR−Capab i l i t yAddFRX −Mode

OPTIONAL,
f e a t u r e S e t s F e a t u r e S e t s OPTIONAL,
f e a t u r e S e t C omb i n a t i o n s SEQUENCE ( SIZE ( 1 . .
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maxF e a t u r e S e tComb i n a t i o n s ) )
OF

F e a t u r e S e t C omb i n a t i o n
OPTIONAL,

l a t e N o n C r i t i c a l E x t e n s i o n OCTET STRING OPTIONAL,
n o n C r i t i c a l E x t e n s i o n UE−NR−C a p a b i l i t y − v 1 5 3 0

OPTIONAL
}

Message A.2: RF-Parameters

RF−P a r am e t e r s : : = SEQUENCE {
suppo r t edBandL i s tNR SEQUENCE ( SIZE ( 1 . . maxBands )

) OF BandNR ,
s uppo r t e dB andComb i n a t i o nL i s t B andComb in a t i onL i s t

OPTIONAL,
a p p l i e d F r e q B a n d L i s t F i l t e r F r e qB a n dL i s t

OPTIONAL

}

Message A.3: BandNR

BandNR : : = SEQUENCE {
bandNR FreqBandInd i c a to rNR ,
modifiedMPR−Beh a v i o u r BIT STRING ( SIZE ( 8 ) )

OPTIONAL,
mimo−P a r am e t e r s P e r B a n d MIMO−Pa r am e t e r s P e r B a n d

OPTIONAL,
ex t endedCP ENUMERATED { s uppo r t e d }

OPTIONAL,
mu l t i p l eTC I ENUMERATED { s uppo r t e d }

OPTIONAL,
bwp−W i t h o u t R e s t r i c t i o n ENUMERATED { s uppo r t e d }

OPTIONAL,
bwp−SameNumerology ENUMERATED { upto2 , upto4 }

OPTIONAL,
bwp−Di f fNumero logy ENUMERATED { upto4 }
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OPTIONAL,
c r o s s C a r r i e r S c h e d u l i n gDL −SameSCS ENUMERATED { s uppo r t e d }

OPTIONAL,
c r o s s C a r r i e r S c h e d u l i n gUL −SameSCS ENUMERATED { s uppo r t e d }

OPTIONAL,
pdsch −256QAM−FR2 ENUMERATED { s uppo r t e d }

OPTIONAL,
pusch −256QAM ENUMERATED { s uppo r t e d }

OPTIONAL,
ue−Powe rC l a s s ENUMERATED { pc2 , p c 3 }

OPTIONAL,
r a t eMat ch ingLTE −CRS ENUMERATED { s uppo r t e d }

OPTIONAL,
. . .

}

Message A.4:MIMO-ParametersPerBand

MIMO−Pa r am e t e r s P e r B a n d : : = SEQUENCE {
t c i −StatePDSCH SEQUENCE {

maxNumbe rConf i gu r edTCI s t a t e sPe rCC ENUMERATED {n4 , n8 , n16 ,
n32 , n64 } OPTIONAL,

maxNumberActiveTCI −PerBWP ENUMERATED { n1 , n2 , n4 ,
n8 } OPTIONAL

}

OPTIONAL,
a d d i t i o n a l A c t i v e TC I −StatePDCCH ENUMERATED { s uppo r t e d }

OPTIONAL,
pusch −T r an sCoh e r e n c e ENUMERATED { nonCoherent ,

p a r t i a lNonCoh e r e n t
,

f u l l C o h e r e n t }

OPTIONAL,
b e amCor r e sponden c e ENUMERATED { s uppo r t e d }

OPTIONAL,
p e r i o d i c B e amRepo r t ENUMERATED { s uppo r t e d }

OPTIONAL,
a p e r i o d i c B e amRepo r t ENUMERATED { s uppo r t e d }
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OPTIONAL,
sp −BeamReportPUCCH ENUMERATED { s uppo r t e d }

OPTIONAL,
sp −BeamReportPUSCH ENUMERATED { s uppo r t e d }

OPTIONAL,
beamManagementSSB−CSI−RS BeamManagementSSB−CSI−RS

OPTIONAL,
maxNumberRxBeam INTEGER ( 2 . . 8 )

OPTIONAL,
maxNumberRxTxBeamSwitchDL SEQUENCE {

s c s − 1 5 kHz ENUMERATED {n4 , n7 , n 14 }
OPTIONAL,

s c s −30kHz ENUMERATED {n4 , n7 , n 14 }
OPTIONAL,

s c s −60kHz ENUMERATED {n4 , n7 , n 14 }
OPTIONAL,

s c s − 120 kHz ENUMERATED {n4 , n7 , n 14 }
OPTIONAL,

s c s −240kHz ENUMERATED {n4 , n7 , n 14 }
OPTIONAL

}

OPTIONAL,
maxNumberNonGroupBeamReporting ENUMERATED { n1 , n2 , n4 }

OPTIONAL,
g roupBeamRepo r t i ng ENUMERATED { s uppo r t e d }

OPTIONAL,
upl inkBeamManagement SEQUENCE {

maxNumberSRS−R e s o u r c e P e r S e t ENUMERATED { n2 , n4 , n8 ,
n16 , n 32 } ,

maxNumberSRS−R e s o u r c e S e t INTEGER ( 1 . . 8 )
}

OPTIONAL,
maxNumberCSI−RS−BFR INTEGER ( 1 . . 6 4 )

OPTIONAL,
maxNumberSSB−BFR INTEGER ( 1 . . 6 4 )

OPTIONAL,
maxNumberCSI−RS−SSB−BFR INTEGER ( 1 . . 2 5 6 )

OPTIONAL,
twoPortsPTRS −DL ENUMERATED { s uppo r t e d }
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OPTIONAL,
twoPortsPTRS −UL ENUMERATED { s uppo r t e d }

OPTIONAL,
suppor t edSRS −R e s o u r c e s SRS−R e s o u r c e s

OPTIONAL,
s r s −TxSwi t ch SRS−TxSwi t ch

OPTIONAL,
maxNumberSimultaneousSRS −PerCC INTEGER ( 1 . . 4 )

OPTIONAL,
beamRepor tTiming SEQUENCE {

s c s − 1 5 kHz ENUMERATED { sym2 , sym4 ,
sym8 } OPTIONAL,

s c s −30kHz ENUMERATED { sym4 , sym8 ,
sym14 } OPTIONAL,

s c s −60kHz ENUMERATED { sym8 , sym14 ,
sym28 } OPTIONAL,

s c s − 120 kHz ENUMERATED { sym14 , sym28
, sym56 } OPTIONAL

}

OPTIONAL,
p t r s −Dens i t yRecommenda t ionSe tDL SEQUENCE {

s c s − 1 5 kHz PTRS−
Dens i tyRecommendat ionDL OPTIONAL,

s c s −30kHz PTRS−
Dens i tyRecommendat ionDL OPTIONAL,

s c s −60kHz PTRS−
Dens i tyRecommendat ionDL OPTIONAL,

s c s − 120 kHz PTRS−
Dens i tyRecommendat ionDL OPTIONAL

}

OPTIONAL,
p t r s −Dens i t yRecommenda t ionSe tUL SEQUENCE {

s c s − 1 5 kHz PTRS−
Dens i tyRecommendat ionUL OPTIONAL,

s c s −30kHz PTRS−
Dens i tyRecommendat ionUL OPTIONAL,

s c s −60kHz PTRS−
Dens i tyRecommendat ionUL OPTIONAL,

s c s − 120 kHz PTRS−
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Dens i tyRecommendat ionUL OPTIONAL
}

OPTIONAL,
c s i −RS−Fo rT r a c k i n g CSI−RS−Fo rT r a c k i n g

OPTIONAL,
a p e r i o d i cTRS ENUMERATED { s uppo r t e d }

OPTIONAL,
. . .

}

Message A.5: ServingCellConfig

S e r v i n g C e l l C o n f i g : : = SEQUENCE {
tdd −UL−DL−Co n f i g u r a t i o nD e d i c a t e d TDD−UL−DL−Con f i gD e d i c a t e d

OPTIONAL, −− Cond TDD
i n i t i a lDown l i n kBWP BWP−Down l i nkDed i c a t e d

OPTIONAL, −− Cond S e r vC e l lAdd
downlinkBWP−ToR e l e a s e L i s t SEQUENCE ( SIZE ( 1 . .

maxNrofBWPs ) ) OF BWP−Id OPTIONAL,
downlinkBWP−ToAddModList SEQUENCE ( SIZE ( 1 . . maxNrofBWPs ) )

OF BWP−Downlink OPTIONAL
f i r s tA c t i v eDown l i nkBWP −Id BWP−Id OPTIONAL, −− Need

R
bwp− I n a c t i v i t y T i m e r ENUMERATED {ms2 , ms3 , ms4 , ms5 , ms6 ,

ms8 , ms10 , ms20 ,
ms30 , ms40 , ms50 , ms60 ,

ms80 , ms100 , ms200 ,
ms300 , ms500 , ms750 ,

ms1280 , ms1920 ,
ms2560 ,

s p a r e 1 0 , s p a r e 9 , s p a r e 8 ,
s p a r e 7 , s p a r e 6 ,

s p a r e 5 , s p a r e 4 , s p a r e 3 ,
s p a r e 2 , s p a r e 1 }
OPTIONAL,

defau l tDownl inkBWP −Id BWP−Id OPTIONAL, −− Need M
up l i n kCon f i g Up l i n kCon f i g OPTIONAL, −− Cond

S e r vCe l lAdd −UL
s u pp l em en t a r yUp l i n k Up l i n kCon f i g OPTIONAL, −− Cond
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S e r vCe l lAdd −SUL
pdsch − S e r v i n g C e l l C o n f i g S e t u pR e l e a s e { PDSCH−

S e r v i n g C e l l C o n f i g } OPTIONAL, −− Need M
c s i −Mea sConf i g S e t u pR e l e a s e { CSI−Mea sConf i g }

OPTIONAL, −− Need M
c a r r i e r S w i t c h i n g S e t u pR e l e a s e { SRS− C a r r i e r S w i t c h i n g }

OPTIONAL, −− Need M
s C e l l D e a c t i v a t i o n T im e r ENUMERATED {ms20 , ms40 , ms80 , ms160 ,

ms200 , ms240 , ms320 ,
ms400 , ms480 , ms520 ,

ms640 , ms720 , ms840 ,
ms1280 , s p a r e 2 , s p a r e 1 }

OPTIONAL, −− Cond
. . . . .
}

}

Message A.6: BWP-Downlink

BWP−Downlink : : = SEQUENCE {
bwp−Id BWP−Id ,
bwp−Common BWP−DownlinkCommon
bwp−Ded i c a t e d BWP−Down l i nkDed i c a t e d
. . .

}

Message A.7: BWP

BWP : : = SEQUENCE {
l o c a t i o nAndBandw i d t h INTEGER ( 0 . . 3 7 9 4 9 ) ,
s u b c a r r i e r S p a c i n g S u b c a r r i e r S p a c i n g ,
c y c l i c P r e f i x ENUMERATED { e x t e n d e d }

}

117



Table A.1: DCI format1_1

Field bits Specification
Carrier indicator 0,3 -

Identifier for DCI formats 1 Always 1, indicating DL DCI format
Bandwidth part indicator 0,1,2 -

Frequency domain resource assignment Variable Defined in [63] section 5.1.2.2
Time domain resource assignment 4 Defined in [63] section 5.1.2.1

VRB-to-PRB mapping 0,1 -
PRB bundling size indicator 0,1 -
Rate matching indicator 0,1,2 -

ZP CSI-RS Trigger 0,1,2 -

Modulation and coding scheme [TB1] 5
Defined in [63] tables 5.1.3.1-1 and

5.1.3.1-2
New data indicator [TB1] 1 -
Redundancy version [TB1] 2 -

Modulation and coding scheme [TB2] 5
Defined in [63] tables 5.1.3.1-1 and

5.1.3.1-2
New data indicator [TB2] 1 -
Redundancy version [TB2] 2 -
HARQ process number 4 -
HARQ process number 0,2,4 -

TPC command for scheduled PUCCH 2 -
PUCCH resource indicator 3 -

PDSCH-to-HARQ-feedback timing
indicator

0,1,2,3 -

Antenna port(s) and number of layers 4,5,6
Determined by DMRS Configuration
Specified in [62] tables 7.3.1.2.2-1 to

7.3.1.2.2-4
Transmission configuration indication 0,3 -

SRS request 2 -
CBG transmission information(CBGTI) 0,2,4,6,8 -
CBG flushing out information(CBGFI) 0,1 -

DMRS sequence initialization 1 -
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