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#### Abstract

iMPACT, innovative Medical Proton Achromatic Calorimeter and Tracker, is a University of Padova and INFN research project, funded by the European Research Council. The project aims to design, develop and prototype a fast and accurate proton Computed Tomography ( pCT ) Scanner, with the ultimate goal of demonstrating the technology necessary to realize a clinically viable pCT system. The overall development, current state, and projected performances of the scanner will be illustrated and discussed. Monte Carlo simulation, a selection of data collected with cosmic rays, and tests with a proton beam will be reviewed as well to quantitatively assess the performance of the apparatus. Preliminary studies on proton track reconstruction, based on a Maximum Likelihood path formalism, will be also presented, together with a supporting object shape identification algorithm. The iMPACT scanner is essentially made by a multi-layer silicon pixels sensors tracker stage using the ALPIDE sensors, and a scintillators-based range calorimeter. There will be an in-depth review of the innovative, highly segmented structure of the calorimeter, based on multiple, orthogonal scintillating elements, and of its read-out architecture, which exploits massive FPGAs parallelism and distributed memory to achieve the triggering and data collection performance necessary to cope with the extremely high event-rate requested by pCT applications. On the tracker side, an overview of the ALPIDE sensor, developed within the ALICE Collaboration for its Inner Tracking System (ITS), and currently adopted for the prototyping phase of the iMPACT tracker, will be illustrated as well, together with the general tracker layout and operations. In parallel, in order improve upon the techniques and methods used in particle physics for tracking purposes, specific studies have been performed to optimize the ALICE ITS alignment, which results will be also presented. Finally, a brief mention will be given to the INFN project ARCADIA, focused on the development of innovative Monolithic Active Pixel Sensors characterized by fully depleted substrate to improve the charge collection efficiency and timing characteristics over a wide range of operational and environmental conditions The iMPACT project in fact plans to employ the ARCADIA technology to build a pixel detector more suited for the pCT application compared to the ALPIDE sensor.
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## 1 Introduction

Hadron-therapy is a leading edge procedure for the treatment of tumors, one of the main causes of death in every Country of the world; it exploits the ballistic precision of protons and ions to focus the dose deposition in a confined volume, thus sparing healthy tissues surrounding the tumor. This technique requires precise 3D maps of the biological tissues along the entire particle path leading up to the tumor, with exact Stopping Power measurements, which are essential to tune the beam energy for an effective and accurate energy deposition. Nowadays, these Stopping Power maps are obtained with X-ray Computed Tomography (X-ray CT), which is however not capable of delivering measurements accurate enough to fully exploit the intrinsic precision of the hadron treatment, mainly due to the different physical interactions that photons and charged particles undergo.
Proton Computed Tomography ( pCT ) is a technique which is expected to increase the precision of the treatments plans, by using protons also for the imaging procedure; pCT has also been proven to be advantageous, with respect to X-ray CT, in dosimetric terms. Several prototypes are being developed around the world, however, pCT is still yet not clinically available, for technological, physical, and economical limitations.
iMPACT, innovative Medical Proton Achromatic Calorimeter and Tracker, is a University of Padova and INFN project, funded by the European Research Council, which aims at developing and prototyping an extremely fast and accurate pCT scanner, with ultimate goal of representing a concrete step towards the viability of the method in a medical environment. The scanner includes a silicon pixels sensor tracker stage and a highly-segmented scintillator-based calorimeter.
This thesis begins by displaying both the benefits and the limitations of the hadron-therapy procedure, especially compared with the more widespread X-ray radiotherapy; the concepts behind pCT are then presented, with an overview of the current state-of-the-art pCT prototypes, with a highlight on the still present limitations inhibiting the technique from being extensively applied.
The thesis will then focus on the design characteristics of the iMPACT scanner concept, with a particular attention on the technical details, and the solutions adopted in order to achieve the ambitious goal that the project has set. The development of a Monte Carlo simulation, based on the GATE-Geant4 framework, is then illustrated. The simulation has been used to validate the calorimeter architecture, guide its development, and provide experimental-like datasets for the development of the analysis tools; it will be also used in the future for the complete calibration of the apparatus. Results from test beams are presented, showing the potentiality of the iMPACT scanner as an innovative pCT apparatus.
A table-top versatile acquisition system, developed in the iMPACT framework for hardware test employing cosmic rays, is presented, together with a summary of the measurements, prototyping assessments, and hardware characterizations performed with the system. The thesis then focuses on the most recent advancements in the iMPACT calorimeter read-out architecture implementation, based on a heavily-parallel structure of FPGAs, performing triggering and data-formatting tasks.
During the first half of the 2020, given the global CoViD situation and the difficulties in accessing physical laboratories, the focus of the project shifted towards studying imaging techniques, which will be eventually employed once the system reaches its full functionality. Applications of proton track reconstruction techniques have been investigated, using Monte Carlo simulations modeling the iMPACT scanner layout and performances, and the results of these studies are presented, as well as a proposed algorithm for a preliminary imaging reconstruction.
The iMPACT tracking system is based, for its first prototype, on the ALPIDE sensor, designed by the ALICE Collaboration at CERN; members of the iMPACT project have been actively participating in the development and commissioning efforts of the sensor. As member of ALICE, the author of this thesis has performed studies on the assembly alignment of the Inner Tracking

System of the ALICE detector, which is composed of the pixel sensor in use for iMPACT; this service work also represented an excellent opportunity to get familiar with the techniques and methods used in particle physics for tracking purposes, allowing for the eventual application of the gained competences in the iMPACT tracking tasks.
Finally, the development of a novel silicon Monolithic Active Pixel Sensor is presented, with a brief overview on an innovative read-out architecture, in the framework of the ARCADIA INFN Collaboration; the new sensor is designed for a wide range of application, in the medical, space, and particle physics fields, and will be employed in future versions of the iMPACT scanner.

## 2 Proton-Therapy

### 2.1 Protons and Hadrons in cancer treatment

Cancer is one of the main causes of death, in every country of the world. In fact, from a 2019 estimate from the World Health Organization (WHO), tumors are the first or the second cause of premature death in the majority of the counties (112 out of 183), and between the third and the fourth cause in 23 additional countries [1] . As highlighted in Fig. 1, cancer ranks higher especially in higher income countries, while in developing countries other diseases prevail. Moreover, the incidence of cancer-related deaths is rapidly growing worldwide, as the mortality rates of stroke and coronary heart disease are declining [1].


Fig. 1: National ranking of cancer as a cause of death before 70 years of ages in 2019. The legend include the numbers of countries represented in each ranking group. From: World Health Organization (WHO) 12 .

The most common tumor treatment procedures are surgery, chemotherapy, hormone therapy 3, and therapy with ionizing radiation (also radiotherapy), often combined to increase the chance of success. The overall success rate of tumor treatments is around $45 \%$. In more than $50 \%$ of the cases a treatment with X-ray radiation is performed 4 |5.
The goal of radiation therapy is to deliver a sufficient amount of ionizing radiation dose (deposited energy per unit mass) to the cancerous tissues to kill the harmful cells; in particular, the objective is to cause damage to the DNA strains within the cell, rendering it unable to reproduce. At the same time, dose deposition in the surrounding healthy tissues has to be limited as much as possible. In the vast majority of the cases photons are chosen to deposit the required dose, primarily X or gamma rays up to a few MeV , however electron beams with energies of the MeV order are also used, especially to treat superficial skin carcinomas 6. X-rays and gamma rays are relatively easy to produce, and can be generated with compact radiogenic systems: electrons are accelerated with a voltage difference and produce photons from bremsstrahlung while stopping in a target made of metals, such as tungsten or molybdenum or alloys 5.
The intrinsic limitation of X-ray and gamma radiation therapy comes from the energy deposition profile of the photons, shown in Fig. 2 The energy deposition for photons reaches its maximum a few cm under the surface and then decreases exponentially with the depth, as photons are absorbed by the medium. This behaviour compromises the possibility of depositing energy in a well defined volume, without considerably affecting the surrounding tissues; this characteristic represents a significant limitation especially for the treatment of deep-seated tumors. To alleviate the effect and to spread the collateral energy deposition over a larger volume, the tumor area is often targeted from different directions, see Fig. 4
Fig. 2 also shows the energy deposition profile of a 107 MeV proton beam (blue curve) and a $200 \mathrm{MeV} \mathrm{u}^{-1}{ }^{12} \mathrm{C}$ beam (red curve). In the energy range of interest of ion therapy, the ionizing


Fig. 2: Comparison of the dose depth profile in water for carbon ions (red curve), protons (blue) and X-rays (black) 5 .
energy deposition of charged particles is inversely proportional to the square of their velocity:

$$
\begin{equation*}
\left\langle\frac{d E}{d x}\right\rangle_{e l} \propto \frac{z^{2}}{v^{2}} \tag{1}
\end{equation*}
$$

where $z$ and $v$ are the particle charge and velocity, therefore the dose profile presents a sharp maximum in proximity of the end of the particle path. This final spike is know as the Bragg peak, after William Henry Bragg who studied the phenomenon in 1904 [7. The complete expression of the ionizing energy loss of charged particles is described by the Bethe-Bloch formula in Eq. (6). The energy deposition at the start of the particle path is relatively low, about $20 \%$ of the maximum, and it is almost absent after the peak for proton; for carbon and other heavy ions a long tail is present after the peak, caused by the deposited energy of the fragments generated in nuclear collisions. On the other hand, the peak is visibly sharper for the carbon beam with respect to the protons one; in fact, the fluctuations in the stopping position for protons is more than 3 times larger than carbon ions (see Sec. 2.2.2).
The depth at which the Bragg peak occurs can be tuned by adjusting the initial energy of the particle beam, while its height in a given material is approximately fixed, as it is regulated by the energy loss rate (as described in Sec. 2.2.1. Protons and ions beams can be therefore employed to target tumor tissues, with a better control on the affected volume with respect to X-rays, by precisely adjusting the peak deposition to match the tumor depth inside the body; the tissues preceding the tumor receive only a fraction of the dose, and the deposition in the volumes behind the tumor is limited. The procedure of treating cancer with ions is named hadron-therapy, or proton-therapy if limited to protons. Hadron-therapy with ions mainly employs ${ }^{12} \mathrm{C}$, and very rarely ${ }^{20} \mathrm{Ne}$.8. Ion therapy is used, in particular, for the treatments of types of pediatric cancers, ocular melanomas, chordomas and chordrosarcomas (slow growing bone cancers) 9 .
To cover the entire volume of a tumor with a uniform dose distribution, ion beams with different energy are used, in the process called tumor painting: as shown in Fig. 3(a), the energies and the relative intensities of the beams can be precisely calibrated, so that the resulting energy deposition profile, which is the convolution of the single curves, presents a plateau region matching the size of the tumor (Fig. 3(b)). The uniform dose region is also known as Spread-Out-Bragg-Peak, or SOBP; in the aggregated dose profile the fraction of the energy deposited in the initial portion of the curve is higher with respect to single energy Bragg peak, depending on the size of the tumor and the number of beams used to paint the volume, up to $50 \%$ of


Fig. 3: (a) Energy weight distribution of various proton beams, in order to create a Spread-Out-BraggPeak (SOBP), (b) corresponding energy deposition profile of the SOBP; from 5 .
the maximum [5]. The slight variations on the plateau are derived by the discretization of the energies. The beams of different energies are generated either actively, adjusting the energy of the accelerator energy, or passively using absorber layers of calibrated thicknesses.
The tweaking of the energies of the single beams and their weight, as well as their direction is planned by computed software, the Treatment Planning System (TPS), which includes information of the 3-dimensional distribution of the biological tissues in the patient, the target volume, the parameters of the specific apparatus used to administer the treatment, and models taking into account the physical behaviours of the primary beam in addition to the effects of secondary particles generated inside the patient 4]. The TPS software computes the optimal treatment plan that delivers the sufficient dose to the tumor, while minimizing the collateral exposure of healthy tissues; an example of a clinically employed TPS is the GSI TRiP software 10 . Fig. 4 shows a comparison between a plan for a treatment of the same pathology with X-rays, in (a), and with protons, in (b); the color palette indicates the predicted deposited dose, with the color blue and red indicating areas affected by a qualitatively lower and higher dose respectively.

(a)

(b)

Fig. 4: Example of a treatment plan for prostate cancer, with dose distribution. (a) Axial view of X-ray radiotherapy plan. (b) Axial view of proton plan. The color palette indicates the predicted dose, qualitatively blue and red corresponds to lower and higher doses respectively. A red line outlines the target area. Images from 11.

For the X-ray planning, the tumor, placed at the centre of the body, is targeted from a number of different directions, and the dose deposition is relatively high along the entire beam path, affecting not only the designed area, outlined by a red line, but also a large portion of the surrounding tissues. In this case, the area where the highest energy deposit is supposed to take place is roughly defined by the overlap of the various beams, which does not match perfectly with the target area.
In the treatment planning with protons, Fig. 4 (b), the tumor is targeted from two directions
and the unwanted energy deposition in the surrounding tissues is both less broad and of lower intensity than the previous case with X-rays. With proton beams, the tumor spot can be covered more precisely, and the dose distribution can be more sharply defined.

### 2.1.1 Biological effects of radiation

The damage to biological tissues occurs in different ways; moreover, damage to various cell structures leads to different consequences. Photons traversing matter interact mainly with the electrons of the medium, via the: photoelectric effect, Compton scattering, or pair production. In all these scenarios, the photon energy is totally or partially transferred to electrons, which then travel and further ionize the atoms of the material. Protons and ions inside matter mainly lose energy to electrons, causing ionization; they also interact with the nuclei of the material, via Coulomb interactions, which cause deviations in the path of particle. Additionally, protons and ions can undergo nuclear interactions; both the projectile and the target nucleus can fragment and produce secondary particles, such as neutrons, protons, light ions and gamma rays. The secondary particles produced via nuclear interactions are responsible of about $10 \%$ of the total dose deposited by a 200 MeV proton beam 12 .
The ionization process can occur directly in a structure of the cell, hindering the chemical stability of the bonds, or indirectly by creating chemically reactive free radicals 13 . Not all structural damages are lethal for the cell, as cells are able to repair most of the damage; the most vulnerable component of a cell is its DNA, located in the nucleus. In particular, damage occurring simultaneously to both the strands in a DNA double-helix has been proven to be the most effective, while strand damage can still be repaired by the cell if the opposing strand remains intact (4.
Besides the greater dose deposition precision, an additional advantage of proton and hadrontherapy, over conventional radiotherapy, is given by their higher biological effect on cells. In fact, in order to kill the same fraction of living cells, ions require less deposited dose than Xrays 5. This effect is quantified with the Relative Biological Efficiency factor (or RBE), which is defined as the ratio between the dose deposited by photons $D_{\gamma}$ and the dose deposited by a given hadron $D_{\text {hadr }}$ in order to cause the same biological damage to the tissue:

$$
\begin{equation*}
\mathrm{RBE}=\frac{D_{\gamma}}{D_{\mathrm{hadr}}} \tag{2}
\end{equation*}
$$

where the biological damage is evaluated by the fraction of the number of cells $S$ that survive after the deposition of a dose $D$; dose is often measured in Gray, 1 Gray $=1 \mathrm{~J} / \mathrm{kg}$. RBE factors are usually reported for survival rates of $10 \%$ and $1 \%$. The survival fraction $S$ can be parameterized by a linear-quadratic model:

$$
\begin{equation*}
S(D)=\exp \left(-\alpha D-\beta D^{2}\right) \tag{3}
\end{equation*}
$$

where $\alpha$ and $\beta$ are experimental determined parameters 14. The linear-quadratic model has been proven to be reasonably accurate in the range of clinical applications for tumor treatments 15 .
Figure 5 (a) shows typical trends of survival fractions for photons (black solid line) and for a generic heavy ion (red dashed line). The RBE depends on a variety of factors, such as the particle type, the deposited dose, the tumor type, and the characteristics of the targeted biological cells. On average, the RBE for protons is estimated to be around 1.1, while for heavier ions it is larger; in particular carbon has an average RBE of 3, making it more effective than both protons and photons 5 .
Another key quantity related to biological damage caused by ionizing radiation is the Linear Energy Transfer (LET). While the Bethe-Bloch ionization curve (or Stopping Power, Eq. (6)) quantifies the energy loss by the particle in traversing a material, the LET (commonly expressed


Fig. 5: (a) Survival fraction (number of surviving cells over the total) as a function of deposited dose, for photons and a generic ion. The RBE factor (Relative Biological Efficiency) is often indicated for two reference levels: $10 \%$ and $1 \%$ of survival fraction. (b) $\mathrm{RBE}_{\alpha}=\alpha_{i o n} / \alpha_{\gamma}$ as a function of LET for different particles; $\alpha_{i o n}$ and $\alpha_{\gamma}$ are the linear part of the survival curve for photons and ions, respectively, defined in Eq. 3], retrieved from experimental data with V79 hamster cells 164.
in $\mathrm{keV} \mathrm{mm}^{-1}$ ) indicates the energy absorbed by the medium, per unit distance, considering only energy transfers below a certain threshold $\Delta_{E}$ :

$$
\begin{equation*}
\operatorname{LET}_{\Delta_{\varepsilon}}=\frac{d E_{\Delta_{\varepsilon}}}{d l} \tag{4}
\end{equation*}
$$

where $d E_{\Delta_{\varepsilon}}$ is the average local energy absorbed, through collisions involving transfer energies lower than a specific value $\Delta_{\varepsilon}$ [17. If $\Delta_{\varepsilon}$ is set to infinite, LET results numerically equal to Stopping Power. The value of the energy threshold limits on the range of the secondary particles generated by the interactions; LET is therefore an estimation of the local ionization taking place in the close proximity of the particle trajectory. Usually, the energy threshold is set to exclude delta-rays, i.e. electrons freed by ionization but with enough energy to cause further ionization.
Protons and ions offer a higher LET with respect to photons; this is because the nature of the interaction of charged particle with matter implies that their energy deposition is continuously distributed along the particle trajectory, and concentrated around it. In fact, even for protons in the medical domain ( 200 MeV ), the maximum energy transferred to secondary electrons is about 500 keV , which translates in a range of around 2 mm in water 12 . Photons, instead, tend to produce more scattered and point-like interactions. For these reasons, photons are often referred to as low-LET radiation, while protons and heavier ions as high-LET radiation; moreover, the heavier the ion, the higher LET it can produce 4 .
Fig. 5 (b) shows the RBE of different ions, as a function of their LET. Generally higher LET values lead to a stronger biological effect, as higher energy deposition causes more damage to the biological tissues. However, as LET increases RBE reaches a maximum, followed by a decrease of the biological effect of the radiation. The position of the maximum RBE is related to an average distance between ionizing interactions that is around 2 nm , corresponding to the average separation between the two strands forming a DNA helix, therefore increasing the chance of a double DNA break. At higher LET, a single ionization is sufficient to fatally damage the cell, so the energy deposited by successive ionization is wasted; additionally, it requires a lower number of higher LET particles to reach the total planned dose, thus the number of spared cells increases, and so does RBE 4. The position of the maximum RBE peak is located at higher LETs for heavier ions.
Another crucial factor in cancer treatment is the oxygenation level of the cells under irradiation.


Fig. 6: Survival fraction as a function of the dose of human kidney cells after irradiation with X-rays (dotted black lines) and carbon ions with different LET (dashed blue lines and solid red lines); the survival fraction trends are shown for hypoxic (bold lines) and normally oxygenated cells; the lack of oxygen hinders the cell elimination. Experimental data 4 18

As tumors grow in size, to sustain their increasing mass, they require increasingly more oxygen, which the body struggles to provide. For this reason, areas with a lower oxygen level tend to form, especially at the centre of larger tumors. Hypoxic conditions have been seen to lead to a higher biological resistance to radiation damage, with respect to normally oxygenated (aerobic) tissues [4, i.e. healthy tissues are more sensitive to radiation than tumor tissues. This effect can be quantified by the Oxygen Enhancement Ratio (OER):

$$
\begin{equation*}
\mathrm{OER}=\frac{D_{\text {hypoxic }}}{D_{\text {aerobic }}} \tag{5}
\end{equation*}
$$

where $D_{\text {hypoxic }}$ and $D_{\text {aerobic }}$ are the dose required to have the same survival fraction on hypoxic and aerobic cells respectively. A widely accepted explanation for the radiation resistance caused by low oxygenation is still missing 4 .
Fig. 6 shows survival ratio curves for X-rays and carbon ions with a lower, and a higher LET, relative to cells with normal or low oxygenation; the results are retrieved from experimental data on human kidney cells 18. As shown in the graph, the effectiveness of radiation is reduced when dealing with hypoxic cells, however the difference is less pronounced for the higher-LET particle. For X-rays the average OER is on average 3: in hypoxic conditions it takes three times the dose, with respect to aerobic conditions, to achieve the same survival fraction. For particles with low-LET values, as ${ }^{12} \mathrm{C}$ at high energies, the OER value is around 2.6, while for high-LET values (i.e. ${ }^{12} \mathrm{C}$ close to the Bragg peak), the OER value decreases down to 2 [5]. The OER decreases with the ion mass.

### 2.2 The physics of proton and hadron-therapy

Protons and heavy ions in matter travel along a roughly straight trajectory, continuously losing energy by Coulomb inelastic interactions with atomic electrons; in fact, the electron mass is too low to substantially deviate a proton $\left(m_{p} / m_{e}=938.272 \mathrm{MeV} / 0.511 \mathrm{MeV} \approx 1836\right)$, let alone heavier ions. The energy-loss rate of a charged particle via ionization is described by the BetheBloch formula, Eq. (6).
At the same time, proton interact with the positive-charged atomic nuclei via Coulomb elastic scattering, which causes the deflection of the particle trajectory. The probability distribution of the deflection angle is parameterized by the Rutherford's cross-section, Eq. (18).
Hadrons can also undergo nuclear inelastic interactions with the nuclei; nuclear interactions are less frequent; around $20 \%$ of 200 MeV protons undergo nuclear inelastic reactions along their
path 5. In this case, the projectile overcomes the Coulomb barrier of a positively charged nucleus and gets in contact with the nucleons, producing secondary particles (see Sec. 2.2.3).

### 2.2.1 Energy loss and mean Range

The mean energy loss rate per unit length, or Stopping Power $S_{p}\left(S_{p}=-\mathrm{LET}_{\Delta_{\varepsilon} \rightarrow \infty}\right)$, of a projectile particle in a material via inelastic Coulomb interactions with electrons can be described by the Bethe and Bloch formula [19, 20 (a quantistic extension of the Bohr calculation 21):

$$
\begin{equation*}
S_{p}=-\left\langle\frac{d E}{d x}\right\rangle_{e l}=\frac{4 \pi}{m_{e} c^{2}} \cdot \frac{n z^{2}}{\beta^{2}} \cdot\left(\frac{e^{2}}{4 \pi \varepsilon_{0}}\right)^{2} \cdot\left[\ln \left(\frac{2 m_{e} c^{2} \beta^{2}}{I \cdot\left(1-\beta^{2}\right)}\right)-\beta^{2}-\frac{\delta}{2}-\frac{C}{Z}\right] \tag{6}
\end{equation*}
$$

where $m_{e}$ is the electron mass, $\beta$ is the projectile speed in units of $c, z$ is the the projectile electric charge, $I$ is the mean excitation potential of the material, $\delta$ is the outer electrons shielding correction, and $C$ is a shell-correction parameter; the last two terms were added as relativistic corrections 22 . The electron density $n$ can be calculated with:

$$
\begin{equation*}
n=\frac{N_{A} \cdot Z \cdot \rho}{A \cdot M_{u}} \tag{7}
\end{equation*}
$$

where $N_{A}$ is the Avogadro number, $Z$ and $A$ are the material atomic and mass number respectively, $\rho$ is the mass density of the absorbing material, and $M_{u}=1 \mathrm{~g} / \mathrm{mol}$. The maximum energy loss is achieved for particles velocity of:

$$
\begin{equation*}
v \approx z^{\frac{2}{3}} v_{0} \tag{8}
\end{equation*}
$$

where $v_{0}=e^{2} / \hbar$ is the Bohr velocity, for which the corresponding $\beta$ is $e^{2} / \hbar c=1 / 137$ (4). At particle speeds lower than $z^{\frac{2}{3}} v_{0}$, the particle charge has to be substituted 23:

$$
\begin{equation*}
z \rightarrow z_{\mathrm{eff}}=z\left[1-\exp \left(-125 \beta z^{-\frac{2}{3}}\right)\right] \tag{9}
\end{equation*}
$$

to consider the decrease of mean projectile particle charge due to ionization and recombination processes. The energy-loss expression in Eq. (6), is an average quantity for a particle beam. Due to statistical fluctuations in the single ionization processes, a single particle experience an actual energy loss which is distributed as a Landau distribution, around the mean value defined by the Bethe-Bloch formula (see Sec. 2.2.2).
The precise estimation of the parameter $I$, the mean excitation potential, is fundamental for the range calculation of a particle in a given material; in a compound, it can be estimated as:

$$
\begin{equation*}
\ln (I)=\left(\sum_{i} \frac{\omega_{i} Z_{i}}{A_{i}} \ln \left(I_{i}\right)\right)\left(\sum_{i} \frac{\omega_{i} Z_{i}}{A_{i}}\right)^{-1} \tag{10}
\end{equation*}
$$

where $Z_{i}$ and $A_{i}$ are the atomic charge and mass of the $i$-element, $\omega_{i}$ is its mass ratio and $I_{i}$ is its mean excitation potential. Values of $I$ for water, obtained with energy loss measurements with different particles, range from 75 eV to $79.7 \mathrm{eV} / 5$.
The Bethe-Bloch equation (Eq. (6) shows how the Stopping Power is strongly related to the properties of the absorbing material, especially depending on the material density. In fact, the factor $Z / A$ varies less than $20 \%$ for biologic materials, and, although the excitation potential $I$ can vary from 19 eV for ${ }^{1} \mathrm{H}$ to 820 eV for ${ }^{208} \mathrm{~Pb}$, the dependence on this parameter is logarithmic. However, energy loss is linearly proportional to the mass density, whose values can cover a range of three orders of magnitude in a human body: from air in the lung ( $0.0012 \mathrm{~g} / \mathrm{cm}^{3}$ ) to cortical bone (up to $2 \mathrm{~g} / \mathrm{cm}^{3}$ ). Clearly, that precise knowledge of the tissue density distribution is essential to plan a proton therapy treatment with sufficient accuracy 12 .

Often the Stopping Power of a given material $S_{p}{ }^{\text {mat }}$ is expressed in terms of the relative stopping power RSP:

$$
\begin{equation*}
\mathrm{RSP}=\frac{S_{p}^{\operatorname{mat}}(E)}{S_{p}^{\mathrm{H}_{2} \mathrm{O}}(E)} \tag{11}
\end{equation*}
$$

where $S_{p}^{\mathrm{H}_{2} \mathrm{O}}$ is the Stopping Power in water; both the Stopping Powers are considered at the same particle energy. The Relative Stopping Power is a convenient quantity, as water is taken the reference in many aspects of radiobiology; RSP is practically independent from the energy of the particle, in medical applications: Fig. 7 shows the dependence of RSP on the proton energy, for three different materials. The materials considered are: compact bone (ICRU-119), with a density of $1.8 \mathrm{~g} \mathrm{~cm}^{-3}$, and including a number of different elements such as $\mathrm{H}, \mathrm{C}, \mathrm{N}, \mathrm{O}$, $\mathrm{Mg}, \mathrm{P}, \mathrm{S}$, and Ca; skeletal muscle (W\&W type 1), with a density of $1.058 \mathrm{~g} \mathrm{~cm}^{-3}$ and including, among others elements, K, S, P, and Cl; polyvinyltoluene (PVT, $\mathrm{C}_{9} \mathrm{H}_{10}$, ICRU-570) with a density of $1.032 \mathrm{~g} \mathrm{~cm}^{-3}$; dry air (ICRU-104) with a density of $1.63 \times 10^{-3} \mathrm{~g} \mathrm{~cm}^{-3}$. The plots in Fig. 7 were produced from Stopping Power table calculated with the Monte Carlo software SRIM 24.


Fig. 7: Relative Stopping Power for different materials, compact bone (ICRU-119), skeletal muscle (W\&W type 1), polyvinyltoluene (ICRU-570), dry air (ICRU-104), with respect to water (ICRU-276). Stopping Power tables calculated with the Monte Carlo software SRIM 24. RSP is re-scaled a factor $\rho_{\mathrm{H}_{2} \mathrm{O}} / \rho_{\text {mat }}$, to count for the large difference in density.

The Relative Stopping Power shows a small variation with energy, about $1 \%$, over two orders of magnitude from 2 to over 250 MeV , for muscle and PVT; for materials as compact bone, RSP varies up to $3 \%$ over the same energy range. More noticeable differences are visible below 2 MeV , at which however the proton range in water is about $78 \mu \mathrm{~m}$. The data in Fig. 7 are obtained from Stopping Power tables calculated with the SRIM Monte Carlo software 24; RSP values are re-scaled by a factor $\rho_{\mathrm{H}_{2} \mathrm{O}} / \rho_{\text {mat }}$, to take into account the differences in density between the considered materials.
Range is defined as the depth inside a material where half of the particles have come to rest, as presented in Fig. 8 which shows the normalized fluence of a proton beam in water. The mean range is defined as the depth at which the beam fluence reaches the half-height. Due to statistical fluctuations affecting the energy-loss of single particles, the rest points of the particles are distributed around the mean range value. The concept of range does not apply to a single particle, but only for an ensemble beam. Moreover, for particle as photons, which get absorbed with an exponential law, the range can not be defined in these terms.
From the beam entrance point up to the fall-off point, the fluence undergoes a constant reduction, which is caused by the removal of particles due to nuclear interactions with the nuclei of


Fig. 8: Normalized fluence $\Phi$ of a proton beam as a function of the depth in water. The progressive loss of particles along the path is given by nuclear interactions, while the final steep fall-off is given by particles coming to rest after losing all their kinetic energy to electrons. The normalization reference is set near the end of the path after nuclear losses and before the final fall-off 12 .
the medium. For the beam range estimates, only particles not affected by nuclear interactions are considered 12 .
The range of a mono-energetic beam can be defined as:

$$
\begin{equation*}
R(E)=\int_{0}^{E}\left\langle\frac{d E^{\prime}}{d x}\right\rangle_{e l}^{-1} d E^{\prime} \approx \sum_{0}^{E}\left\langle\frac{d E^{\prime}}{d x}\right\rangle_{e l}^{-1} \Delta E^{\prime} \tag{12}
\end{equation*}
$$

where $E$ is the initial energy of the beam, and the sum is a discrete step approximation. To be precise, the previous equation defines the particles average path-length, which is equal to the average range when the particles path is considered strictly linear, thus neglecting lateral MCS scattering (which will be discussed in Sec. 2.2.2). In reality, due to multiple scattering, a particle beam progressively spreads when travelling in a medium; therefore the range, which is the lateral projection of the path length, is slightly shorter than the latter (usually of less than $0.5 \%)$.
Particles ranges can be estimated from an analytical relation, which was empirically identified by Bragg and Kleeman, in 1905. Their formula associates, through a power law, the particle range with energy in a given target material 7:

$$
\begin{equation*}
R(E)=\alpha E^{p} \tag{13}
\end{equation*}
$$

where $\alpha$ and $p$ are particle and material-dependent parameters, to be derived experimentally 25 [26. Figure 9 (a) shows range-energy curves for typical ions used in hadron-therapy, from Monte Carlo simulations. The range for ions with the same energy per nucleon scales with a factor of $\mathrm{A} / \mathrm{Z}^{2} .4$.
Range estimations using the analytical approximation given by the Bragg-Kleeman rule, Eq. (13), are more practical than calculating the Bethe-Bloch numerically. From experimental measurements, the power law is correct in the energy range between 1 and 300 MeV , as visible is Fig. 9 (b), which is more than adequate for biological applications; in fact in this field, particle ranges of interest typically span between 1 mm (the typical voxel size in medical imaging) to about 30 cm (the deepest site in the human body), corresponding to about 11 and 220 MeV respectively for protons in water 12 .


Fig. 9: (a) Simulated (SRIM) range in water as a function of energy, of different particles of interest for hadron-therapy 4. (b) Range vs proton energy in polystirene-based scintillator material (from NIST data tables (27) and fit with the Bragg-Kleeman rule (Eq. (13), $R=\alpha E^{p}$ ); fit performed in the $[1 ; 300] \mathrm{MeV}$ range. $(\alpha=0.00279 \pm 0.00006) \mathrm{g} / \mathrm{cm}^{2}, p=1.726 \pm 0.004$.

### 2.2.2 Range and lateral straggling

As introduced previously, the energy loss rate calculation of Bethe-Bloch formula, Eq. (6), describes an average behaviour over a number of particles. The stochastic nature of the single inelastic Coulomb scattering, integrated over a wide number of collisions, leads to statistical fluctuations of the energy loss rate, called energy straggling. The energy loss fluctuations cause variations in the total length of the particles trajectories, thus a dispersion of their stopping position and a broadening of the Bragg peak; this effect is named range straggling.
A particle passing through a layer of material, suffers an energy loss $\Delta E$, which is distributed according to a probability density function (PDF), that was studied by Vavilov 28 and Landau 29, for thin and intermediate thicknesses respectively. Fig. 10 (a) shows the normalized energy loss distribution for protons in absorbers of different thicknesses; the thickness is expressed in terms of mean-free-path. In the graph, the energy loss distributions relative to thin and intermediate thicknesses ( $a$ to $d$ ) show an asymmetric shape, with the most probable value placed at lower energies than the mean value and a long tail at higher energies. The shape of the energy loss distribution is described by a Landau distribution. The mean value is related to the Bethe-Block formula (6). The distribution shape is given by the fact that the energy loss is dominated by by small energy transfer interactions, lower-bound by the minimum energy necessary to cause a ionization, in addition to less-likely higher-energy interactions which generate $\delta$-rays.
In thicker absorbing layers, the number of single interactions increases, and for the central limit theorem, the Vavilov-Landau distribution describing the energy loss can be approximated by a Gaussian distributions (as studied by Bohr |31|32). This effect is visible in Fig. 10 (a), where the distributions relative to the thicker absorbers ( $f$ and $e$ ) show a distribution progressively more symmetrical. The selection parameter for an appropriate theory, for a given absorber thickness, is often based on a reduced energy loss factor:

$$
\begin{equation*}
k=\frac{\xi}{\Delta E_{\max }} \tag{14}
\end{equation*}
$$

where $\xi$ is the mean energy loss and $\Delta E_{\max }$ is the maximum energy loss in a single event; the transition between the Landau (lower values of $k$ ) and the Bohr/Gaussian (higher $k$ ) regimes is commonly placed at $k=10$ 12.
According to Bohr approach, the energy loss distribution can be approximated by a Gaussian


Fig. 10: (a) Energy loss Probability Density Distributions (PDF) of 10 MeV protons for water absorbers of various thickness, expressed in units of mean-free-path ( $\mathrm{mfp} \approx 1.34 \cdot 10^{-6} \mathrm{~g} / \mathrm{cm}^{2}$ ) 30 . The single event energy losses are scaled for the mean energy loss in the entire absorber $\Delta_{a v}$; PDFs are normalized with unitary integral. (b) Measured energy loss curves for protons and ${ }^{12} \mathrm{C}$ ions with the same mean range in water. The plot shows the smaller energy loss straggling for the heavier ion, which leads to a more defined Bragg Peak 4
with a mean value $\langle d E / d x\rangle \Delta x$ and a variance $\left(\sigma_{E}^{\text {stragg }}\right)^{2}$, given by:

$$
\begin{equation*}
\left(\sigma_{E}^{\text {stragg }}\right)^{2}=4 \pi z_{\mathrm{eff}} Z e^{4} n \Delta x\left[\frac{1-\beta^{2} / 2}{1-\beta^{2}}\right] \tag{15}
\end{equation*}
$$

where $n$ is the electron density, defined in Eq. (7), $z_{\text {eff }}$ the effective projectile charge (Eq. (9)), and $\Delta x$ the layer thickness 5 .
The particles stopping position distribution can be similarly described by a Gaussian, centred at the mean range, and dispersion $\sigma_{R}^{\text {stragg }}$; the range straggling is related to the energy straggling $\sigma_{E}^{\text {stragg }}$ by the expression:

$$
\begin{equation*}
\left(\sigma_{R}^{\text {stragg }}\right)^{2}=\int_{0}^{E}\left(\frac{d \sigma_{E^{\prime}}^{\text {stragg }}}{d x}\right)\left(\frac{d E^{\prime}}{d x}\right)^{-3} d E^{\prime} \tag{16}
\end{equation*}
$$

The ratio between range straggling and range has been shown to be kinetic energy dependent by Bruno Rossi 33, and the relation can be described by:

$$
\begin{equation*}
\frac{\sigma_{R}^{\text {stragg }}}{R}=\frac{f}{\sqrt{m}}\left(\frac{E}{m c^{2}}\right) \tag{17}
\end{equation*}
$$

where $m$ is the particle mass and $f$ is a slowly varying function depending on the absorber 5 . For light ions stopped in water the relative straggling $\sigma_{R}^{\text {stragg }} / R$ is of the order of $10^{-3}$. The relative range straggling is smaller for heavier ions, due to the $1 / \sqrt{m}$ factor; e.g. for carbon the relative range straggling is a factor 3.5 smaller with respect to protons 4 . This effect is visible in Fig. 10 (b) where the energy loss profile for a proton and a carbon beam with the same mean range in water are presented; the carbon beam show a noticeably more sharp Bragg peak than the proton beam.
Experimental values of range and range straggling have been measured and tabulated by J. Janni 34, for protons with different energies in various materials. For protons in the energy
range of interest for therapy ( $\sim 200 \mathrm{MeV}$ ), the relative range straggling $\sigma_{R}^{\text {stragg }}$ is distributed between 0.9 and $1.2 \%$. Range straggling determines an intrinsic limit to the precision with which particle ranges can be measured and predicted.


Fig. 11: (a) Schematic diagram of a particle trajectory deviated by Multiple Coulomb Scattering while traversing a material. (b) Calculated beam spread for proton and ${ }^{12} \mathrm{C}$ ion beams in a typical treatment beam line. The initial beams lateral dimension is 5 mm . The beams exit the vacuum beam and travel 1 m in air before entering a water absorber (modelling a patient) 4 .

Protons and ions, while travelling in matter, interact multiple times with the positively-charged nuclei of the medium, via elastic Coulomb scattering, which causes deviations in the particle trajectory; in this Coulomb scatterings, the ion loses a negligible quantity of energy 12 . The deviation angle distribution of a single Coulomb scattering is described by the Rutherford differential cross-section 35:

$$
\begin{equation*}
\frac{d \sigma}{d \Omega}=z^{2} Z^{2} r_{e}^{2}\left(\frac{m_{e} c}{4 \beta p}\right)^{2} \sin ^{-4}\left(\frac{\theta}{2}\right) \tag{18}
\end{equation*}
$$

where $\theta$ is the final scattering angle, $\Omega$ is the solid angle, $r_{e}=2.8179 \cdot 10^{-15} \mathrm{~m}$ is the classical electron radius and $p$ is the particle momentum; given the inverse proportionality on $\theta$, small angular deflections are favored.
When dealing with thick targets, as in most clinical situations, the particle interacts with a large number of nuclei along its trajectory, and a single scattering approximation is not adequate; a schematic diagram of a particle trajectory undergoing Multiple Coulomb interactions in a medium is shown in Fig. 11 (a). In 1948, G. Molière developed a complete and complex Multiple Coulomb Scattering (MCS) formulation, including an analytical solution for the distribution $F\left(\theta_{f}, d\right)$ of the final scattering angle $\theta_{f}$ at depth $d$; however, in a small-angles approximation, Molière's solution can be expressed as a Gaussian distribution 36, with a standard deviation given by:

$$
\begin{equation*}
\sigma_{\theta}=\frac{1.41 \mathrm{MeV}}{\beta p c} z \sqrt{\frac{d}{L_{\mathrm{rad}}}}\left[1+\frac{1}{9} \log _{10}\left(\frac{d}{L_{\mathrm{rad}}}\right)\right], \tag{19}
\end{equation*}
$$

where $L_{\mathrm{rad}}$ is the material radiation length. Values for radiation lengths in different materials can be found tabulated in 37 ; for water $L_{\mathrm{rad}}$ is $36.8 \mathrm{~g} / \mathrm{cm}^{2}$. Fig. 11 (b) shows the transverse dimension of proton and ${ }^{12} \mathrm{C}$ beams traversing various materials in a common therapy line layout; it can be noted as denser materials tend to cause a larger lateral spread, such as water with respect to air, while heavier ions, as carbon, suffer a lower deviation than a lighter particle, such as proton. Moreover, particles with lower energies are, on average, deviated by
larger angles. For instance, a 200 MeV proton pencil beam in water at the end of its range, $(256 \mathrm{~mm})$ has a lateral spread of 5.5 mm .

### 2.2.3 Hadronic interactions



Fig. 12: Schematic representation of an inelastic nuclear collision, with fragment generation and deexcitation via evaporation and gamma decay 4

Protons and ions in matter can interact via hadronic interactions with the nuclei; these interactions can be either elastic or inelastic. In hadronic collisions, the projectile has enough energy to overcome the Coulomb barrier and interact with the nucleus via the short range strong interaction; if the collision is inelastic, light fragments from the hit nucleus, such as protons, neutrons, deuterons, tritons, and alpha, are emitted promptly. If the primary particle is also a heavy ion, the projectile is likely to undergo fragmentation as well. Both the quasi-projectile and quasi-target nuclei produced in the collision, can be generated in an excited state, which de-excite by light particles evaporation or gamma emission. The process is schematized in Fig. 12


Fig. 13: (a) Beam intensity as a function of depth in water of a proton beam, with or without nuclear interactions (black and red lines respectively); (b) Dose profile. Data from Monte Carlo simulations 5 .

Inelastic hadronic interactions remove particles from the beam, as can be seen in Fig. 13 (a), in which the intensity of a proton beam of the 200 MeV order decreases of about a $20 \%$ factor before reaching the end of its range. Heavier ions are more subject to nuclear interaction, as $a^{12} \mathrm{C}$ with the same mean range loses almost half of its particles before reaching the Bragg peak [5. The loss of particles along the path causes a decrease in energy deposition in the Bragg peak area, as visible in Fig. 13 heavy localized ionization takes place in the nuclear interaction points, due to the recoiling target nucleus and charged fragments. Fragments are lighter than
the original primary particle, but can be produced with high velocities; being lighter, the fragments can have ranges longer the original particle, and can ionize beyond the Bragg peak, as visible in the dose-depth profile of ${ }^{12} \mathrm{C}$ in Fig. 2 The effect on the total dose deposition from secondary particles is small but not negligible, as secondary protons are responsible for about $10 \%$ of the total deposited energy in a proton beam treatment; the dose generated by heavier fragments adds up to about $1 \%$ of the total 12 .
Secondary neutrons can be dangerous, as they are charge-neutral and can travel tens of centimetres before interacting again with a nucleus in an unpredictable position; in that location, localized ionization spots are created. At the same time, depending on the position of their generation, neutrons can exit the patient's body without interacting; it has been found that the dose from neutrons is a factor 10 lower than the dose produced by charged fragments 12 . Hadrons can also interact with the material nuclei via elastic nuclear collisions, however the contribute of this process to the energy loss begins to dominate at very low energies $E \lesssim 10 \mathrm{keV} / \mathrm{u}$, namely in the last microns at end of the particle path; this process is therefore neglected in most of particle therapy applications 5.

### 2.3 Brief historical overview of the hadrotherapy

The X-rays were discovered by Wilhelm Conrad Röntgen in November 1895 at Würzburg, Germany 38; by the first months of the following year, the newly identified form of radiation was already being used to treat skin conditions, without any understanding of the physics, or the possible side effects. The radiation therapy with X-rays continued to improve during the $20^{\text {th }}$ century, from the Röntgen discovery, up until the 80 s, where the technique reached its maturity with the development of the Intensity-Modulated X-ray Therapy (IMXT), the technique still in use today 39 .
Ion therapy was first proposed by Robert R. Wilson in 1946, suggesting the use of machineaccelerated protons for medical purposes 40 . Wilson received his PhD under the supervision of Ernest O. Lawrence, who founded the Lawrence Berkeley National Laboratory in Berkeley, California, and developed the first cyclotron. The clinical use of protons started in 1954, with a limited number of experimental treatments 41, while a couple of years later C. O. Tobias began studies on the medical applications of heavier ions, such as ${ }^{20} \mathrm{Ne} 42$; the nuclear physicist was interested in the biological effects of ionizing radiation on living cells, and grasped the advantages of ions over other types of radiation 39 .
Over the following decades, numerous experimental physics facilities developed the possibility of administering proton therapy and the technique began to spread: the second laboratory after Berkeley was in Uppsala, Sweden in 1957; in 1961 proton neurological radiosurgery was performed at the Massachusetts General Hospital, while other intracranial adenomas were treated at Harvard in 1963 39. Early proton therapy facilities were instituted in Russia: Dubna in 1967, Moscow in 1969 and at St. Petersburg in 1975; slightly later in Japan at Chiba in 1979 and Tsukuba in 1983. In 1985 treatments began in at the Paul Scherrer Institute, Switzerland 39 .
A dedicated hospital facility was designed in 1970 at Loma Linda University Medical Center (LLUMC), Loma Linda, USA, while the previous treatment facilities were born in physics laboratory; the LLUMC centre also pioneered computed-assisted treatment planning, in conjunction with computed tomography imaging methods (see Fig. 14), which significantly improved the accuracy and effectiveness of the treatment |39.
In addition to protons and heavier ions, other charged hadrons were investigated for medical use: in 1961 negative pions were proposed 44, and tests were conducted in a few centres around the world (as PSI 45), however no clinical centers were realized 39 .


Fig. 14: Example of the first computer-assisted treatment planning graphic visual output developed at LLUMC in the 1970s (left), the patient's body image is generated by ultrasound imaging. Treatment planning from the second LLUMC-developed planning software (right), in 1978, employing a Computed Tomography scan as image source 39 .

### 2.3.1 The present of hadron-therapy

By the end of 2020 more than 290,000 overall patients have been treated with Particle Therapy, worldwide, of which about 250,000 with protons, close to 40,000 with C-ions and about 3,500 with He , pions, and other ions 8 .
Hadron-therapy has steadily grown over the last decades, in terms of both number of treated patients and facilities in operation, as shown by the trends in Fig. 15. At the present day, more than 100 hadron-therapy facilities are operational in the world, with the vast majority exclusively with protons; a total of 12 facilities are equipped to deliver ${ }^{12} \mathrm{C}$ ions too 8 . At the top of the ranking for number of centres, are the USA, with 41 and Japan with 24 clinical locations; about 40 centres are operative in Europe, with three in Italy: INFN-LNS in Catania 46, APSS in Trento 47, and CNAO in Pavia, which is the only one capable of producing carbon ions 48. Moreover, worldwide, around 40 new facilities are planned, or in the construction phase.


Fig. 15: (a) Number of new hadron-therapy facilities each year and cumulative sum, from 1969 to 2019 (49. (b) Number of total patients treated with protons and carbon separately, from 2007 to 2020 8.

Despite the number of available facilities and the increasing number of patients with hadrontherapy, the common X-ray radiotherapy remains vastly more employed; in fact, currently more than 7600 centres administering X-ray radiotherapy are active worldwide, and the number of patients annually treated is of the order of 5 million 50 |51.
The main factor limiting the diffusion of hadron-therapy is the high construction and operation costs of these facilities, including accelerators, beam lines, and patient delivery systems (gantries), together with their maintenance. The cost of a proton treatment, in fact, was calculated to be roughly twice than the cost of a photon treatment [52. In recent years, however,
the development of more compact and cost-competitive solutions for proton accelerators has shown promising results 53 .
Moreover, as will be discussed in more details in Sec. 3, hadron-therapy requires a delicate planning phase and preliminary imaging procedures, as the effectiveness of the process is affected by the tuning precision of the beam energy and aim. X-ray radiotherapy, producing a more broad and diffused energy deposition, is less susceptible to planning imprecisions.
Finally, the advantages of hadron-therapy over radiotherapy are fully exploited only in a fraction of the tumors; in the majority of the cases, in fact, when tumors develop in less delicate areas or are more superficial, the intrinsic advantages in terms of precision offered by the ion therapy is still overshadowed by the cost effectiveness of the X-ray therapy 9.

## 3 Proton Computed Tomography

### 3.1 The medical reasons

The effectiveness of proton therapy for tumor treatment is intrinsically related to the accuracy of the treatment planning, which is based on the information on the Stopping Power (SP) of the biological tissues. In fact, to precisely match the depth of the Bragg peak with the position of the targeted area, the exact tissue distributions and their Stopping Powers, along the entire particle path within the body, have to be known with precision, in order to tune the beam energy accordingly 54 . Currently, the SP measurements are obtained with conventional X-ray Computed Tomography (CT). An X-ray tomographer consists of a rotating structure including an X-ray beam generator and a position-sensitive photon detector, usually scintillator-based. The photon beam invests the patient, placed at the centre of the apparatus, while the detectors record the intensity of the transmitted beam; a 2-dimensional absorption map is therefore obtained for each imaging angle. The scanning proceeds with the generator-detector pair spiraling along the rotation axis, to cover the patient's volume of interest [55]. The series of absorption maps are then processed with a reconstruction software, which from line integrals produces a 3-dimensional map of the local absorption coefficient of the tissue; usually the scanned area is divided into sub-millimeter cubic boxes (voxels) in which the material is considered homogeneous. The local absorption coefficients are expressed as Hounsfield Units (HU, also known as CT numbers), defined as:

$$
\begin{equation*}
H U=1000 \cdot\left(\frac{\mu-\mu_{w a t e r}}{\mu_{\text {water }}-\mu_{\text {air }}}\right) \tag{20}
\end{equation*}
$$

where $\mu$ is the linear attenuation coefficient of the given material, $\mu_{\text {water }}$ and $\mu_{\text {air }}$ are the attenuation coefficients of distilled water and air at standard pressure and temperature; since the attenuation coefficient of air is nearly zero, a variation of one Hounsfield Unit corresponds to a change of $0.1 \%$ of the water attenuation coefficient 56.
For proton therapy, the HU values have to be converted into Stopping Power values, using an empirical calibration curve, as the one presented in Fig. 16. therefore, the quality of the curve directly affects the accuracy of the treatment 54. The accuracy of the calibration curve is affected by various drawbacks. The curve is outlined from a series of empirical measurements of the HU-SP correlation in different samples, and the intervals between the points are interpolated; the result of the HU measurements, however, depend on the X-ray spectrum at the point of interest, which is affected by both the source type and the materials traversed by the photons up to the measurement depth. This latter effect is also referred to as beam hardening, which leads to the fact that the HU-SP calibration curve has to be traced for each specific CT-scanner and should also contain a dependence on, at least, the dimensions of the scanned object 54 .
Moreover, the linear attenuation coefficient for photons depends on the atomic number $Z$, while the proton Stopping Power depends on $Z / A$ (see the Bethe-Bloch Eq. (6)), causing a non unique-correspondence between HU and SP. In fact, the linear attenuation coefficient for a polyenergetic X-ray beam with a peak energy less than 1.02 MeV in a composite material can be estimated as:

$$
\begin{equation*}
\left\langle\mu_{x}\right\rangle=\rho_{e}\left(K^{p h} \tilde{Z}^{3.62}+K^{c o h} \hat{Z}^{1.86}+K^{K N}\right) \tag{21}
\end{equation*}
$$

where $\rho_{e}$ is the material electron density, $K^{p h}, K^{c o h}$, and $K^{K N}$ are the constants for the photoelectric interaction, coherent scattering and Compton scattering respectively; $\tilde{Z}$ and $\hat{Z}$ are two slightly differently defined effective atomic numbers 57 . The $K^{p h}, K^{c o h}$, and $K^{K N}$ coefficients are specific for each CT scanner. As visible in Fig. 16, the HU curve covers a large variety of tissues, and different interpolation lines are present, especially where tissues of different nature (e.g. muscular, bone, or adipose tissues) meet, as can be noted in the enlargement box of the figure. All these complications lead to an accuracy of the proton range prediction of about


Fig. 16: Calculated (HU scaled, SP) pairs for biological tissues grouped into soft tissue and bone (behind). In the enlarged graph the soft tissue group is again split into five categories. The different lines show the three linear fits to the calculated soft tissue, adipose and bone ( $\mathrm{HU}, \mathrm{SP}$ ) pairs and the chosen calibration curve 54 .
$1.1 \%$ for soft tissues and $1.8 \%$ for bone, which converts to a precision of $1-3 \mathrm{~mm}$ in most applications [54]; however range uncertainties in certain regions of the head can be as large as 15 mm 56 |58.
Different approaches have been explored in order to overcome these limitations. One of the most promising ones is the Dual-Energy CT (DECT), which operates similarly to regular X-ray CT, but it uses two photon sources with two different spectra 59. It has been shown that DECT has the potential of lowering the range prediction accuracy by up to a half percentage point 60 61.
Despite all the efforts to improve the proton Stopping Power values estimation from the X-ray CT, the ideal way to obtain those values is to bypass the HU-RSP conversion and directly measure them from proton energy loss measurements 54 . The procedure consists in using protons for imaging purposes is known as proton Computed Tomography, or pCT. Proton CT has the potential of obtaining range predictions with a lower and more consistent uncertainty than the currently used X-ray CT, closer to the physical limit of $\sim 1 \%$ given by range straggling 58 . Studies have found that the accuracy of the RSP values can be potentially a factor 2.5 better for pCT respect to X-ray CT 62 .
Moreover, numerous studies proved the advantage of pCT over X-rays CT, in terms of dose delivered to the patient, up to a factor 100 lower for a scan of the same area 58626364 .
Nowadays several proton Computed Tomography scanner prototypes are being studied around the world, mainly in the USA, Europe and Japan. The vast majority of the current setups have converged to a configuration similar to the scheme presented in Fig. 17 a proton tracking system, to measure the positions and directions of the individual particles entering and exiting from the object of the imaging, coupled with a residual energy detector 65. Every tomographer foresees the possibility of rotating either the entire scanner around the object or the object around its vertical axis.
The sensors employed for the tracking system are, in most cases, based on Silicon Strip Detectors (SSD) technologies, as in $66-69$, or also $x-y$ Scintillating Fiber (Sci-Fi) planes 70 . For the residual energy detector, scintillator-based systems are employed almost exclusively, due to their lower cost with respect to other detector designs, intrinsic fast timing response, and possibility to cover large areas; an exception is represented by the PRaVDA Collaboration, which has opted for a solid-state residual energy detector 68 and will be presented more in


Fig. 17: Schematic representation of typical pCT scanner layout.
detail in Sec. 3.3.3. In many cases the energy detector is operated as a Range Telescope. The 3D image reconstruction is performed in two main steps: first, the most probable path of each proton inside the scanned object has to be calculated, starting from the recorded hits on the tracker [71 (an implementation of this procedure is presented in Sec. 7]; then an iterative Algebraic Reconstruction Technique (ART) is usually employed to combine the path and energy-loss informations from the total number of protons into a progressively more refined image 64.
In the following section, a brief historical digression on the Computed Tomography technique is given, with a focus on pCT , mentioning some of the crucial efforts and the influential figures that characterized the evolution of the method. In the paragraphs 3.3.1 3.3.3 the state-of-theart of the pCT will be presented, with the description of some of the currently most promising pCT prototypes, with an overview of their concept and performances.
Proton tomography can also be effective as an imaging technique proceeding carbon-based therapy, as the RSP values can be easily scaled to account for the carbon nuclear charge from the Bethe-Bloch formula (Eq. (6)). On the contrary, carbon tomography is not viable: with respect to protons, carbon causes more damage to healthy tissue and bring more secondary dose due to nuclear interactions (fragmentation and neutrons).

### 3.2 History of proton Tomography

The first ancestor of the tomographic technique can be traced back to the so-called Focal Plane Tomography, or Stratigraphy 72 , presented at the Genova Hospitals Congress (Congresso Sanitario degli Ospedali di Genova) in 1930 by Alessandro Vallebona, an Italian radiologist and professor 73 . Vallebona developed the Stratigraphy method in order to dissociate the shadows of surrounding tissues from the areas of interest of a radiography. In Fig. 18 (a) the Vallebona Stratigraphy apparatus is shown: an X-ray tube and a radiography plate are situated at the opposing ends of a rod, which is able to rotate around a fulcrum, while the area to scan is placed at the centre of the system. After a small number of different projections, on the plate a sharp image of the area around the rotation axis would be generated, while further tissues would appear increasingly blurred and spread. The operating principle of the Vallebona apparatus is schematized in Fig. 18 (b).
Closer to the modern notion of X-ray tomography, William H. Oldendorf obtained a USA patent for a "radiant energy apparatus for investigating selected areas of interior objects obscured by dense material" in 1963 75 76, while the first commercially viable Computed Tomography scanner, also known as the EMI CT 1000 scanner, was developed by Godfrey Hounsfield in 1967 75. Electric and Musical Industries (EMI) was a large business group and record label


Fig. 18: (a) Vallebona Stratigraphy apparatus. The X-ray tube and the radiography plate are placed at the opposing ends of a rod; a rotating movement could be impressed to either the object or the tubeplate structure. (b) Operating principle of the Stratigraphy. (c) Dr. Alessandro Vallebona (1899-1987) 74 73.
conglomerate in the music industry, known for having signed the Beatles ${ }^{11}$ and also conducting research in electrical instrumentations, and computers. The Hounsfield scanner was installed at the Atkinson Morley Hospital in Wimbledon, England, and the first patient brain-scan was done on 1 October 1971 75. The images were computer-processed, using algebraic reconstruction techniques developed by Allan M. Cormack in 1961 78. These images had, relative to modern standards, an extremely low resolution, with only $80 \times 80$ pixels, as visible in Fig. 19 .75. Both Cormack and Hounsfield received the Nobel Prize in Medicine in 1979, "for the development of computer assisted tomography" 79 .


Fig. 19: First Computed Tomography on a human patient, performed at the Atkinson Morley Hospital in 1971, by G. Hounsfield with an EMI CT 1000 scanner. A cyst is visible in the right frontal lobe of the brain. The diagnosis was confirmed by the subsequent surgical findings 80 .

The proposed usage of protons for imaging purposes can be traced back to the 60 s, when Allan Cormack, in 1963, suggested exploiting charged particles to obtain density map measurements

[^0]in biological tissues. In fact, the relatively high variability of density, even in tissues of the same nature, made it difficult for the radiotherapists to precisely calibrate the Bragg peak depth for the recently born proton therapy 78 81. In 1968 A. M. Koehler produced a radiography of an object, using 137 MeV protons at the Harvard University Cyclotron Laboratory, noting a higher image contrast but worse spatial resolution with respect to photons 82. M. Goiten of the Lawrence Berkeley Laboratory, USA, in 1972 presented the first 3-dimensional tomographic reconstruction obtained from charged particles with an iterative algorithm; in particular a 840 MeV alpha beam was used on a plastic phantom containing inserts of different materials 83. In the same article he recognized the potentiality of the technique for measuring 3 -dimensional stopping power distributions as a direct support for ion therapy. Four years later Cormack and Koehler investigated using protons to measure fine density variations in tissues, and were able, with 158 MeV protons, to sharply distinguish density differences as low as $0,5 \%$, even with an admittedly rudimentary equipment; the Cormack and Koehler apparatus, operating at the Harvard cyclotron, consisted of a plastic phantom containing sugar solutions and two sodium iodine scintillator readout by photomultiplier tubes 84 .
Extensive studies on different aspects of proton tomography were conducted between 1977 and 1982, by K. N. Hanson at the Los Alamos Meson Physics Facility (LAMPF) in New Mexico, USA. Phantoms with different inserts were scanned using 192 and 204 MeV protons, a multi-wire chamber as tracker and a HPGe detector for calorimetry; the images were reconstructed employing a filtered back-projection algorithm that considered proton paths as straight lines 63 85. The same phantoms were also scanned using an EMI 5005 X-ray CT scanner; the resulting X-ray and proton images are presented in Fig. 20 (a) and (b) respectively.


Fig. 20: (a) $320 \times 320$ pixels display from the EMI 5005 X-ray CT scanner. (b) Proton CT reconstructions of a 30 cm phantom performed by Hanson in 1979 at Los Alamos Meson Physics Facility (LAMPF). Images from 63. Note the higher contrast for protons but the better X-ray resolution.

Hanson reported the substantial advantage in terms of deposited dose for the proton CT with respect to X-ray CT in order to obtain the presented scans, with the latter offering however a better spatial resolution and image sharpness. Moreover, he recognized that for the realization of a competitive and commercially viable pCT scanner the technology of the time was not yet sufficient, considering also the costs and impracticability for the production of a proton beam 63. The same group a few years later performed, with an apparatus including a range telescope, the first proton tomography on human organs, in particular a human heart and brain from a recently deceased person; comparing the results with images obtained with commercial CT scanners, the proton tomography showed less visible reconstruction artifacts 86 | 87 .
In 1994, U. Schneider and E. Pedroni, at Paul Sherrer Institute (PSI, Switzerland), showed that proton radiography could represent a useful tool to use in proton therapy, in conjunction with regular CT , to overcome the limitation of the latter in recognizing tissues inhomogeneities; the proton range prediction improvement was estimated to be better than a factor 2 when including proton measurements 88 . Exactly ten years later, a larger group from the same institute, performed the first proton radiography on a live patient: a dog that was being treated with proton therapy for a nasal tumor. The dose that the dog received during exposure was reported
to be approximately a factor $50-100$ smaller than for a comparable X-ray image 62 . Finally, the first cone beam proton CT was presented in 2000 , operating with 160 MeV at the Harvard cyclotron; the scanner included a $\mathrm{Gd}_{2} \mathrm{O}_{2} \mathrm{~S}: \mathrm{Tb}$ screen, which produced a light spark with intensity proportional to the proton energy, and recorded by a CCD camera. The Stopping Power measured with protons were found in better agreement with the expected values than the ones obtained with conventional X-ray CT, once the effects of MCS blur was taken into account 89.

### 3.3 Proton Tomography: the state-of-the-art

### 3.3.1 UCSC-LLU-NIU Phase II

In 2003 a collaboration, aimed at developing a proton tomography scanner prototype, was created, with the joint efforts of the University of California Santa Cruz (UCSC), the Loma Linda University (LLU) and the Northern Illinois University (NIU) 65; the first prototype was built and tested in 2007 90. In 2012 an upgrade of the original apparatus, labeled Phase II, was assembled and tested. As presented in Fig. 21. Phase II includes a tracking section and a scintillator-based energy detector.


Fig. 21: A schematic representation of the Phase II pCT scanner, showing the tracking system and the five blocks calorimeter. Image from 66 .

The tracking detector of Phase II employs silicon strip detectors; in particular, the scanner uses single-sided sensors produced for the Fermi-LAT telescope 91. The strip sensor is $400 \mu \mathrm{~m}$ thick, with a $228 \mu \mathrm{~m}$ pitch; additionally, the silicon sensors are required to be enclosed in a light-tight case, equipped with $50 \mu \mathrm{~m}$ thick aluminum foils covering the particles entry and exit windows 66 .
The residual energy calorimeter consists in a UPS-923A polystyrene-based scintillator volume, divided along the depth into five blocks, each 5.1 cm thick and read out by individual photomultiplier tubes. The calorimeter is operated as a hybrid energy-range detector, where the total range of the particle is obtained by summing the depth of the completely traversed blocks plus the residual range in the last traversed block, calculated from an energy measurement. The calorimeter can distinguish one proton at the time, with an upper limit of the acquisition rate was measured at 1.2 MHz 66 .
Tests with 200 MeV protons carried out at Loma Linda University Medical Center (LLUMC). Fig. 22 (a) shows and example of image reconstruction performed with the Phase II scanner, the object is a CatPhan 404 phantom; the image is obtained with $1.5 \cdot 10^{6}$ protons per each of the 90 rotation angles. The phantom contains a number of biological equivalent samples and the obtained RSP values are compared with expected values retrieved from Monte Carlo simulations, as shown in Fig. 22 (b). The linear fit of the points in the graph indicates that RSP measurements have discrepancies from the predicted values on average smaller than $1 \%$.

### 3.3.2 The PRIMA Collaboration

The PRIMA (PRoton IMAging) collaboration is an all-italian project carried out in the INFN Commission CSN5 (Commissione Scientifica Nazionale 5) and additionally funded by MIUR


Fig. 22: (a) An example of image reconstructed with data from the Phase II scanner; the scanned object is a CatPhan 404 phantom: a plastic cylinder with several cylindrical inserts of differing biological equivalent materials. (b) The measured RSP of the phantom inserts, correlated with the predicted values from Monte Carlo. The dashed line is a linear fit passing through the origin, with a slope of $0.994 \pm 0.00966$.
(Italian Ministry of Instruction, University, and Research) PRIN 2006. The PRIMA Collaboration includes personnel from the Universities of Florence, Catania and Sassari, INFN sections of Firenze, Catania, Cagliari, and Catania National Laboratories (INFN-LNS) 92.


Fig. 23: Schematic representation of the PRIMA pCT apparatus, including the scintillator-based calorimeter (a), tracker front-end boards (b), silicon microstrip sensor (c), tracker digital boards (d), the complete 4 tracking planes (p1-p4), a phantom (f), the beam pipe (g). Image from PRIMA Collaboration 67.

The PRIMA apparatus includes a silicon microstrip-based tracking section and a segmented YAG:Ce calorimeter, for residual energy measurements 93. In Fig. 23 a rendering of the apparatus is shown. The tracker is composed of four $x-y$ planes, that exploit the single-sided silicon microstrip technology by Hamamatsu, each plane including 256 strips with $200 \mu \mathrm{~m}$ pitch 67 . The thickness of a single direction strip is $200 \mu \mathrm{~m} 93$. The surface covered by the tracker planes has an area of $5.1 \times 5.1 \mathrm{~cm}^{2}$.
The calorimeter, in the first iteration of the PRIMA scanner, included four scintillating volumes, each with a $3 \times 3 \mathrm{~cm}^{2}$ cross section and 10 cm depth, arranged as a $2 \times 2$ matrix. The scintillators are made of YAG:Ce (Yttrium Aluminum Garnet doped by Cerium), characterized by a decay constant of 70 ns , and read-out by Hamamatsu silicon photodiodes 94 ; given the decay time of the scintillators, the calorimeter is able to sustain a 1 MHz particle rate 93 . The depth of the calorimeter is tuned to completely absorb 230 MeV protons 67.
An upgrade of the initial PRIMA apparatus includes a larger field-of-view for both the tracker,
up to $5.1 \times 20 \mathrm{~cm}^{2}$, and consequently the calorimeter, $6 \times 21 \mathrm{~cm}^{2} 93$.
The scanner has been tested with low energy protons ( 62 MeV ) at LNS-INFN in Catania, and at Svedberg Lab in Uppsala, Sweden, with higher energies ( 180 MeV ) 94 . 67 . Using radiographic images of custom PMMA phantoms, the spatial resolution of the apparatus has been estimated to be below $300 \mu \mathrm{~m} 95$. The energy resolution of the PRIMA calorimeter has been measured to be around 2.6 MeV in the range $70-211 \mathrm{MeV}$. In recent test beams the system has been proven to reconstruct the correct tissues RSP with a maximum deviation of $1.6 \%$ between the measured and expected values 96 . The peak sustainable data rate is 80 kHz 96 .

(a)

(b)

Fig. 24: (a) The central 1.65 mm thick slice of the reconstructed image of a phantom tomography using 180 MeV protons. The grey levels are proportional to the absolute SP. (b) Comparison between measured RSP values expected values from a Geant 4 simulation of the inserts materials. The red line represent a linear fit of the data. In the box the region close to $\mathrm{RSP}=1$ is shown. Images from PRIMA Collaboration 96

### 3.3.3 PRaVDA

The PRaVDA consortium, constituted in 2013, takes a peculiar approach to the pCT challenge, developing a system completely based on solid-state detectors, instead of the common configurations that include a scintillating calorimeter. The PRaVDA detector employs silicon microstrip technologies developed for the ATLAS experiment at the High Luminosity Large Hadron Collider (HL-LHC, CERN) 68 by University of Liverpool. The silicon sensors are composed of a total of 2048 microstrips, with $90.8 \mu \mathrm{~m}$ pitch and a $150 \mu \mathrm{~m}$ thickness, for a covered area of $93 \times 96 \mathrm{~mm}^{2}$. The sensors can be read-out with a 26 MHz frequency, for up to 8 strips in parallel.


Fig. 25: A representation of the PRaVDA pCT system design. Two sets of three microstrip detectors are placed before and after the patient, in addition to a Range Telescope (RT), formed by interspaced microstrip planes and layers of passive PMMA absorber. Image from 97 .

The PRaVDA tracker includes two stations formed each by three planes of strip detectors, ar-
ranged in a $x-u-v$ configuration with a $60^{\circ}$ rotation between each plane, and a sensible area of $8.5 \times 8.5 \mathrm{~cm}^{2}$. This configuration was adopted to allow higher particle rates and to reduce the number of ambiguous hits in correlating coordinates between planes 68. In addition to the tracking system, the apparatus includes a Range Telescope, based on the same sensor design. The PRaVDA telescope is formed by 21 microstrip planes interleaved with 2 mm passive PMMA absorber sheets, equivalent to 2.6 mm of water; the proton range is estimated as the depth of the last hit silicon plane, with an uncertainty evaluated equal to $1.3 \%$ of the beam range. The apparatus has been tested with 125 MeV protons at iThemba LABS, South Africa; tests reported a RSP accuracy between 0.7 and $1.6 \%$ for different biological equivalent tissues, including water, adipose and bone tissues 68. The PRaVDA range telescope is designed to sustain acquisition rates of the order of the MHz 98 .


Fig. 26: A slice of the tomographic image of a spherical phantom containing inserts of three different materials (top left: water equivalent, top right: adipose equivalent, bottom: average bone equivalent). Image from PRaVDA Collaboration 68.

### 3.4 Present limitations of proton Tomography

Despite the long history, from its proposal in 1963 to the present days, and the numerous efforts and promising prototypes, the proton tomography procedure is still not clinically viable, as opposed to the widely established X-ray CT technique, due to physical, technological and accessibility limitations.
The main physical drawback of pCT with respect to X-ray CT is given by the Multiple Coulomb Scattering that protons undergo when traveling inside matter, while photons travel basically in a straight line 99 . In a pCT image reconstruction, considering the proton path as linear leads to a clinically insufficient spatial resolution; therefore, a most likely path calculation has to be performed for each proton 99 . Employing proton path reconstruction algorithms, a spatial resolution as low as $100-150 \mu \mathrm{~m}$ can be achieved, which is sufficient for clinical uses. Moreover, the proton spatial resolution is not uniform, as the reconstruction is expected to be less accurate near the centre of the scanned object 71 ; the resolution is also dependent on the beam energy: higher energy protons have a lower uncertainty; however, the maximum energy of the beam in proton therapy facilities is generally limited to $250-300 \mathrm{MeV}$, as higher energies are not necessary for the treatment 47. Given the non-linear path, proton hits in the upstream section of the tracker have to be associated to hits in the downstream section, a procedure that leads to a non-perfect reconstruction efficiency, depending on the number of simultaneous tracks recorded. Therefore, it is necessary to record more particles, to take into account the efficiency loss introduced by the reconstruction. Moreover, to achieve a lower spatial uncertainty, it is suggested to reject events with large scattering angles, thus further diminishing the fraction of acceptable particles 71. Finally, although path reconstruction techniques can be expected to improve in the future, the spatial resolution achievable using protons will be limited by their physical behaviour, intrinsically worse than photons 99100 . An application of a proton path
reconstruction method, with an evaluation on the calculation error, is presented in Sec. 7
Another physical limitation is represented by nuclear interactions; as introduced earlier, protons in the $200-250 \mathrm{MeV}$ can interact with the nuclei of the medium, producing in most cases neutrons, protons, or gamma rays. These types of events are of no interest for proton tomography, as only ionizing energy loss to electrons has to be considered, and have to be discarded from the analysis. On the other hand, they are a nuisance as they can generate additional signals in the detectors, either the tracker or the calorimeter, making the track recognition procedure more difficult. Finally, secondary particles from nuclear interactions constitute an additional source of dose for the patient; nevertheless, as discussed in Sec. 3.1. the expected dose for a pCT is still at least an order of magnitude lower than a X-ray CT.
At the present state another considerable limitation of the proton CT is the slow acquisition rate of the current prototypes, as even the fastest scanners nowadays can reach a sustainable particle rate of the MHz order 98 . In proton CT, in fact, each proton has to be recorded individually, which is a particularly challenging task to perform at high speeds. On the contrary, in X-ray CT, this requirement does not exist, as photons are not detected individually, and the transmitted beam intensity is measured instead. To perform an satisfactory pCT scan of an object with the dimensions of a typical human head, at least $10^{9}$ acceptable and completely reconstructed protons events are needed, net of the inefficiencies mentioned above 101. Even with the fastest available prototype, a complete pCT scan would take several minutes, which is not clinically acceptable. In fact, with such long scan durations, the patient's motion, especially due to breathing, will negatively affect the quality of the image. Shorter scanning times, in the order of 10 s or less, would allow the patient to hold their breath for the duration of the procedure, a measure already applied in certain instances for X-ray CT 102. Therefore, the goal acquisition rate for a viable pCT scanner would be of the order of hundreds of MHz .
Current state-of-the-art proton tomography scanner, to cope with the rate and precision requirements, are inevitably forced to employ frontier technologies in the field of particle detectors and engineering; such necessity usually comes with a high price tag. It is also worth noting that in the future, once a scanner design would have successfully completed the prototyping phase, the subsequent steps toward a commercialisation of the apparatus and an industrialization of the manufacturing process, would likely lead to a cut of the costs.
Finally, as discussed in Sec. 2.3.1 the proton CT is intended to be used in conjunction to proton therapy, which, despite its fast growth over the last decades, is still not as widespread as the more common radiation therapy with X and gamma rays: at the moment only about 100 hadron-therapy facilities are in function worldwide, compared with more than 7600 centres administering photon radiotherapy $8 \sqrt[50]{60}$. In the future, a greater accessibility of the proton and hadron therapy solutions would most likely induce a growth in demand for proton tomography.

## 4 The iMPACT project

### 4.1 The concept

The innovative Medical Proton Achromatic Calorimeter and Tracker (iMPACT) is a project funded by the European Research Council (ERC), through a Consolidator Grant 103, hosted by University of Padova and supported by the INFN Section of Padova. The goal of the project is to develop a fast and high resolution proton Computed Tomography scanner, capable of obtaining a range prediction resolution near the $\sim 1 \%$ theoretical limit; it represents a competitive solution in terms of construction, instrumentation and running costs. One of the main targets of the project is to reach an acquisition rate as close as possible to $10^{9}$ recorded proton events in about 10 s , the minimum requirement for clinical viability 101; the acquisition rate constitutes, in fact, one of the principal reasons why the pCT method remains nowadays still non suitable for actual medical applications (as discussed in Sec. 3.4. The ultimate objective of the iMPACT prototype is to demonstrate that the pCT technique can be actually used in real clinical applications, even from an economical point of view. In order to achieve these challenging goals, iMPACT is designed to exploit technologies developed and currently in use for particle physics detectors.


Fig. 27: Rendering of the iMPACT project scanner layout.
A schematic layout of the iMPACT scanner is presented in Fig. 27, the proton Tomography apparatus shares the basic structure of the majority of the current pCT prototypes, presented in Sec. 3.3 including 4 silicon tracking planes grouped in two stations, and a plastic scintillator calorimeter. An element that differentiates iMPACT from most of the other prototypes is the use of Monolithic Active Pixel Sensors (MAPS) for its tracking section, when the majority of the other projects employs silicon strip sensors; the tracking section is presented in detail in Sec. 4.3.1. Moreover, as for most of the other prototypes, the iMPACT calorimeter is scintillator-based; however, it is designed with a high level of segmentation, in both depth and transversely, and is operated as an advanced version of a range telescope, using deposited energy information to improve the proton stopping point measurement. The calorimeter system design will be treated in more details in Sec. 4.2
The iMPACT project was proposed in 2015104 105, was approved by ERC in 2016, within the call Horizon 2020, and received a Consolidator Grant (agreement n. 649031) of about 1.8 million euro. A team formed by an associate professor, two Ph.D. students and a technician, and led by Prof. P. Giubilato is currently involved in the project, while INFN personnel is active in hardware development tasks. The INFN Section of Padova is also responsible for the purchase of the silicon Sensor employed for the tracking system, from the ALICE Collaboration
at CERN, which accounts for a sensible portion of the budget. Members of the iMPACT project also participated in the efforts of the ALICE Collaboration, for the development and commissioning of the sensors. Additionally, iMPACT members participate in a national collaboration between different INFN Sections (ARCADIA), with the goal of developing and producing an innovative silicon Sensor, aimed at improving the performances of future versions of the iMPACT scanner, among with a large range of other scientific and industrial applications; the future Sensor design is discussed in Sec. 9
The iMPACT duration was initially planned to last until the end of 2020, however the project was extended by an additional year, due to the international pandemic situation, which unavoidably affected the work progress. In 2017 the Italian Ministry for Instruction and Research (MIUR), through the FARE program, granted additional funding to the project. Currently the project is its final assembly phase, and during the following years intensive tests are planned. Fig. 28 (a) shows a 3 -dimensional view of the final design of the complete iMPACT scanner; it includes the frames for the silicon pixel sensors (in red), a Catphan 600 biological phantom 106 (blue cylinder), and the calorimeter assembly. Fig. 28 (b) shows in detail the modular design of the calorimeter: it includes the scintillating elements (blue), electronics boards (green), and custom 3D printed structural elements (orange). The mechanical stability of the entire structure is ensured by heavy-duty Thorlabs mechanical elements (black components in the visualization) 107.


Fig. 28: (a) Visual 3-dimensional representation of the final iMPACT scanner layout; the frames for the silicon pixel sensors are represented in red, the biological phantom (Catphan $600 \quad 106$ ) as a blue cylinder. (b) particular of the modular design of the calorimeter: the scintillating elements are represented in blue, electronics boards are in green, and custom 3D printed structural elements in orange. Heavy-duty mechanical elements from Thorlabs 107 are visualized in black.

### 4.2 The iMPACT Calorimeter

One of the two main components of the iMPACT proton tomography scanner is a highlysegmented scintillator-based calorimeter. The calorimeter is designed to operate as an advanced version of a range telescope, measuring the stopping position of each particle, instead of measuring the residual energy. A range telescope design was adopted also in other pCT prototypes, such as $68 \sqrt{69}$; many projects instead employ energy calorimeters $90 \sqrt{94}$. A range telescope has the advantage of being more straightforward to calibrate, with respect to an energy calorimeter, however the high number of channels represents a challenge in the read-out process.
The iMPACT calorimeter layout is shown in Fig. 29 the sensible volume is segmented in depth


Fig. 29: Conceptual layout of the iMPACT calorimeter, based on PVT scintillating elements (fingers); the calorimeter volume is segmented along the depth (into 5 mm thick $z$-planes) and alternatively into the $x$ and $y$ directions. Red bars represent the expected signal amplitudes along the planes.
( $z$ direction) into 5 mm planes; a total of 60 planes is foreseen, enough to stop a 230 MeV proton beam. Each plane is formed by a total of 20 high aspect-ratio scintillating elements (named fingers), each one 1 cm wide and 20 cm long. The scintillating fingers are arranged in planes aligned along the $x$ and $y$ directions alternatively. In the current design, the calorimeter can cover a $16 \times 16 \mathrm{~cm}^{2}$ surface area; however, the feasibility of the concept is currently being demonstrated with a $8 \times 8 \mathrm{~cm}^{2}$ surface prototype. In the future, the sensible area can be increased up to $32 \times 32 \mathrm{~cm}^{2}$ in a straightforward way, employing the same basic construction elements.
Each finger is singularly read-out by a Silicon Photo Multiplier (SiPM), placed on one of the finger end surfaces, as shown in Fig. 30 the SiPM technology is presented more in detail in Sec. 4.2 .1


Fig. 30: (a) Visualization of a single scintillator finger, with the relative SiPM; particular of the SiPM. (b) Section of a $5 \times 10 \mathrm{~mm}^{2}$ scintillator, with the $3 \times 3 \mathrm{~mm}^{2} \mathrm{SiPM}$, the teflon (with $200 \mu \mathrm{~m}$ thickness) and aluminum (with $16 \mu \mathrm{~m}$ thickness) wrapping layers. The scintillator and SiPM are in scale, while the wrapping layers thicknesses are exaggerated for visualization purposes.

The scintillating fingers are individually wrapped in a thin, highly-reflective teflon layer, to increase the light collection efficiency, and an external layer of aluminium, to obscure the scintillator from external light and cross-talk; the wrapping materials and procedures have been optimized to reach the required performances, while minimizing the material budget. Each plane, in the direction of the particle beam, includes 5 mm PVT, two $200 \mu \mathrm{~m}$ Teflon layers and two $16 \mu \mathrm{~m}$ aluminum foils, for a total thickness of 5.432 mm ; the equivalent water thickness has
been estimated to be 5.877 mm , using a Monte Carlo softwar ${ }^{2}$. The equivalent water thickness will be compared with an experimental measurement in a future test beam. The optimization procedure of the wrapping method is presented in Sec. 5.2 ,
The calorimeter segmentation pitch along the depth has been tuned in order to provide an accurate estimate on the proton path length. As introduced in Sec. 2.2.2, the proton range is affected by a intrinsic statistical fluctuation given by the range straggling, which for the energy of interest $(230 \mathrm{MeV})$ is $\sigma_{E}^{\text {stragg }} \approx 3 \mathrm{~mm}$; with the chosen $z$-pitch, the accuracy of a depth estimation, of the order of $5 \mathrm{~mm} / \sqrt{12} \approx 1.4 \mathrm{~mm}$, will not be the dominant contribution to the total path length uncertainty. More details on the path length estimation accuracy are presented in Sec. 4.2.3
The segmentation in the transverse plane has the double purpose of allowing for a higher sustainable particle rate, as multiple simultaneous events recorded in different points of the calorimeter can be distinguished (up to certain multiplicities), while at the same time provide coarse information on the particle trajectories.
The calorimeter can provide proton stopping positions measurements with three different, and progressively more accurate, approaches:

- In the most straightforward use, the $x-y$ segmentation of the planes is ignored, and the proton path length is estimated as the mid-point of the last plane recording a signal. The position uncertainty in this case is given by the $z$-pitch ( 5 mm ) divided by $\sqrt{12}$. In this modality, the energy information from each finger is reduced to a binary hit-miss logic, with just a fixed threshold indicating the passage of a proton in a given plane.
- From this basic mode of operation, the procedure can be refined by exploiting the transverse segmentation of each plane. In fact, the proton path can be coarsely followed inside the calorimeter volume, with a sensibility of 1 cm in both $x$ and $y$ coordinates. The proton path length can therefore be more accurately estimated as the sum of the single segments connecting the mid-points of the traversed fingers. This, however, is only a marginal improvement, as the difference between the the path length and its $z$-projection is less than $0.5 \%$ (see Sec. 11). The main improvement that the tracking capabilities of the calorimeter brings, is that protons undergoing large deviations inside the calorimeter volume, which can be an indication of inelastic nuclear scatterings, can be identified and rejected from the analysis.
- Finally, as suggested in Fig. 29, the energy signals in the individual fingers can be exploited, to outline the Bragg Peak curve shape and refine the proton stopping point depth estimation with an accuracy, which can be up to $30 \%$ better with respect to the one given by the $z$-pitch. The uncertainties achievable with the last methodology are discussed in Sec. 4.2.3


### 4.2.1 The calorimeter hardware

For the scintillating elements, Polyvinyltoluene-based ( $\mathrm{PVT}, \mathrm{C}_{9} \mathrm{H}_{10}$ ) plastic scintillators have been chosen, due to their fast timing characteristics, with less than 1 ns raising time and good light output, more than 11000 photons $/ \mathrm{MeV}$. Additionally, the low density of PVT $\left(1.032 \mathrm{~g} / \mathrm{cm}^{3}\right)$ makes for less stringent constraints in terms of structural load. Two different solutions for PVT scintillators have been tested during the initial phase of the project, BC-420 and BC-408, both manufactured by Saint-Gobain Crystals 108 109, with the second one being the preferred choice, based on its higher light yield and measured faster response (despite the tabulated values from the manufacturer, see Sec. 4.2 .1 and 5.2 . For the full-scale prototype construction, Eljen EJ-200 scintillators have been selected, as the EJ-200 is equivalent to the

[^1]BC-408 in terms of performance, while representing a more cost-efficient solution 110. Tab. 1 summarizes the characteristics of the PVT scintillators considered, as declared by the respective manufacturers.

| Parameter | BC-420 | BC-408/EJ-200 |
| :--- | :---: | :---: |
| Density $\left(\mathrm{g} / \mathrm{cm}^{3}\right)$ | 1.032 | 1.032 |
| Refractive index | 1.58 | 1.58 |
| Light yield (\% Anthracene) | $64 \%$ | $64 \%$ |
| Light yield (photons/MeV) | 11136 | 11136 |
| Max emission wavelength (nm) | 391 | 425 |
| Raise time (ns) | 0.5 | 0.9 |
| Decay time (ns) | 1.5 | 2.1 |
| Light attenuation length (cm) | 110 | 380 |

Tab. 1: BC-420 and BC-408 polyvinyltoluene scintillators declared parameters. Data retrieved from Saint-Gobain data sheets 108 109. The Eljen Technologies EJ-200 is equivalent to the BC-408 110.

Each scintillating finger is equipped with a Silicon Photo Multiplier (SiPM), which converts the optical photons, produced by the scintillator, into an analog electric signal. SiPM, also named Multi Pixel Photon Counter (MPPC), are solid-state devices designed for low intensity photon detection in the optical range, developed as an alternative to the Photo-multiplier Tube (PMT) technology. SiPM offer detection efficiencies up to $40 \%$, extremely compact design with respect to PMT, a lower operating voltage (less than 100 V ), time resolution up to 250 ps , and are not affected by magnetic fields 111 .
The SiPM surface is composed of a matrix of independent Avalanche PhotoDiodes (APD), as represented in Fig. 31 (a), biased with a reverse voltage $V_{\mathrm{R}}$ higher than the break-down voltage of the junction $\left(V_{\mathrm{BR}}\right)$; in this regime, even the charge deposition of a single photon can initiate a Geiger avalanche discharge, with charge gain of the order of $10^{5}-10^{6}$. The current generated by a photon detection is constant and independent of the deposited charge; moreover, during the duration of the discharge, multiple photons detected in the same APD cell do not result in additional signal. Each ADP cell includes a quenching resistor in series, so the current flow generated by a discharge generates a voltage drop across the resistor and suppresses the avalanche. In Fig. 31 (b) the surface of one of the SiPMs employed in the iMPACT calorimeter is shown, through a microscope; the sensible area surface is $3 \times 3 \mathrm{~mm}^{2}$, the $25 \mu \mathrm{~m}$ pitch cells are visible The current generated in each parallel ADP cell is summed; the current is generally loaded onto a resistor, across which the current signal is converted into a voltage signal. The voltage amplitude of the output signal is proportional to the number of simultaneous ADP cells discharging. The output signal amplitude is proportional to the number of detected photons as long as the incident light intensity is low enough for the probability of multiple photons hitting the same cell can be neglected.
The detection efficiency of a SiPM in given by the product of three factors: quantum efficiency, avalanche probability, and fill factor. Quantum efficiency quantifies the probability for an incident photon to release charge carriers, avalanche probability is the probability for the freed charges to generate an avalanche (it is dependent on the bias voltage), and the fill factor is the ratio between active and total area.
For the iMPACT calorimeter Hamamatsu S12572-025c SiPM have been chosen; the model presents a $3 \times 3 \mathrm{~mm}^{2}$ total area and $25 \mu \mathrm{~m}$ pitch APD cells. The efficiency of the SiPM model, as a function of the wavelength, is shown in Fig. 32 (a), compared with the light output spectrum of the considered scintillator models. The emission of BC-408 and EJ-200 (the final preferred choice for the calorimeter) peaks at 425 nm , which matches better with the SiPM efficiency than BC-420 (peaking at 391 nm ), resulting in a higher number of detected photons.
A digitized signal measured directly from the SiPM model, without the read-out shaping electronics, is presented in Fig. 32 after the signal peak, the amplitude decreases exponentially,

(a)

(b)

Fig. 31: (a) Configuration with multiple Avalanche Photo Diode (APD) in parallel forming a SiPM matrix; each cell include a quenching resistor. The SiPM is biased with a reverse voltage $V_{\mathrm{R}}$ higher than the break-down voltage of the junction ( $V_{\mathrm{BR}}$ ); adapted from 111 (b) A single $3 \times 3 \mathrm{~mm}^{2}$ Hamamatsu S12572-025c SiPM with $25 \mu \mathrm{~m}$ cell pitch, under a microscope.
returning below 1 mV in about 100 ns . Based on this measured quenching time, the effect of the pile-up of multiple proton events on the same scintillator has been studied.
Once an APD cell in a SiPM detects a photon, the cell is blind to additional photons for the duration of the avalanche; therefore if multiple protons are detected in a 100 ns window, the SiPM signal output progressively saturates, as an increasing number of cells is blinded. Using a Monte Carlo simulation taking into account the photons detection position on the SiPM surface, it has been estimated that at 100 MHz (i.e. 10 protons in a 100 ns window on the same scintillator), at the Bragg peak (where the photon intensity is at its highest) the photons are detected by the SiPM with an efficiency of about a $70 \%$; at the initial part of the Bragg curve the efficiency is $95 \%$. More details on the simulation setup are presented in Sec. 4.4 while the efficiency estimation procedure can be found in 112 and 113 .


Fig. 32: (a) BC-420 108, BC-408 109 and EJ-200 110 scintillators light output spectrum (primary axis), compared with Hamamatsu S12572-025c SiPM detection efficiency (secondary axis) [111. (b) Measured average Hamamatsu S12572-025c SiPM output signal, probed before read-out electronics.


Fig. 33: Concept on a read-out based on three threshold. Each channel is equipped with fast comparators with programmable levels, which provide a digitization of the waveform (blue curve). The digital information are processed by FPGAs and stored.

The complete iMPACT calorimeter includes a large number of channels to be read-out: 480 for the $8 \times 8 \mathrm{~cm}^{2}$ prototype, 960 for the bigger scale $16 \times 16 \mathrm{~cm}^{2}$ version, and 3840 for the full-scale scanner. An analog read-out of such a large number of channels at GHz sampling frequencies would be unsustainable in terms of instrumentation costs and power consumption, as well as being highly impractical and unnecessary. For these reasons, a threshold-based digital read-out architecture has been developed, as outlined in Fig. 33. Each calorimeter channel includes three fast comparators (timing precision $\approx 1 \mathrm{~ns}$ ), which samples the analog signal generated by the SiPM coupled to the scintillating finger; the comparators provide a digital output for the time duration in which the analog input signal exceeds a programmable threshold. The procedure is equivalent to digitizing the waveform amplitude with a 2 -bit ADC. The digitized signals are sent to FPGAs for data formatting and storage. The hardware and technical details of the digital read-out architecture will be dealt with in Sec. 6]


Fig. 34: (a) Single iMPACT calorimeter module, including 80 scintillator fingers arranged in 10 planes, two SiPM carrier boards, 8 front-end electronics boards, and 4 FGPAs; arrangement of four modules to form the $x-y$ structure. (b) Photo of an assembled module.

The iMPACT calorimeter has a completely modular layout, which contributes to containing the costs and ensuring scalability. The basic module is shown in Fig. 34. it includes a total of 80 scintillating fingers, arranged in 10 parallel planes. The module structure is mechanically self-sustained, and holds the SiPMs , the read-out electronics for each channel, and the FPGA for the event data formatting. The module includes: two electronic boards housing $4 \times 10 \mathrm{SiPM}$ each (visible in Fig. 35), 8 front-end boards, capable of reading out 10 SiPMs each, and two

FPGA carrier boards (see Fig. 70). Each channel of the front-end boards includes an analog stage, composed by a high-pass filter and an amplifier, followed by the three digital comparators for the signal digitization; the electronic components dedicated to the digital read-out of the calorimeter are presented in detail in Sec. 6.1]
The entire sensible calorimeter volume is formed by a set of modules, arranged in orthogonal directions, as outlined in Fig. 34 (a). The required calorimeter depth of 30 cm is obtained with a stack of 6 modules. The small-scale and full-scale prototypes (with $8 \times 8 \mathrm{~cm}^{2}$ and $16 \times 16 \mathrm{~cm}^{2}$ surfaces respectively) can both be assembled with a repetition of the basic module. The future $32 \times 32 \mathrm{~cm}^{2}$ full scanner would share the very same mechanical and electronics components of the smaller prototypes, however arranged in a different basic module. Tab. 22 summarizes the components included in a module, as well as in the small-scale, and full-scale prototypes.

| Element | Single Module | Small-scale prototype <br> $(6$ Module) | Full-scale prototype <br> $(12$ Modules) |
| :--- | :---: | :---: | :---: |
| Scintillators | 80 | 480 | 960 |
| SiPM carrier boards | 2 | 12 | 24 |
| SiPM | 80 | 480 | 960 |
| Front-end boars | 8 | 48 | 96 |
| FPGA boards | 2 | 12 | 24 |
| FPGA | 4 | 24 | 48 |

Tab. 2: Number of scintillators, mechanical, and electronics elements in a calorimeter module, and in the small-scale $\left(8 \times 8 \mathrm{~cm}^{2}\right.$ surface) and full-scale $\left(16 \times 16 \mathrm{~cm}^{2}\right)$ prototypes.

Fig. 35 (a) shows the $4 \times 10 \mathrm{SiPM}$ array, housed by the SiPM carrier board, next to a full calorimeter module; Fig. 35 (b) shows two complete modules arranged perpendicularly to form the $x-y$ structure of the calorimeter.


Fig. 35: (a) Picture of the SiPM array housed by the SiPM carrier board. (b) Picture of two full calorimeter modules arranged to form an $x-y$ plane.

### 4.2.2 Calorimeter electronics

Fig. 36 shows a picture of a front-end board, including the analog shaping-amplifying stage and electronics for the signal digitization. A single front-end board is designed to read-out 10 scintillators channels, and it is connected on the left side to the SiPM board, and on the right side to the FPGA carrier board (the structure of a calorimeter module was shown in Fig. 34.


Fig. 36: Layout of the iMPACT calorimeter front-end board. The same layout is replicated on both faces of the front-end board. Each face of the board features 5 identical channels ( 10 in total), formed by an analog amplifying and shaping stage, and 3 Linear Technology LTC6754 fast comparators 114 . One Analog Devices AD5391 DAC 115 on each face is used to set the comparators reference voltages.

Fig. 37 shows the schematics of the electronics present in each channel. The first stage is a high-pass filter with a cut-off frequency of $\approx 400 \mathrm{MHz}$, which lets through the first transient of the SiPM signal, cutting the long tail. Following the high-pass filter, a non-inverting amplifying stage is present; the use of a second shaping-amplifying stage was investigated and discarded, see Sec. 5.2. Following the first tests on the calorimeter read-out, illustrated in Sec. 4.5 and


Fig. 37: Schematics of the main components of iMPACT Calorimeter front-end electronics: a) analog amplifying and shaping stage; b) Single voltage comparator stage featuring a Linear Technology LTC6754 114.
5.2 a $1 \mathrm{k} \Omega$ resistor $R_{1}$ in parallel with the high-pass filter capacitor was added to the front-end design, to limit the signal undershoot. A comparison between analog waveforms produced by the original and the improved front-end designs is shown in Fig. 38 The first front-end version produces a signal that presents a sensible negative undershot, corresponding to about $25 \%$ of the positive peak value, and requiring around 100 ns for the baseline to restore back to zero. On the contrary, the improved version shows no appreciable undershoot, allowing for a higher sustainable particle rate.


Fig. 38: .

A front-end board employs two digital-to-analog converters (DAC), one per side, to set the voltage references for the fast comparators; the schematic of a voltage comparator stage featuring a Linear Technology LTC6754 114 is shown in Fig. 37 (b). The DAC model used is the Analog Devices AD5391BSTZ, which controls up to 16 independent voltages, with a precision of 12 -bits in the range $0-2.5 \mathrm{~V}$. Each DAC sets 15 voltage levels, 3 per channel, serving therefore 5 channels 115. The output voltage levels can be set through a serial interface compatible with the $\mathrm{I}^{2} \mathrm{C}$ protocol by the FGPAs present in the calorimeter modules. $\mathrm{I}^{2} \mathrm{C}$ (also IIC or I2C) is a low-speed, synchronous, single-ended, serial communication bus invented in 1982 by Philips Semiconductors 116. More details on the implementation of the $I^{2} C$ communication for the digital threshold setup are presented in Sec. 6.5

### 4.2.3 Estimated accuracy of the calorimeter

The 3-dimensional maps of Relative Stopping Power (RSP), obtained from a modern pCT scanner, are based on the evaluation of the Water Equivalent Path Length quantity (also referred to as WEPL) of each recorded proton 117. The Water Equivalent Path Length can be expressed as the line integral of of RSP along the total proton path $L$ up to its complete stop:

$$
\begin{equation*}
\mathrm{WEPL}=\int_{L} \operatorname{RSP}(l) d l \tag{22}
\end{equation*}
$$

where $\operatorname{RSP}(l)$ is the relative stopping power at $l$ distance along the path; RSP is defined in Eq. (11).
The iMPACT range-calorimeter, as shown in Fig. 39 (a), can be schematized as a volume divided into $n$ consecutive segments along the beam direction $z$, each one with a water-equivalent thickness $\Delta z_{e q}$. The total calorimeter depth $n \Delta z_{e q}$ is sufficient to completely stop the proton beam.
The path length of a proton inside the scanned object can be estimated as the difference between the water-equivalent range of the full-energy beam inside the calorimeter $R_{t o t}$ (as defined in Eq. (12)) and the measured distance travelled by the given proton in the calorimeter:

$$
\begin{equation*}
\mathrm{WEPL}=R_{\mathrm{tot}}-R . \tag{23}
\end{equation*}
$$



Fig. 39: (a) Schematic view of iMPACT pCT scanner with segmented calorimeter; (b) Concept of an improved range calorimeter, exploiting the energy information to improve the estimation on protons stopping position given by the last hit plane. The pdf describing the knowledge of the stopping position, based on energy deposition in the calorimeter layers, is the triangular distribution.

The WEPL estimation is affected mainly by two sources of uncertainty: the experimental uncertainty on the individuation of the proton stopping point, and the intrinsic range straggling; in the energy range of interest the range straggling is estimated to be $1.1 \%$ of the range value 117 . Assuming the two contributes uncorrelated, the total WEPL uncertainty can be estimated as:

$$
\begin{equation*}
\sigma_{\mathrm{WEPL}} \approx \sqrt{\left(0.011 \times R_{\mathrm{tot}}\right)^{2}+\left(\sigma_{\exp }\right)^{2}} \tag{24}
\end{equation*}
$$

When the iMPACT calorimeter is operated as a simple range counter, the proton stopping point is estimated as the mid-point of the last $i$-th plane registering a signal (as shown in Fig. 71 (a)); the path length inside the scanned object can be then obtained as:

$$
\begin{equation*}
\mathrm{WEPL} \approx R_{\mathrm{tot}}-\left[(i-1) \Delta z_{e q}+\frac{\Delta z_{e q}}{2}\right] \tag{25}
\end{equation*}
$$

in this case, the lateral deviation of the track is not considered, as it is a minor contribution. The experimental uncertainty in the determination of the stopping point is simply $\Delta z_{e q} / \sqrt{12}$, as no finer estimations can be given on the stopping point inside the last segment, therefore its $p d f$ (probability density function) is to be considered uniform . The total WEPL uncertainty of a Range Telescope (RT) can therefore be expressed as:

$$
\begin{equation*}
\sigma_{\mathrm{WEPL}, \mathrm{RT}} \approx \sqrt{\left(0.011 \times R_{\mathrm{tot}}\right)^{2}+\left(\frac{\Delta z_{e q}}{\sqrt{12}}\right)^{2}} \tag{26}
\end{equation*}
$$

which is independent on the WEPL value. The range straggling contribution is intrinsic to the physics process and is unavoidable; at 230 MeV , the target energy for iMPACT, the term $\sigma_{E}^{\text {stragg }} \approx 3.58 \mathrm{~mm}\left(0.011 \times R_{t o t}\right)$, while $\Delta z_{e q} / \sqrt{12}=5.877 \mathrm{~mm} / \sqrt{12} \approx 1.70 \mathrm{~mm}$. The sum in quadrature of the two terms yields $\sigma_{\text {WEPL }} \approx 3.96 \mathrm{~mm}$, which is only $9.6 \%$ higher than the straggling term alone; therefore, even when operated in a simple range counter mode, the experimental uncertainty from the iMPACT calorimeter is a minor contribution compared to the intrinsic range straggling.
The iMPACT calorimeter, however, is able to provide also measurements of the energy deposited in each plane. As shown in Fig. 39 (b), the last $i-$ th hit plane set the limits for the proton stopping position in the interval $\left[(i-1) \Delta z_{e q} ; i \Delta z_{e q}\right]$. By evaluating the signals on few planes before the last one, the proton stopping point estimation inside the $i$-th layer can be further refined during the data analysis stag ${ }^{3}$. In this case, the pdf of a stochastic variable with known lower and upper bounds ( $z_{\min }$ and $z_{\max }$ respectively), and the mode as an educated guess $(\hat{R})$ is the triangular distribution, also known as the "lack of knowledge" distribution 118 119. The standard deviation of this distribution can be calculated as:

$$
\begin{equation*}
\left(\sigma_{R}^{\text {triang }}\right)^{2}=\frac{z_{\min }^{2}+z_{\max }^{2}+\hat{R}^{2}-z_{\min } z_{\max }-\hat{R}\left(z_{\max }+z_{\min }\right)}{18} \tag{27}
\end{equation*}
$$

The WEPL can then be calculated as:

$$
\begin{equation*}
\mathrm{WEPL} \approx R_{\mathrm{tot}}-(i-1) \Delta z_{e q}-\hat{R} \tag{28}
\end{equation*}
$$

and its uncertainty can be estimated with:

$$
\begin{equation*}
\sigma_{\mathrm{WEPL}, \mathrm{iMPACT}} \approx \sqrt{\left(0.011 \times R_{\mathrm{tot}}\right)^{2}+\left(\sigma_{R}^{\text {triang }}\right)^{2}} . \tag{29}
\end{equation*}
$$

Fig. 40 shows the total WEPL uncertainty achievable by the iMPACT calorimeter $\sigma_{\text {WEPL,iMPACT }}$, as well as the various contributes $\sigma_{E}^{\text {stragg }}$ and $\sigma_{R}^{\text {triang }}$. In the same graph the experimental uncertainty when using the calorimeter as a simple Range Telescope $\sigma_{R}^{\mathrm{RT}}$ is also plotted for comparison. The experimental uncertainty $\sigma_{R}^{\text {triang }}$ ranges between 1.20 mm and 1.39 mm , lower than the Range Telescope uncertainty, which is constant at 1.70 mm ; the energy information can therefore improve the proton stopping point estimation up to $30 \%$. The total WEPL uncertainty achievable by iMPACT fluctuates around 3.8 mm , which is $6 \%$ higher than the straggling term alone. Further improvements on the experimental precision, such as a finer segmentation and a more complex read-out system, would not lead to a substantial increase on the total accuracy, as the uncertainty is already dominated by the intrinsic variance of the physical process.
The WEPL uncertainty, as visible in Fig. 40, is essentially constant over the entire WEPL range, from 0 to $R_{\text {tot }}$; therefore, the response of the calorimeter does not depend on the energy of the particle, hence the achromatic attribute in the iMPACT acronym. The periodic substructure of the uncertainty is due to the calorimeter segmentation along the depth.
It is worth mentioning that the analysis procedure of the calorimeter signals is not yet completely defined at the present state of the project; therefore, the expression describing the

[^2]experimental uncertainty, Eq. 27) for this estimation was chosen to be as generic as possible, and could be subject to modifications in the future.
Detailed comparison of the iMPACT calorimeter WEPL accuracy with other calorimeter architectures can be found in 112 .


Fig. 40: Total WEPL uncertainty achievable by the iMPACT calorimeter $\sigma_{\text {WEPL, }, \mathrm{MPACT}}$, and the various contributions: $\sigma_{E}^{\text {stragg }}$ and $\sigma_{R}^{\text {triang }} . \sigma_{R}^{\mathrm{RT}}$ is the experimental uncertainty when using the calorimeter as a simple Range Telescope.

### 4.3 The iMPACT tracker

The majority of the present pCT prototypes employs silicon strip detectors (SSD) for particle tracking purposes, as illustrated in Sec. 3.3 Strip-based detectors measure particle hit positions along one dimension at the time, therefore two planes, or more (as in the PRAvDA prototype, Sec. 3.3.3), are required to retrieve a 2-dimensional coordinate. However, SSD-based trackers are limited in the sustainable particle rate, as multiple particles passing through the tracking stage, in the same time window, inevitably lead to ambiguities in the assignment of the correct coordinates to each proton track, due to the projective read-out. The sustainable acquisition rate can be increased employing pixel detectors, which feature 2-dimensional coordinate measurements in the same plane, avoiding therefore possible ambiguities. At the same time, pixel detectors allow for a substantial reduction in the material budget, as an effective measurement is performed with a smaller number of planes (each time the sensor thickness increases by a factor 2 , the angular scattering increases by a factor $\approx \sqrt{2}$, as parameterized in Eq. 19.
While several pixel sensor design have been explored for the iMPACT tracker, the ALPIDE sensor, developed by the ALICE Collaboration, is adopted for the first prototype; a more suited solution is currently under development, and will be briefly presented in Sec. 9.

### 4.3.1 The ALPIDE sensor

The ALICE (A Large Ion Collider Experiment) Collaboration at CERN has recently undergone a major upgrade of its detector systems, in order to sustain the higher rate of interactions provided by the upgrade of the LHC particle accelerator (High-Luminosity LHC). These upgrades have been installed and, at the time of the writing, are being commissioned. In particular, the Inner Tracking System (or ITS), which is the innermost detector in the ALICE, is required to
improve its performances in terms of read-out rate as well as position and momentum resolutions 120. At the same time less stringent requirements are imposed on the power consumption and radiation tolerance. The ALICE experiment and the ITS upgrade are presented in more detail in Sec. 8.2 and 8.3. In Tab. 3 the requirements for a pixel chip to be used in the upgraded ALICE detector are summarized; the specifications are differentiated for the two portions of the detector: the innermost Inner Barrel and the surrounding Outer Barrel.

| Parameter | Inner Barrel | Outer Barrel |
| :--- | :---: | :---: |
| Sensor thickness $(\mu \mathrm{m})$ | 50 | 50 |
| Spatial resolution $(\mu \mathrm{m})$ | 5 | 10 |
| Dimensions $\left(\mathrm{mm}^{2}\right)$ | $15 \times 30$ | $15 \times 30$ |
| Power density $(\mathrm{mW} \mathrm{cm}$ |  |  |
|  | $-2)$ | 300 |
| Time resolution $(\mu \mathrm{s})$ | 30 | 100 |
| Detection efficiency $(\%)$ | 99 | 30 |
| Fake hit rate | $10^{-5}$ | 99 |
| TID radiation hardness $(\mathrm{krad})$ | 2700 | $10^{-5}$ |
| NIEL radiation hardness $\left(1 \mathrm{MeV} n_{e q} \mathrm{~cm}^{-2}\right)$ | $1.7 \cdot 10^{13}$ | 100 |

Tab. 3: Requirements for a pixel sensor to be used in the ALICE Inner Tracking System Upgrade for Inner Barrel and Outer Barrel. Values for radiation hardness include a factor 10 safety margin 120.

The ALPIDE sensor (ALICE Pixel Detector) was one of the pixel chips developed as candidates for the ALICE ITS upgrade [121, and is the final choice for the task 122. ALPIDE, designed using a MAPS (Monolithic Active Pixel Sensor) architecture, is a $50 \mu \mathrm{~m}$ thick pixel sensor with a sensible surface of $15 \times 30 \mathrm{~mm}^{2}$ and $28 \mu \mathrm{~m}$ pixel pitch, arranged in a $512 \times 1024$ matrix. MAPS detectors are charged particle detectors, almost exclusively used for tracking purposes, where the energy-deposition volume and the front-end read-out electronics are integrated on the same silicon die 123 . The integrated electronics is usually designed with commercial sub-micron CMOS processes. The MAPS architecture removes the need for post processing operations like bump bonding, and offers generally a lower material budget than equivalent hybrid-designed sensors.


Fig. 41: Schematic view of the ALPIDE Monolithic Active Pixel Sensor (MAPS), designed in the TowerJazz 180 nm imaging CMOS process, together with a schematic representation of charge collection process 121 .

ALPIDE is manufactured by TowerJazz Semiconductors 124 using a 180 nm CMOS Imaging Process, whose features are schematized in Fig. 41. The process provides an oxide thickness below 4 nm , which is expected to give a substantially better tolerance to Total Ionizing Dose (TID), with respect to solid-state technologies currently in use in particle physics experiments
sensors 121. The six metal layers are adequate for high density and low power digital circuits. A high-resistivity epitaxial layer, with resistivity ranging between $1 \mathrm{k} \Omega \mathrm{cm}$ and $6 \mathrm{k} \Omega \mathrm{cm}$ depending on the wafer substrate choice, allows to generate sizable depleted volumes at low voltages ( $0 \mathrm{~V}-20 \mathrm{~V}$ ), and consequently improve the signal-to-noise ratio. A reverse bias of 6 V has been shown to improve the charge collection efficiency 120 . The access to deep p-wells in the design opens up possibilities for enhanced functionalities within a pixel. In many commonly available MAPS technologies, the n-well is used as sensing diode; as a consequence, only NMOS transistors can be placed in the pixel area. In such technologies, any PMOS would require an additional n-well, which would compete with the charge collection in the sensing volume 121 . Therefore the in-pixel front-end electronics must rely on NMOS devices only, limiting the design to simple low-gain amplifiers or source followers 121. More complex blocks, as hit discrimination or more advanced circuitry, need to be confined at the periphery of the pixel matrix. On the other hand, the TowerJazz process allows for the implementation of a deep p-well, on top of which an n-well can be created to accommodate PMOS transistors, as shown in Fig. 41 The electric potential between the epitaxial layer and the deep p-well ensures the isolation of the n-well. The presence of full CMOS circuitry inside the pixel allows for more efficient and less power-consuming read-out strategies 120 . Finally, stitching technologies allow the production of large area sensors 121 .


Fig. 42: Reset, amplification and discrimination circuit of ALPIDE 121.
The in-pixel front-end circuitry and signal processing chain is shown in Fig. 42. The charge generated by the particles is collected by the collection electrode, and the signal input stage can be reset via a diode connected to a static voltage $V_{\text {reset }}$, set by an on-chip DAC. The front-end electronics includes a high-gain amplifier and current comparator circuit, with a power consumption of about 40 nW . The output of each pixel is digital, being either 1 or 0 according to whether the deposited charge is higher than a programmable threshold. The rise-time of the amplifier is between 1 and $2 \mu \mathrm{~s}$, with a total pulse duration of around $4 \mu \mathrm{~s}$; the sensor time resolution is given by the rise time 120 125. The event is saved into a Pixel State Register, when the logic AND of the output of the comparator and an external STROBE signal is true, and stored until a read-out takes place; the register can buffer up to 3 hits on the pixel. The output of the comparator is latched. The assertion of the STROBE signal has a latency that matches the front-end peaking time. The STROBE signal is kept in a high state for 100 ns , in order to minimise the time in which the circuit output is integrated and to reduce the possibility of spurious events 121. A configuration signal is used to enable the external simulated event injection on the pixel, either before the analog front-end (APulse) or after (DPulse); a second configuration can be set to mask the pixel, to disable noisy pixels.
Pixels are logically organized in 512 identical double-columns, each containing $512+512$ pixels. The pixel hit statuses within a double column are encoded by an asynchronous priority encoder system, the Address Encoder and Reset Decoder (AERD). The pixel matrix read-out architecture is sketched in Fig. 43 The task of the AERD is to transfer to the matrix periphery only


Fig. 43: ALPIDE matrix readout architecture. 125
the addresses of relevant (hit) pixels. The AERD asserts a VALID signal whenever a pixel has been hit and has not been read-out yet 121, in addition to the address of the highest priority pixel on the address bus (ADDR). The periphery reads-out one pixel at each CLOCK cycle, and then drives the SELECT line to signal the AERD to reset the read-out pixel; the periphery CLOCK frequency is 40 MHz . This read-out procedure is designed to be efficient, as only the hit pixels are read-out 121. Moreover, the entire matrix is divided into 32 regions that can be read in parallel 125. Finally, the periphery assembles and compresses the data, which is possible as particles usually generate hits in a cluster of adjacent pixels 121.
The power consumption is around 25 mW for the entire pixel matrix, and only 3 mW for the AERD read-out, even assuming the maximum expected sensor occupancy 125 . The consumption of the entire digital periphery adds up to 102 mW , and the DACs further absorb only 0.72 mW . The overall power consumption per unit area can therefore be estimated to be around $28 \mathrm{~mW} \mathrm{~cm}^{-2} 125$.


Fig. 44: (a) Detection efficiency (primary axis) and fake-hit rate (secondary axis), (b) spatial resolution (primary axis) and average cluster size (secondary axis) measured for different ALPIDE prototypes, before and after neutron irradiation; reverse bias at -3 V 120 .

The performances of the ALPIDE sensor have been tested experimentally with a number of prototypes, using pions and electrons of wide energy ranges; the results show a detection efficiency well above $99.5 \%$, and a fake-hit rate significantly below $10^{-5}$ over a large interval of threshold currents 120. Low fake-hit rates can be further improved using the in-pixel masking
configuration, designed to block out noisy pixels. With cluster sizes between 2 and 4 pixels, the sensor can achieve a sub-pixel spatial resolution of approximately $4.7 \mu \mathrm{~m}$, compatible with the required specifications. The tests reported also negligible radiation effects on the sensor performances up to $10^{13} 1-\mathrm{MeV} n_{e q} \mathrm{~cm}^{-2}$, mainly evident as a slightly smaller average cluster size. The results of the tests on ALPIDE prototypes are summarized in Fig. 44

### 4.3.2 Mechanics of the tracking section

The ALPIDE sensors are arranged in structural and logic elements, called Staves. Each Stave is a an independent unit, containing all the mechanical, electrical and cooling elements that the sensors need in order to operate 121. In the ALICE ITS two flavours of Staves are present, which design varies depending on which part of the detector they have to cover, the Inner and Outer Barrels of the ITS respectively. The tracking section of the iMPACT prototype employs only Inner Barrel (also referred to as IB) Staves, which will be therefore presented in this section; the design of the Outer Barrel (or OB) Staves will be discussed in Sec. 8.3


Fig. 45: (a) Schematic layout of an Inner Barrel Stave and its components, from the ITS upgrade at ALICE. (b) Pictures of a Inner Barrel Stave prototype 121.

The layout of the ITS Inner Barrel Staves is presented in Fig. 45 as well as a schematic of its components. The main mechanical element of Stave, either Inner or Outer, is the Space Frame, a light-weight carbon-fiber structure based on thin threads arranged in triangular patterns. Underneath the frame a sheet of high-thermal conductivity carbon fibre, named Cold Plate, is installed, with two polyimide cooling pipes running within. For the Inner Barrel Staves the Cold Plate is integrated within the Space Frame. The Cold Plate is in direct thermal contact with the entire surface of the sensor chips to ensure heat dissipation 121. The Hybrid Integrated Circuit (HID) is an assembly of a polyimide Flexible Printed Circuit (FPC) on which a number of ALPIDE chips are bonded, via multiple (3 per pad) wire bonding, together with some passive components. Each Inner Barrel Stave includes a total of 9 chips arranged in line, for a total area of $15 \times 270.8 \mathrm{~mm}^{2}$. Between each adjacent chip a $100 \mu \mathrm{~m}$ gap is present. The data connection, power supply contacts and cooling are accessible from the same side of the Stave. Ledges extend at both ends to secure the Stave to a mounting structure, as visible in Fig. 45
For the installations in the ITS, the Staves are arranged in barrel structures (es. in Fig. 107), while for iMPACT a custom support with a planar geometry has been designed. Figure 46 (a) shows the 3D rendering of the Stave mechanical support for the iMPACT tracker.
The tracker structural component has been designed in-house and was manufactured by the Mechanical Workshop of the Physics and Astronomy Department of the University of Padova


Fig. 46: (a) 3D representation on the Staves arranging mechanical support for the iMPACT tracking section. (b) Side view of the arrangement of the Staves; the Staves are staggered in height to allow for an overlap on the adjacent sensible surface.
and INFN-Padova 126, using a low thermal-expansion aluminum alloy. The structure is designed to host a single plane of tracking sensors; four identical planes are necessary to form the iMPACT tracking section. The structure can arrange a total of 14 Inner Barrel Staves per plane, with adjacent Staves staggered in height by 3 mm , to allow for a slight overlap of the sensing surfaces of neighboring chips, in order to avoid blind areas in the plane. The lateral view of the iMPACT Stave support is shown in Fig. 45 (b), where the height staggering is visible. With ALPIDE being 15 mm wide, the arrangement pitch is 13 mm , so the covered area of a plane is 270.8 mm wide and 182 mm high. A consequence of this design, is that about $7 \%$ of the total area of a plane is covered by overlapping sensors, so around the same fraction of particles are expected to produce one additional hit point on a plane. These additional points would facilitate the process of grouping aligned hits to identify proton tracks.

### 4.4 Monte Carlo simulation development

A detailed Monte Carlo simulation of the iMPACT calorimeter has been developed, in order to optimize the apparatus design in the first stages of the project, and, in more advanced stages, to provide experimental-like datasets for tests on the read-out chain, the data analysis software, and, finally, the image reconstruction techniques. The simulation was developed using the GATE framework 127, an advanced application optimized for Monte Carlo simulations in medical imaging and radiation therapy, based on the Geant 4 toolkit 128 .
The simulation in centred around the modeling of the single scintillating elements, parameterizing the entire signal generation mechanism, from the scintillation process, to the behaviour of the analog read-out electronics. Complex multiple-scintillator setups are then simulated including multiple instances of the single basic element.
The scintillator finger is modeled as a $0.5 \times 1 \times 20 \mathrm{~cm}^{2}$ box of polyvinyl toluene material, with defined density $\left(1.032 \mathrm{~g} \mathrm{~cm}^{-3}\right)$ and stoichiometric composition $\left(\mathrm{C}_{9} \mathrm{H}_{10}\right)$. The optical and physical properties properties of the PVT material, such as light yield, scintillation decay time constants, refractive index, light attenuation length, and light emission spectrum (Fig. 32 (a)), are also defined, based on the manufacturer tabulated parameters, as illustrated in Sec. 4.2.1 Other parameters, such as the energy resolution, had to be calibrated from experimental measurements (see 112 ). The proprieties of the internal surfaces, as the teflon reflectivity, are also modeled.
Fig. 47 illustrates a simulation of a particle (a 200 MeV proton), interacting with the scintillator material: optical photons are generated isotropically around the proton trajectory, according to the defined spectrum, in number proportional to the deposited energy. Each individual optical photon is then transported inside the material, reflected by the surfaces, and possibly absorbed.

The photons reaching the SiPM surfaces have a probability to be detected; the SiPM efficiency as a function of the wavelength is parameterized from the manufacturer data sheet (see Fig. 32).


Fig. 47: Simulation of the scintillation process for a proton energy loss (red) in a PVT scintillator, transportation and reflection of optical photons (grey), and photon detection in a SiPM; obtained with a GATE-Geant4 Monte Carlo simulation. In the image the number of generated photons has been reduced by a factor $\sim 1000$ for visualization purposes.

The photons detected by the SiPM are then used to simulate an experimental-like analog signal. The simulation provides the arrival time of each photon on the SiPM surface, Fig. 48 (a) shows an example of photon arrival time distribution (with a limited number of photons, for sake of clarity). The photon detection time distribution is a convolution of the material scintillation time constant and the photons different flight times. As illustrated in Sec. 4.2.1, the SiPM surface is formed by a matrix of Avalanche Photo Diodes (APD), each producing an identical impulse every time a photon is detected; a general multiple-photon analog signal can therefore be simulated as the pile-up of a single-photon impulse per each detected photon. Fig. 48 (b) shows an example of a simulated analog signal, built summing single-photon pulses, with the starting time of each pulse given by the photon detection time shown in Fig. 48 (a). This assumption is valid up to the point where the light intensity is high enough to cause multiple photon hits on the same APD cell; deviations from proportionality between the incident light intensity and the amplitude of output signal, in the iMPACT conditions, has been estimated to be between $1 \%$ to $5 \%$, at the Bragg curve plateau (lowest energy deposition) and peak (maximum energy deposition) respectively 112 .
The single-photon impulse, generated by the APD cell in the SiPM and then shaped by the read-out electronics, has been measured experimentally. The layout for the single-photons measurement, included a pulsed low intensity light source (at 600 nm ), directed towards a teflon reflective surface; a SiPM, together with its complete read-out chain, was positioned to detect the diffused light. The setup was optimized in order to minimize the light intensity on the SiPM , at the point of being able to distinguish a countable number of photons. Fig. 49 shows the measured signal-height spectrum for this extremely low-intensity light setup. In the spectrum equally spaced peaks are visible, each one associated with an increasing integer number $N$ of simultaneous detected photons. The spectrum trend resembles a Poisson distribution with an average number of events $\approx 4$. The maximum voltage amplitude of the signals was obtained with a Gaussian fit around each waveform peak, to overcome the coarse digitization of such low-intensity voltage signals; the spectrum obtained from the digitized peak values is superimposed in blue.
Fig. 49 (b) shows the spectrum peaks position as a function of the associated number of pho-


Fig. 48: (a) Example of distribution of optical photons detection time on the SiPM surface, GATEGeant4 simulation; (b) corresponding simulated signal, as pile-up of multiple single-photon response. The number of photons generated has been reduced for visualization purposes.


Fig. 49: (a) Experimental signal amplitude spectrum of countable numbers of photons (in parenthesis) detected by a SiPM ; red spectrum is obtained from a fit on the waveform peak, blue spectrum includes the maximum digitized waveform value. (b) Countable photons signal height as a function on the number of photons; a linear fit in shown in red, with ( $0.561 \pm 0.008$ ) $\mathrm{mV} /$ photon proportionality coefficient and ( $0.02 \pm 0.06$ ) mV intercept.
tons. The dependence is linear, and the point are interpolated with a line, the proportionality coefficient is $(0.561 \pm 0.008) \mathrm{mV} /$ photon and the $(0.02 \pm 0.06) \mathrm{mV}$ intercept is compatible with zero.
The average single-photon waveform is obtained by averaging the few-photons signals, each normalized by their respective number of photons $N$; the resulting average single-photon waveform has been parameterized with an empirical piecewise-defined custom function. The experimental average single-photon impulse is shown in Fig. 50 (a), together with the empirical parameterization (red). More details on the experimental procedure and analysis can be found in 112 . The parameterized single-photon impulse is used to build the simulated analog waveforms. The simulation has been calibrated and validated using experimental data from two separate test beams: with 3 to 5 MeV protons at INFN-LNL (Legnaro, Italy), and with $70-230 \mathrm{MeV}$ protons at the TIFPA Proton Therapy Centre experimental beam line (Trento, Italy); the results of the latter test are briefly reported in Sec. 4.5. Fig. 50 (b) shows a comparison between an experimental analog waveform, produced by a 5 MeV proton, and a simulated signal in the same conditions. The simulated signal reproduces effectively both the height and the duration of the experimental waveform, as well as the ripple structure.


Fig. 50: (a) Average experimental single-photon impulse (black) and empirical parameterization with a custom function. (b) Comparison between an experimental (blue) and a simulated (red dashed) waveforms, generated by a 5 MeV proton.

### 4.5 Tests with proton beams



Fig. 51: (a) Schematic representation of the test setup, at INFN-TIFPA APSS proton beam line, including 8 active scintillators and passive PMMA absorber blocks; the relative position of the elements were varied between runs, in order to sample the Bragg curve at different depths. (b) Picture of the test setup.

Preliminary commissioning tests were conducted at the Trento Institute for Fundamental and Applied Physics (TIFPA) experimental line, located in the Proton Therapy facility [47, Trento, managed by the Azienda Provinciale per i Servizi Sanitari (APSS). The facility is based around an IBA cyclotron, that delivers proton beams of variable energy between 230 MeV and 70 MeV , which can be lowered down to 15 MeV using special passive degraders.
During the test beam, a setup including a small number of scintillating fingers were studied. A total of 8 scintillators, were arranged in two stages of four scintillators each, including SiPM, read-out electronics and input-output boards. A number of PMMA (Poly-methylmethacrylate) blocks were used as passive absorbers; the relative position between the active scintillators and the passive absorber could be changed in order to sample the Bragg curve at different equivalent depth. The test setup is presented in Fig. 51, while the arrangement used for different test runs are summarized in Tab. 4. The proton beam energy was set to 230 MeV . The analog signals of the 8 channels were recorded with two PSI DRS4 boards 129 , equipped with $5 \mathrm{GS} / \mathrm{s}$, 8 -bit ADCs. A single ALPIDE silicon MAPS sensor, presented in Sec. 4.3.1, was positioned in front of the setup, as shown in Fig. 51, for an independent characterization. For the precise experimental procedure and data analysis see 130 and 131 .

| Run | Arrangement |  |  |
| :---: | :---: | :---: | :---: |
| Run 4 | 4 scintillators | 272 mm PMMA | 4 scintillators |
| Run 5 |  | 272 mm PMMA | $4+4$ scintillators |
| Run 7 |  | 282 mm PMMA | $4+4$ scintillators |
| Run 8 | $4+4$ scintillators |  |  |

Tab. 4: Summary of the test beam runs, including the arrangement of scintillators and passive PMMA absorber. $E_{\text {beam }}=230 \mathrm{MeV}$.


Fig. 52: Measured analog signals from the 8 consecutive scintillator fingers, relative to a single proton event, outlining a Bragg Peak trend. For the purpose of visualization, the signals are time-shifted by tens of ns (as reported in the legend). The negative portion of the waveforms is clipped due to the set dynamic range on the digitizer.

Fig. 52 shows the digitized analog signals produced by a single proton event in the 8 consecutive scintillators; the signals are shifted in time for visualization purposes. The signal height sequence outlines the trend of a proton Bragg Peak. The signal height in the first four scintillators is almost constant, while it reaches its maximum in the $6^{\text {th }}$ scintillator. The proton then travels a small distance inside the $7^{\text {th }}$ scintillator and therein comes to rest; in fact, in the last scintillator (the $8^{\text {th }}$ one) no significant signal is registered. The scintillator in which the proton stops is therefore clearly recognizable; moreover, using the energy deposition sequence in the scintillators, a finer estimation of that position is possible.
Fig. 54 summarizes the data collected during the test beam at TIFPA. The $z$-coordinate of each experimental point has been expressed as water equivalent depth, based on the absorber and scintillator elements configurations in each run, as presented in Tab. 4 more details on the data analysis procedure can be found in 113 and 132 . The energy loss profile retrieved from the SRIM software is also superimposed to provide a visual guide, and empirically scaled to overlap the data points. Fig. 54 (a) highlights the initial portion of the energy deposition curve, where the trend is approximately constant in the first 5 cm , at around 100 mV . Fig. 54 (b) shows the 230 MeV proton Bragg peak, located at a 325 mm of water-equivalent depth. The shape and position of the peak is visible from the data points, with a peak amplitude roughly 5 times higher than the signals registered in the initial plateau. Both experimental and simulated data points present large error bars, especially at higher depths, due to range straggling that affect the protons near the end of their paths; this effect is also visible in Fig. 54 Nevertheless Fig. 53 and 54 shows the capability of the iMPACT calorimeter to recognize the protonic Bragg peak in the energy range of interest and, most importantly, to identify the stopping depth of single protons with the required precision. Some discrepancies are visible in the depth of the


Fig. 53: Summary of the measurements performed at the TIFPA beam line, with a combination of passive PMMA absorber blocks and 8 scintillators, outlining the Bragg curve for a 230 MeV proton beam. In (a) and (b) the initial and final portions of the energy deposition curve are highlighted, respectively. The runs configurations are summarized in Tab. 4 Points obtained with a Monte Carlo simulation of the setup are also included (details on the simulation procedure can be found in Sec. 4.4; an energy deposition curve obtained from SRIM are superimposed to the points, arbitrarily scaled to overlap the data points.
peak between different runs; this can be due to an inaccurate absorber density or composition description, which can lead to imprecise equivalent depth calculations.


Fig. 54: (a) Signal amplitude spectrum of scintillator fingers 1, 2, 5, and 7 in the Run 5 configuration (the runs configurations are summarized in Tab. 4); the fingers 1 and 2 sample the initial part of the Bragg peak build-up, while the $7^{\text {th }}$ one is located at the depth at which the majority of the 230 MeV protons stop. (b) Examples of spectra obtained from the Monte Carlo simulation, roughly corresponding to the depth of the experimental ones. The error bars correspond to the distributions rms.

Finally, Fig. 54 (a) shows examples of experimental energy spectra recorded in four different scintillators, in the Run 5 configuration, while Fig. 54 (b) shows simulated energy spectra. In the two graphs, scintillators located ad the initial part of the Bragg peak build-up (labelled 1 and 2) shows relatively defined peak, around 200 mV . In deeper scintillators (as number 4 and 5) the peaks move towards higher values, as the average energy deposition increases; the
scintillators in which the majority of the protons come to rest (the $7^{\text {th }}$ one in (a) and the $6^{\text {th }}$ in (b)) present a particularly broad energy distribution, as the protons are affected by range straggling, and the path length travelled by the particles in the last scintillator can vary considerably (the range straggling of $\approx 3.6 \mathrm{~mm}$ is comparable with the scintillator thickness of 5 mm ). It can be noted that the simulated distributions reproduce the experimental behaviours.
During the test at the TIFPA beam line, a single ALPIDE sensor was tested, which was read-out independently from the calorimeter section; the goal of the ALPIDE test was to demonstrate the usability of a MAPS sensor in an imaging application. ALPIDE operates with an external trigger (Sec. 4.3.1; in this case the sensor was triggered continuously with a an impulse generator set at a regular 2 kHz frequency. The bias voltage was set at 0 V . Fig. 55 shows a demonstrative radiography performed on a ball-point pen. The tip of the pen was fixed in front of the silicon sensor, and irradiated with a 70 MeV proton beam. The plot shows a simple map of the number of hits detected by each pixel in the $1.5 \times 3 \mathrm{~cm}^{2}$ active area of the sensor. The grey scale is proportional to the rate, with a lighter colour indicating a higher number of hits. The plot includes a total of $6 \cdot 10^{5}$ events. In the image, the internal components of the pen, such as the plastic cap, the metal spring and core are visible; in particular the point sphere, which is the denser element, appears the darkest. In fact, materials with a higher density or higher atomic number, generally deviate protons at larger angles, projecting therefore a darker shadow on the sensor surface. The image definition is, however, affected by considerable Poisson noise, as the pixel with the highest multiplicity contains only about 80 hits. Fig. 55. although preliminary, shows the high image contrast achievable with protons, as well as displaying the potential use of MAPS sensors in medical imaging.


Fig. 55: (a) Proton radiography of the tip of a ball-point pen, obtained with the ALPIDE sensor, with a 70 MeV proton beam. (b) Picture of the pen.

## 5 Scintillators electronics development and characterization

### 5.1 The iLDA setup

During the development and prototyping phase of the iMPACT pCT scanner, multiple choices in terms of instrumentation, materials, and electronics design were required, in order to optimize the performance of the apparatus. Moreover, the characterization of the behaviour of the different elements included in the system was needed, in order to parameterize their response. These prototyping tests were carried out exploiting cosmic ray muons, which readily provide a repeatable and well-known particle source to generate reference datasets. The iLDA setup (iMPACT LabVIEW Data Acquisition), a ready-to-use table-top flexible data acquisition system, was developed within the iMPACT framework to conduct such studies. Besides preliminary measurements presented in this Section, the iLDA setup is also used during the final assembly of the iMPACT calorimeter for quality assessment, in particular to calibrate and verify the uniformity of signal read-out in each of the 480 channels included in the present prototype, as illustrated in Sec. 4.2.1


Fig. 56: Photo of the iLDA (iMPACT Labview Data Acquisition) system: (a) dark box where the scintillators and front-end electronics are placed; (b) Tektronix TDS3034B Oscilloscope (4 channels, $2.5 \mathrm{GS} / \mathrm{s}, 300 \mathrm{MHz}$ ); (c) power Supply for SiPM bias; (d) power supply for read out electronics; (e) power supply for PMT bias; (f) acquisition computer with LabView software.

The iLDA setup is shown in Fig. 56; it can simultaneously handle up to 4 scintillator channels, together with the SiPMs, and a complete analog read-out chain, arranged in a modular setup that allows for a quick replacement of single elements for comparative studies. The scintillator, SiPMs and electronics are housed in a dark box (indicated with (a) in Fig. 56), in order to shield the elements from external light; the data waveforms digitization is performed with a Tektronix TDS3034B Oscilloscope (b), featuring $2.5 \mathrm{GS} / \mathrm{s}$ over 4 channels. A custom LabVIEW-based software was developed to control the data acquisition procedure; via the software the oscilloscope setup can be managed, even remotely, with real-time acquisition diagnostics and data storage. The system was developed for long-duration continuous data acquisitions, up to several days, which is essential to collect sufficient cosmic rays statistics. Finally, different trigger structures can be implemented via the iLDA software, using different logical combinations of the available channels. The setup includes all the necessary power supply to operate different type of instrumentation (from SiPM to PMT tubes) and electronics.
In the iMPACT framework, this cosmic rays setup was used to compare different scintillator models and dimensions, read-out electronics design, as well as to optimize the scintillator wrap-
ping materials and procedure; the results are presented in Sec. 5.2 Moreover, the same setup was employed to verify the uniformity of response of the scintillators along their length and to tune the Monte Carlo simulation parameter to match the experimental behaviours; these test are presented in Sec. 5.3

### 5.1.1 Cosmic rays

At sea level, radiation can be categorized into two groups: natural radioactivity of elements of the Earth surface, and radiation in cosmic ray showers produced by high-energy primaries interacting in the atmosphere, as shown schematically in Fig. 57 (a). The energy distribution of the primary cosmic rays, estimated from shower measurements at the surface of the Earth, can be described by a power law $E^{-p}$, with $p$ typically between 2.7 and 3.3 133. Fig. 57 (b) show the energy spectrum of the cosmic rays that reach the planet surface, as measured by various experiments.
At lower energies (less than 1 GeV ) the particle flux is particularly intense, with thousands of particles per square meter per second, while the spectrum present a cut-off at energies between $10^{19}-10^{20} \mathrm{GeV}$; particles with energies above $10^{11} \mathrm{GeV}$ are extremely rare, with one particle per square kilometer per century 133. As visible in Fig. 57 (a), the energy spectrum presents three changes of slope, called knees and ankle. Below a few GeV the flux is dominated by particles originated from the sun, with the intensity of these lower energy particles being variable in time; the first knee, located around $5 \cdot 10^{15} \mathrm{eV}$, indicates a steepening of the trend from $p=2.7$ to 3.1 , and separates the region relative to a galactic (at lower energies) and a extra galactic origin of the particles. The spectrum trend further steepens to $p=3.3$ in proximity of the second knee located at $4 \cdot 10^{17} \mathrm{eV}$, and finally returns flatter after $5 \cdot 10^{18} \mathrm{eV}$, i.e. the ankle. The origin of the second knee and ankle is not yet clear 133.


Fig. 57: (a) Schematic representation of an atmospheric cosmic ray shower: the primary particle (usually a proton) collides with a nucleus of the atmosphere generating a cascade of secondary particles, such as secondary protons, neutrons, neutral and charged $\pi$ mesons, antineutrons, antiprotons, hyperons, and heavy mesons. Gamma rays are generated as product of neutral mesons decay, initiating electromagnetic showers 134. (b) Energy spectrum of cosmic rays on Earth surface, measured by various experiments; the spectrum has been multiplied by $E^{2.6}$ to highlight the different regions 135 .

The acceleration of particles in the universe is believed to take place in the proximity of gigantic gravitational collapses, such as in supernovae and supermassive black holes, which, due to the spatial scales available in space, are able to impress to particles kinetic energies of magnitude unattainable in human facilities 133 .
Protons account for the majority (around $88 \%$ ) of the high-energy primary cosmic rays at
the atmosphere entrance; an additional $10 \%$ are alpha particles and $1 \%$ are heavier ions or neutrons. The remaining $1 \%$ includes electrons, photons and neutrinos. The composition of cosmic rays changes drastically when the primary particles encounter the Earth atmosphere. The primary particles, in fact, interact with the nuclei of the atmospheric atoms, mainly via hadronic inelastic collisions; the most abundant particles generated from these collisions are pions ( $\pi^{ \pm}$or $\pi^{0}$ ), but kaons, hyperons, charmed particles and nucleon-antinucleon pairs are also produced 136. Most of the secondary particles decay or further interact before reaching the surface. In particular, charged pions almost exclusively decay into muons with a 0.999877 branching fraction and mean lifetime $\tau=2.6 \cdot 10^{-8} \mathrm{~s}$ :

$$
\begin{aligned}
& \pi^{+} \rightarrow \mu^{+}+\nu_{\mu} \\
& \pi^{-} \rightarrow \mu^{-}+\bar{\nu}_{\mu}
\end{aligned}
$$

with the second most likely decay being into electrons ( 0.000123 fraction). Neutral pions instead decay into gamma rays with a particularly short lifetime $\left(\tau=8.4 \cdot 10^{-17} \mathrm{~s}\right)$ :

$$
\pi^{0} \rightarrow \gamma+\gamma
$$

and can start electromagnetic showers. Muons further decay into electrons:

$$
\begin{aligned}
& \mu^{+} \rightarrow e^{+}+\bar{\nu}_{e}+\nu_{\mu} \\
& \mu^{-} \rightarrow e^{-}+\nu_{e}+\bar{\nu}_{\mu}
\end{aligned}
$$

with a mean lifetime of $\tau=2.196 \cdot 10^{-6} \mathrm{~s}$ (the equality between the positive and negative muon lifetime has been establish to better than one part in $10^{4} 137$ ). Secondary muons are produced at about 10 to 15 km of height, and Lorentz dilation is large enough to allow them to reach the Earth's surface, taking into account special relativity; during their flight, muons lose about 2 GeV of energy before reaching the ground 136 . Charged particles at sea level are mostly muons, with a $60 \mathrm{~m}^{-2} \mathrm{~s}^{-1} \mathrm{sr}^{-1}$ flux, and a mean energy of about $4 \mathrm{GeV} \sqrt{133}$. The muon energy spectrum (shown in Fig. 58 (a)) below 1 GeV is approximately flat, while it follows the falling primary particle spectrum trend in the $10-100 \mathrm{GeV}$ range; at higher energies the spectrum steepens, as pions of higher energies are progressively more likely to interact before decaying 136. The zenith angular distribution follows roughly a $\cos ^{2} \theta$ trend, although the distribution is energy-dependent: at lower energies the distribution decreases faster with the angle, as low-speed muons at larger angles are more likely to decay in flight. The average muons angular distribution is shown in Fig. 58 (b).
The general energy loss for muons can be described as the sum of the electronic energy loss (defined by the Bethe-Bloch formula, Eq. (6)) and a radiative term:

$$
\begin{equation*}
-\left\langle\frac{d E}{d x}\right\rangle_{\mu}=-\left\langle\frac{d E}{d x}\right\rangle_{e l}+b(E) E \tag{30}
\end{equation*}
$$

where $b(E)$ includes bremsstrahlung, pair production, and nuclear contributions. The radiative term, for muon energies lower than 100 GeV , accounts for less than $1 \%$ of the total energy loss 138. At high energies, the electronic energy loss and the radiative term $b(E)$ are approximately constant, and the total muon energy loss can be expressed as:

$$
\begin{equation*}
-\left\langle\frac{d E}{d x}\right\rangle_{\mu} \approx \frac{1}{b} \ln \left(1+\frac{E}{E_{\mu c}}\right) \tag{31}
\end{equation*}
$$

where the critical energy $E_{\mu c}$ is defined as the energy at which the radiative term equals the electronic energy loss. Fig. 59 shows the energy loss as a function of the particle momentum for positive muons in copper, vertical bands define the regions in which the different terms dominate: in the central region the energy loss substantially follows the Bethe-Block formula,


Fig. 58: (a) Measured muon momentum distribution at 0 zenith angle, at sea level. (b) Average measured muon angular distribution at sea level 136 .
while above the muon critical energy (around hundreds of GeV ) the radiative term prevails. In the very low-energy regime, muons are slower than the valence electrons, and the stopping power in this region has been modelled by Lindhard, describing the material electrons as a Fermi gas 139: the energy loss turns out to be proportional to the muon velocity. The second region has been described by phenomenological fits to experimental data by Andersen and Ziegler 140 .
Cosmic muon, which have an average energy between 1 and 10 GeV , can be considered Minimum Ionizing Particles (MIP), with an average energy loss of $1.66 \mathrm{MeV} \mathrm{g}^{-1} \mathrm{~cm}^{2}$.


Fig. 59: Stopping power for positive muons in copper as a function of momentum and $\beta \gamma$ parameter; from 141 .

### 5.2 Prototyping tests with cosmic rays



Fig. 60: (a) Layout of the iLDA setup in the configuration for the prototyping test. A total of four scintillators are arranged in pairs on two levels (labelled 1-3 on the top and 2-4 on the bottom), as highlighted in the box. (b) Photo of the scintillator arrangement in this configuration.

The basic configuration for prototyping tests is presented in Fig. 60 (a). It includes four scintillator fingers, arranged in two pairs, placed on two levels; the two scintillators on the top level are labelled with 1 and 3 , while the bottom ones with 2 and 4. The four scintillators are placed horizontally inside the dark box, as visible in Fig. 60 (b). A plastic structure ensures the mechanical stability of the system and houses the four SiPMs; two read-out boards, containing shaping and amplifying analog electronics, retrieve the signal from the SiPMs and send them to the oscilloscope for the data acquisition. The acquisition of an event is triggered by a coincident signal in two scintillators vertically aligned (e.g. 1 AND 2 or 3 AND 4), in order to select vertical muon tracks. With the coincident trigger other cosmic rays components, as gamma and neutrons, are suppressed, as these neutral particles have a negligible probability of interacting in both the triggered scintillators.
In Fig. 61 some results of the prototyping tests of the calorimeter are summarized: the graph shows the average waveforms retrieved with four different hardware variations. The waveform generated by the candidate scintillator model BC-420 is drawn in blue, compared with the BC408 model in red. The BC- 420 produces a signal that is 5 to 10 ns longer than the counterpart. Therefore, the BC-408 was preferred for the calorimeter assembly, also because, the amplitude of the signal is abut $10 \%$ higher, as its light output spectrum better matches the SiPM efficiency (visible in Fig. 32 (a)).
The behaviour of a shorter scintillator was also studied; the signal generated by a BC-408 scintillator cut in half is shown in Fig. 61 with a green line. The waveform relative to the half-length scintillator appears marginally shorter in duration, with respect to the full-length element, and with a slightly higher peak; this is because the generated optical photons, in the shorter scintillator, travel a shorter distance before being detected, and the probability of being absorbed along their path diminishes. These minor advantages, however, do not justify a modification in the calorimeter layout to host shorter-length scintillating elements.
Finally, a read-out electronics including a second derivative stage (see Sec. 6.1.1) was also tested; the generated waveform is shown in Fig. 61 with a black line. In this configuration, the waveform, after the peak, reaches significant negative voltages, more than half the peak value. Despite the overall shorter pulse duration, the second derivative stage was discarded, as large negative voltages could damage other electronic components, especially the fast comparators.


Fig. 61: Average waveforms from cosmic ray acquisitions, with four different hardware variations: data retrieved with a BC-420 scintillator model is shown in blue, a proposed version of read-out electronics employing a second derivative stage is shown in black, data from a half-length BC- 408 scintillator is in green, reference acquisition with a BC-408 is shown in red.

### 5.2.1 Optimization of the wrapping procedure

Cosmic rays were also employed to study the most efficient materials and procedure for the wrapping of the scintillating elements. The scintillator wrapping represents a key component for the effective operation of the iMPACT calorimeter, as it has to ensure an adequate internal reflectivity with a low light absorption on its internal surface; these characteristics are essential for an efficient collection of the photons produced by the passage of particles. At the same time the wrapping material needs to provide optical isolation between adjacent scintillators to avoid optical cross-talk, and isolation from external light sources, which can cause noise or even damage the SiPMs. Finally, the wrapping material thickness should be minimized, as it constitutes a passive material in the calorimeter, causing undetected energy loss and resulting in blind spots between adjacent scintillators forming a plane.
The materials considered for the wrapping are commercial aluminum and teflon. Teflon (Polytetrafluoroethylene or PTFE) has an extremely high reflectivity ( $\approx 99 \%$ ) in the optical wavelength range $\sqrt[142]{ }$, therefore it is best suited as the innermost layer in direct contact with the scintillator surface. Aluminum has a worse reflectivity than teflon (between 85 and $87 \%$ 143), however for its opacity to optical light, ductility, and availability in thin thicknesses ( $\approx 16 \mu \mathrm{~m}$ ), it represents a convenient solution for the most external wrapping layer. The iLDA system has been used to evaluate the combination of teflon and aluminum layers, to ensure optimal light collection efficiency and minimize the material budget. At the same time, studies on the magnitude and origin of possible cross-talk (either electronic or optical) between adjacent channels have been conducted.
Different configurations have been tested, based on the essential layout presented in Fig. 60 formed by four scintillators arranged in two pairs. The idea is that, triggering on an actual particle event in one scintillator, any cross-talk effect in the adjacent one can be observed in the form of an induced signal. For each configuration two datasets are collected, one triggering with the coincidence of channels 1 and 2 , observing the cross-talk in channels 3 and 4 , and viceversa. The specular acquisitions allow to even out possible non-uniformities between channels,
in terms of SiPM gain, electronic components tolerances, or manual assembly. The following acquisition configurations have been studied:

- configuration $a\left(c_{\mathrm{a}}\right)$ : the four scintillators were all uncovered; in this configuration the optical cross-talk is maximised, as only a fraction of the optical photons remains inside the scintillating volume in which they were generated (for PVT the minimum angle for total internal reflection is $39^{\circ}$ from the surface normal);
- configuration $b\left(c_{\mathrm{b}}\right)$ : the triggered scintillators were uncovered, while the other two scintillators were wrapped in aluminum and the sides facing the SiPMs were covered with black tape in order to prevent them from detecting scintillation photons; this configuration provides a background reference, where the optical cross-talk is eliminated, and only the cross-talk due to adjacent SiPMs and analog electronics chains is present. In particular, the avalanches generated in a SiPM could induce a signal in neighboring electronic components;
- configuration $c\left(c_{\mathrm{c}}\right)$ : all four channels were triggered with an external impulse generator at a constant frequency, to measure the electronics noise floor and SiPM dark counts, without any particle events;
- configuration $d\left(c_{\mathrm{d}}\right)$ : triggered scintillators are uncovered. The non triggered scintillators are wrapped in aluminum and their corresponding SiPMs are removed; this configuration allows for an estimation of the cross-talk caused purely the analog electronics of adjacent channels, excluding the contribution from the SiPM;
- configuration $e\left(c_{\mathrm{e}}\right)$ : one teflon layer separates the adjacent scintillators;
- configuration $f\left(c_{\mathrm{t}}\right)$ : two teflon layers separate the adjacent scintillators;
- configuration $i\left(c_{\mathrm{g}}\right)$ : each scintillator is wrapped individually in a single teflon layer and an aluminum layer separates adjacent scintillators.

Fig. 62 (a) and (b) shows the average waveforms for the four channels in two particular configurations: $c_{\mathrm{a}}$ and $c_{\mathrm{g}}$ respectively. In the first configuration, the scintillators are completely uncovered, therefore photons can leave the scintillating volume in which they were generated and get detected in the adjacent SiPM; in Fig. 62 (a), in fact, the non triggered channels (3 and 4) present a visible induced signal in correspondence of the primary signal. The configuration presented in Fig. 62 (b), $c_{\mathrm{g}}$, includes an aluminum foil between adjacent scintillators and the induced signal is almost absent; the small induced signal can be due to small openings in the aluminum wrapping or to electronic cross-talk.
Fig. 63 shows signal amplitude spectra, in the same considered configurations, where the main signal spectrum is presented in blue, while the induced spectrum is in green. The spectra can be described by a Landau distribution, typical of the energy deposition of minimum ionizing particles in thin absorbers; the red dashed lines in the plot represent, in fact, fits to Landau functions. In the $c_{\mathrm{a}}$ configuration (Fig. 63 (a)) the cross-talk signal spectrum peaks around 5 mV , compared with the main Landau signal spectrum that peaks around 30 mV . On the other hand, the induced cross-talk (Fig. 63 (b)) distribution in the configuration $c_{\mathrm{g}}$ appears closer to zero and narrower.
For each configuration, the signal amplitude spectrum was interpolated with a Landau distribution, while for the spectra including only electronic noise a Gaussian interpolation was performed. The results are summarized in Tab. 5 Data distributions are reported with the median of their Landau fit, with the upper and lower errors marking the $34 \%$ of the distribution integral on either side of the median. Data distributions were chosen to be described with the median, instead of the mean, as the latter is more shifted towards the high-energy tail and further away from the maximum value. In Tab. 5. the average ratio between the induced signal


Fig. 62: (a) Average waveform registered in each channel, in a configuration with a sensible optical cross-talk (configuration $c_{a}$ ); the trigger is set in scintillators 1 and 2 , induced signal is visible in scintillators 3 and 4. (b) Average waveforms in a configuration with negligible optical cross-talk (configuration $c_{g}$ )


Fig. 63: (a) Signal amplitude spectrum in scintillators 1 (triggered, in blue) and 3 (not triggered, in green), in configuration $c_{a}$; the induced signal in scintillator 3 is visible. The spectrum of scintillator 3 is rescaled in height by a factor $1 / 2$ for visualization purposes. (b) Signal amplitude spectrum in a configuration with negligible optical cross-talk $\left(c_{\mathrm{g}}\right)$; the spectrum of scintillator 3 is rescaled in height by a factor $1 / 10$ for visualization purposes. The red dashed lines show a interpolation with a Landau distribution.
over the main signal is also presented. Additional details on the experimental and analysis procedure can be found in 144 .
The results are also summarized in Fig. 64 (a), which shows for each configuration the average main triggered signal (blue points) and the average induced non-triggered signals; Fig. 64 (b) shows the induced/main signal ratio.
The configuration $c_{\mathrm{g}}$, which includes one teflon layer around each scintillator and a single aluminum between them, appears the best wrapping solution, as it minimize the cross-talk while employing a moderate amount of material. In this configuration the main signal is on average higher than 30 mV , inducing in adjacent scintillators less than $2 \%$ of the primary signal. Moreover, the absolute value of the induced signal in this configuration is 0.55 mV , which is compatible with the noise floor due to electronic noise and SiPM dark counts, measured in $c_{\mathrm{c}}$.

| Configuration | Triggered <br> channels | Main signal <br> amplitude (mV) | Cross-talk signal <br> amplitude (mV) | Ratio |
| :---: | :---: | :---: | :---: | :---: |
| $a$ | $1-2$ | $34_{-5}^{+13}$ | $2.8_{-0.8}^{+2.2}$ | $0.07_{-0.02}^{+0.05}$ |
|  | $3-4$ | $39_{-5}^{+14}$ | $2.3_{-0.7}^{+1.8}$ |  |
| $b$ | $1-2$ | $13_{-3}^{+8}$ | $0.54_{-0.09}^{+0.25}$ | $0.041_{-0.009}^{+0.022}$ |
|  | $3-4$ | $13_{-3}^{+9}$ | $0.5_{-0.1}^{+0.1}$ |  |
| $d$ | ext | - | $0.50_{-0.09}^{+0.09}$ | - |
|  | $1-2$ | $19_{-5}^{+13}$ | $0.5_{-0.1}^{+0.1}$ | $0.03_{-0.01}^{+0.02}$ |
| $f$ | $1-2$ | $23_{-4}^{+11}$ | $0.9_{-0.3}^{+0.8}$ | $0.033_{-0.009}^{+0.025}$ |
|  | $3-4$ | $31_{-5}^{+14}$ | $0.8_{-0.2}^{+0.6}$ |  |
|  | $1-2$ | $30_{-5}^{+14}$ | $0.8_{-0.3}^{+0.7}$ | $0.028_{-0.008}^{+0.021}$ |
|  | $3-4$ | $29_{-6}^{+16}$ | $0.7_{-0.2}^{+0.5}$ |  |

Tab. 5: Summary of the cross-talk studies results, including main and induced (cross-talk) signal amplitude, triggered channels, and ratio between induced and main signal, for each setup configuration. Reported values represent the median of the distribution, with the interval containing $\pm 34 \%$ of the distribution 144 .


Fig. 64: (a) Signal amplitude of the main signal (blue points) and induced signal (red points), in the different acquisition configurations; the points relative to the induced signals are shown in a enlarged scale, to facilitate the visualization. (b) Ratio between induced over primary signals, in the various configurations. Data are summarized in Tab. 5144

No additional teflon layers appear necessary. In any configuration not including an aluminum layer $\left(c_{\mathrm{a}}, c_{\mathrm{e}}\right.$, and $\left.c_{\mathrm{f}}\right)$ the induced signal is higher than the noise baseline, therefore these configurations were not considered acceptable. In particular the first configuration, $c_{\mathrm{a}}$, produced the highest level of cross-talk, with $\approx 7 \%$ of the main signal.
In the dataset $c_{\mathrm{b}}$, the contribution to the cross-talk due to neighboring electronic components and adjacent SiPMs is considered, while the optical contribute was removed; in dataset $c_{\mathrm{d}}$ the SiPM were removed, therefore only the electronic contribute is present. The noise levels in this two configurations is compatible with the background measured in $c_{\mathrm{c}}$, therefore the electronics
and SiPM-generated cross-talk can be considered negligible.
Once this wrapping configuration, including one teflon and one aluminum layer, was verified and accepted, the wrapping operations were performed manually on all the 480 scintillating fingers necessary to complete the calorimeter; to complete the task about 160 man-hours full-time were spent.

### 5.3 Verification on the response uniformity

Given the high aspect ratio of the scintillating element forming the calorimeter $\left(1 \times 0.5 \times 20 \mathrm{~cm}^{3}\right)$, the uniformity of their response along the entire length is a critical aspect, as it ensure the response uniformity inside the calorimeter volume. The signal amplitude, in fact, should be independent from the particle detection position, to avoid possible deformations in the track reconstruction. Moreover, preliminary studies, based on the Monte Carlo simulation described in Sec. 4.4 showed a strong dependence of the signal amplitude on the position, with signals generated by particles passing closer to the SiPM being more than $40 \%$ higher than signals generated by particles passing at the opposite end of the scintillator. More details on this topic can be found in 144 .
In order to characterize the response uniformity of the scintillating elements, verify the simulated results, and possibly tune the simulation parameter to match the experimental behaviour, the iLDA cosmic rays setup was adapted for position-sensitive measurements.


Fig. 65: (a) Representation of the iLDA setup for position scans. The configuration includes a shorter scintillator (labelled 1) which can be moved along the length of a full-length scintillator finger (labelled 2 ), with the two scintillators placed perpendicularly to one another; the coincident signal between the two channels define the track position along the scintillator under study. (b) Picture of the setup in the described configuration.

In Fig. 65 the modified layout is shown. The setup includes two scintillators: one short-scaled scintillator (labelled 1 in the figure), read-out by a PMT, can be precisely moved along an aluminum rail to cover the entire length of a full-scale scintillator, labelled 2; the two scintillators are perpendicular to one another. The shorter scintillator is read-out by a PMT. The event recording was setup with a coincident trigger between the two scintillators, in order to limit the acquisition to particles intercepting the scintillators in the $1 \mathrm{~cm}^{2}$ overlapping area, thereby selecting a defined position.
Fig. 66 summarizes the experimental results obtained from a position scan along the scintillator under study; the points represent the signal amplitude as a function of the position, expressed as the distance from the SiPM surface, measured as the central point of the perpendicular scintillator. The data points are represented as the fitted Landau distribution median, with the error bars marking the $68 \%$ interval. The experimental data show no noticeable dependence on


Fig. 66: Experimental measurements of signal amplitude as a function of the position along a scintillator.
the position, as all the points are compatible with each other within the error bars. Therefore, the experimental data dispels the concerns brought on by the preliminary simulation.
The parameters of the simulation were then adjusted, in order to obtain a better agreement with the observed behaviour; in particular the reflectivity of the internal teflon surface, and the scintillator material absorption length were both increased from the default values. The modified simulation layout is presented in Fig. 67 (a): a single scintillator is included, and the particle source was defined as a muon pencil beam; the muon energy spectrum was parameterized based on the muons spectrum, shown in Fig. 58 (a). The position of the muon source can be changed to span along the scintillator length and perform the positional scan.
A second simulation version was setup, to implement a more realistic modeling of the setup, as shown in Fig. 58 (b). The improved simulation included both the scintillators, and the particle source was defined as a plane emitting muons isotropically, in the direction of the scintillators; the same muon energy spectrum of the previous simulation was adopted. The realistic angular distribution of the muon (proportional to $\cos ^{2} \theta$ ) was not taken into account, as the solid angle covered by the overlapping scintillators is limited.
Fig. 68 shows the results of the two simulation setups, compared with the experimental data. Both simulated data series present no strong dependence between the signal amplitude and the position along the scintillator, as observed in the experimental data. The data retrieved from the first simulation version (labelled $v 1$ in the figure) are systematically sightly lower than the experimental values, while the second version of the simulation reproduces the experimental data more consistently, not only in the trend but also quantitatively. In the first simulation the particles pass through the scintillator with a trajectory perpendicular to its surface; in the second simulation particles travel on average a larger distance inside the scintillating volume, as their are produced isotropically, and generate a larger energy deposition. The Monte Carlo data are overall in good agreement with the experimental results; this is a significant achievement, given that the simulated particles (muons with $E>1 \mathrm{GeV}$ ) are totally different from the particles used for the simulation calibration, i.e. protons in a totally different energy range ( 70 to 230 MeV ).
The results presented in Fig. 68 confirm that the signal amplitude shows no dependence where the charge is deposited inside the scintillator, therefore the response in the entire iMPACT calorimeter volume can be considered uniform.
The Monte Carlo simulation, together with the analog signal reconstruction method (illustrated


Fig. 67: (a) Rendering of the cosmic rays simulation in the first version, including a single scintillator and a pencil beam. (b) Layout of the second version of the simulation, including two perpendicular scintillators and a planar cosmic rays source 144 .


Fig. 68: Experimental measurements of signal amplitude as a function of the position along a scintillator, compared with simulated data; the two simulation setups are presented in Fig. 67 144.
in Sec. 4.4, has proven to be particularly effective in reproducing both proton and cosmic rays datasets, in particular, accurately modeling the spatial response of the single scintillating elements forming the entire calorimeter.
In the first commissioning tests of the complete iMPACT scanner, cosmic rays will be employed for calibration and performances evaluations, see Sec. 6.6. The simulation will be used to scale the results and the calibration parameters obtained from cosmic acquisitions, to values suitable for proton acquisitions, in view of future test beams.

## 6 iMPACT digital read-out architecture

### 6.1 Calorimeter read-out structure

The task of interfacing the calorimeter analog and digital front-end electronics, which produce the data, with the computer in which the data is stored, is assigned to a number of FPGAs, in a single-master multiple-slaves structure.
The schematic of the read-out and control structure of the calorimeter is shown in Fig. 69. In this structure, only the slave FPGAs are connected to the front-end boards and can read-out data. Each FPGA can receive commands via a custom USB protocol from the computer (see Sec. 6.4 for the commands communication protocol); the master receives commands concerning the acquisition control, such as start, stop acquisition and reset. The master can drive 2 signals (start and reset), according to the particular command issued by the PC, in addition to a clock which is always generated, independently from the status of the acquisition. These 3 signals are then sent to a synchro-board, which clones and distributes them to each slave FPGA; this structure ensures the simultaneous reception of acquisition-control signals between the slaves.
Slave FPGAs can also receive commands via the same USB protocol that controls the master. The USB communication is, by design asynchronous and several orders (at least 100 times, depending on the task) slower than start, reset and clock signals that travel through the physical connections; thus only slow control commands without timing requirements are sent through the USB protocol. Via USB rather complex 32-bits commands can be transferred: commands to slaves are used to set the comparators thresholds to either pre-calibrated values, including different acquisition regimes (cosmic rays or proton beam), or to user-defined values; local FIFO memory resets can also be asserted. The computer controlling the acquisition can read-out the data stored inside each slave FPGA FIFO memory via the USB protocol using a custom-defined data packet formatting, which is described in Sec. 6.3


Fig. 69: Configuration scheme of the read-out and control structure of the iMPACT calorimeter. The read-out infrastructure is formed by a master FPGA which receives commands from a computer and generates two control signals (start and reset and clock) accordingly. The control signals are distributed to a number of slave FPGAs which perform the data read-out from the calorimeter frontend. All the FPGAs are synchronized by means of a clock signal. Only the main connections are presented in this scheme; for a complete diagram of each FPGA input and output signal see Fig. 72

### 6.1.1 Calorimeter digital electronics

As presented in Sec. 4.2 .2 a single front-end board is designed to read-out 10 scintillators channels, it is connected to the SiPM board and to the FPGA carrier board (the structure of a calorimeter module was shown in Fig. 34.


Fig. 70: FPGA Carrier board. The board connects 4 front-end boards (Fig. 36) with 2 Xilinx Artix7 FPGAs; it features a Samtec ERF8 connector [145, for the synchronization signals, 2 USB 3.0 connectors 146 .

A front-end board employs a digital-to-analog converters on each side (Analog Devices AD5391 DAC [115), to set the voltage references for the 15 fast comparators. The output voltage levels can be set through a serial interface compatible with the $I^{2}$ C protocol; more details on the implementation of the $I^{2} C$ communication for the digital threshold setup are presented in Sec. 6.5
An FPGA carrier board, shown in Fig. 70 (a), collects the output of the comparators for the final data read-out and transmission; a carrier board hosts two FPGAs, each one responsible for the read-out of 20 channels. The Xilinx Artix-7 XC7A200T FPGAs are embedded in a commercial Trenz TE0713 module (Fig. 70 (b)), which includes auxiliary components, such as a 4 Gbit DDR3 SDRAM, a QSPI flash memory, and an USB interface FTDI FT600 chip 146. The task of distributing the synchronous control signals (i.e. start, reset, and clock) from the master FPGA to the slaves is performed by the synchro-board, shown in Fig. 71 The synchro-board design is based on three CDCLVD1216 Low Jitter differential LVDS Buffers, one for each signal, from Texas Instruments 147. The buffers replicate an input clock, up to 800 MHz , to 8 differential outputs with a lower than 300 fs RMS jitter; the input connector (from the master) and the output connectors (to the slaves) are Samtec ERF8 145.

### 6.2 FPGA firmware overview

The structure and operations of the firmware, developed for the FPGAs controlling the calorimeter data acquisition, will be presented in this Section. After an overview of the input, output, control, communications and peripherals management signals, the general description of the firmware structure and functions will follow, before analyzing each firmware section and branch in-depth (see Sec. 6.3 6.5).
In the following sections, a group of parallel signals (or bus), will be indicated with the notation: data[MSB:LSB], where the the most significant bit of the array is specified first and the least significant bit second. This notation will also be used to identify a sub-group of bits in a larger bus. Moreover, numbers in different bases will be expresses with the following notations: 0 b or


Fig. 71: Synchronization board (synchro-board), including 3 CDCLVD1216 Low Additive Jitter LVDS Buffer 147, used to multiply and propagate the start, reset, and clock signals up to 8 times. The signal input from the master FPGA and the output towards the slave FGPAs is performed through Samtec ERF8 connectors.


Fig. 72: Overview of the I/O ports of the calorimeter a) master and b) slave FPGAs; single signals are indicated by thin arrows, multiple signals (buses) by thick arrows. b) Detailed diagram of the main signal buses. Details on the USB communication protocols are available in 148
...2 for binary, $0 \mathrm{x} / 0 \mathrm{~h}$ or ... 16 for hexadecimal.
Fig. 72 shows an overview of the input and output signals, connected to the FPGAs, presented for both master (a) and slave (b) configurations; in Fig. 72 (c)) the main buses and groups of
signals are presented in more detail.
Each FPGA (regardless if slave or master) receives a differential clock (indicated in Fig. 72 as Sys_diff_clock) from their own Trenz TE0713 board (Fig. 70 b)) ; this clock is therefore not synchronized between FPGAs. The Sys_diff_clock is a 100 MHz clock that is used by each FPGA mainly for soft-processor (MicroBlaze) operations (see Sec. 6.5.
The USB_clock is a 100 MHz clock generated by the FTDI FT600 chip 148 , installed in each FPGA carrier board; the syncrhonization with this clock is mandatory for the FPGA in order to communicate via USB through the FT600 chip with a computer. For this reason this USB_clock is also used by the firmware section responsible of data taking and formatting, as well as the section responsible of receiving commands from PC. This clock is also independent for each FPGA and independent from the Sys_diff_clock.
As introduced in Sec. 6.1 each slave FPGA receives a third clock, master_clock in the design Fig. [72] from the master. This clock is generated by the FTDI FT600 chip of the master, distributed via the synchro-board, and used by the slaves only for the internal timestamp counter, in order to ensure the timing synchronization between modules, and the correct reconstruction of the events recorded through different calorimeter modules. The signal reset_out is generated by the master FPGA, and set high when a reset of the timestamp counter is required by the PC. The signal start_out is again propagated from the master to the slaves (received as start_in) in order to issue the initiation of the data acquisition.
Each slave FPGA receives data from the front-end boards (see Sec. 4.2.2) as a couple of differential signals for each of the 60 comparators ( 20 scintillator fingers with 3 thresholds each) that a FPGA has the task of reading out, for a total of 120 signals (see Sec. 4.2.1). The duty of each slave FPGA is formatting, storing and eventually sending the data to the computer. The communication between the FPGAs and the computer is made possible by the FTDI FT600 chip, present in the FPGA Module Board TE0713-02-200-2C (see Fig. 70), which acts as interface bridge for both directions of communication. The USB bus (indicated in Fig. 72, as USB_comm) includes a 16-bit data bus and various signals (WR_N, RXF_N and BE) used for read/write requests and acknowledgments (more details on the USB communication will be presented in Sec. 6.4). The $I^{2} \mathrm{C}$ bus, introduced in Sec. 4.2.2, is used for setting the thresholds of the comparators present in the front-end board; it includes two signals: SCL (clock) and SDA (data). The DDR3_SDRAM bus establishes the communication with the RAM memory present on the FPGA carrier board; this memory is currently employed only by the MicroBlaze soft-processor, and its working operations; in future versions of the firmware the RAM is planned to be used also for data storage. The qspi_flash bus communicates with the non-volatile Quad SPI memory present in the FPGA carrier board; versions of firmware and software are stored in this memory and automatically booted at the device switch-on. Finally, the UART bus is a low-speed USB bus that can be used by the MicroBlaze processor to print strings onto a terminal in a computer; this link is usually used for debugging and status checks.
In Fig. 73 the block design of the firmware programmed in the FPGAs is presented, as visualized in the Xilinx Vivado Design Suite 149 . The block design of a firmware project provides a visual representation of the various logic modules, either proprietary or user-defined, and the signals that link them. The colours given to the blocks in Fig. 73 give an indication of the functions that a particular section or group of modules serve, although in some cases the categorization is not unique. The modules dedicated to the triggering and data processing are indicated by the blue colour; this section is formed by the front-end LVDS comparators input, input buffers, a 40-bit counter for the timestamp to associate to each recorded event, a State Machine controlling the data recording, and a data FIFO (First In First Out) where events are stored waiting to be transferred to the computer via USB (see Sec. 6.3 for more details). The State Machine that manages the transmission of commands and data via the USB FTDI FT600 chip to and from the computer is highlighted in green, together with its auxiliary modules (Sec. 6.4 for complete description). The orange blocks indicate the section responsible for receiving and actuating the acquisition-control and setup commands from the


Fig. 73: General view of the calorimeter slave-FPGA Block Design, in Xilinx Vivado Design Suite 149. Colours highlight different sections and functions: blocks related to the data flow, triggering and formatting are highlighted in blue; blocks related to USB transmission of data and the USB State Machine are highlighted in green; the orange section manages the commands reception from PC to FPGA; in violet, the sections related to the operations of the soft-processor MicroBlaze 150151 and peripherals controls ( $\mathrm{I}^{2} \mathrm{C}$, UART, qSPI and DDR3_SDRAM).
computer; this sector is formed essentially by a 16 to 32 -bit data parallelizer, a State Machine handling the command receiving protocol, and a commands FIFO (details in Sec. 6.4. Finally, the magenta modules and blocks are related to the soft-processor implemented in the FPGA fabric (MicroBlaze) 150151 and its operations; in particular, the soft-processor is used to handle the peripherals control, such as the $\mathrm{I}^{2} \mathrm{C}$ to program the comparators threshold, and to actuate the actions stated in the USB commands. Using the MicroBlaze soft-processor in the calorimeter FPGAs firmware allows to split tasks on two levels: the tasks that need to be performed online, with strict time constraints, such as triggering and data formatting, are performed inside the FPGA fabric, where digital instructions can be executed in real-time at hardware speed; more complex tasks, easier to implement in a software environment, are instead handled by the soft-processor, which is intrinsically slower than the FPGA fabric. Additionally, the Xilinx soft-processor is equipped with a stable and reliable set of methods and functions which makes peripherals management more straightforward to program. As stated previously, the data modules and the MicroBlaze operate with two independent clocks in a parallel fashion. The functions and the operations of the soft-processor are illustrated in details in Sec. 6.5

### 6.3 Trigger and data flow in the FPGAs

In Fig. 74 the block design of the firmware modules that are related to the acquisition of data are shown; the graphic representation of the design is produced by the Xilinx Vivado Design Suite [149, the software framework which allows to design and program Xilinx FPGAs. Each FPGA in the calorimeter is responsible for the read-out of 20 SiPMs , for a total of 60 voltage comparators (as seen in Sec. 4.2.2). The output of the comparators are fed into an FPGA as 60 LVDS differential signal couples; in Fig. 74 these input ports are appointed
as Comp_IN_P/N and are indicated as two 60 -lines wide buses. An Input Buffer commutes the double-ended signals into single-ended signals, which then pass through a custom debug module (comparator_filter). In the current implementation, the debug module does not affect the signals and it simply propagates the input to the output; however, during the development of the firmware masking or swapping certain lines was performed to assess the correct behaviour of the downstream modules.
The Module indicated as Binary Counter is a Xilinx proprietary simple 40-bit counter triggered by the positive edge of the master Clock signal; as introduced in Sec. 6.1] the master Clock is the clock generated by the FTDI FT600 USB chip 148 of the master FPGA and propagated via hardware to every calorimeter slave FPGA, Fig. 69 With a 100 MHz clock, the 40 -bit counter overflows in about 3 hours, which is compatible with the duration of an acquisition with cosmic rays. The timestamp counter can be reset to 0 by a timestamp reset signal, also generated by the master. Therefore, the counter module provides the event timing information, which is synchronized among every slave read-out FPGA. The module Data FIFO is a memory queue implemented inside the FPGA fabric 152 ; it provides ordered storage and retrieval of the events data. This module supports 16 -bit words streams. This FIFO is the memory location in which data is stored locally on each slave FPGA, waiting for the acquisition computer to issue a read request and perform the transfer of data. The FIFO works with a single local clock, generated by each FPGA FTDI FT600 chip, therefore read and write are synchronous. The write (from FPGA into the FIFO) interface consists of a 16 -bit bus (din[15:0], data in) and a write command signal, wr_en; both the din[15:0] and wr_en signals are driven by the State Machine inside the scintillator_reader module (Fig. 77. The read interface allows for the retrieval of data from the local FIFO to the computer, and consists, similarly to the write interface, of a 16 -bit bus (dout [15:0], data out) and a read request signal, rd_en, which is issued by the State Machine managing the USB communication with the computer (see Sec. 6.4). Additionally, the FIFO can be reset synchronously, to delete its content, via the rst port, which is issued by a computer command and actuated by the Soft-processor MicroBlaze (see Sec. 6.5 for more details). Finally the FIFO module possesses two status signals: the empty pin, which flags when the memory does not contain any event, and it is interrogated during the data retrieval procedure; the prog_full pin, which signals when the FIFO contains a predetermined number of words, is checked before filling the memory with a new event. The need for a programmable threshold, instead of a basic full flag, is given by the fact that, in the present implementation, a single event is saved as triplets of sequential 16 -bit words; this will be clarified throughout this section. Therefore the effective value of the FIFO depth has


Fig. 74: Block Design Trigger and Data flow. The sub-structure of the module scintillator_reader, containing the latches for the SiPM signals and the Data State Machine, is shown in Fig. 75.
to be divisible by 3 , as opposed to the maximum FIFO capacity which can be allocated only as powers of 2 . Implementing an effective 3 -multiple deep FIFO prevents cases in which the full FIFO capacity is reached, while having written a partial event; this would causes erroneous read-out operations, as the grouping on words into an event would be mis-aligned. In the present conditions, the FIFO memory is set to store up to 2001 16-bit words. Further events, after the set quantity, are discarded until data are read-out and a sufficient number of memory slots is freed. The order of magnitude of the FIFO depth was tuned to comply with the amount of data generated during an acquisition based on cosmic rays, allowing the acquisition control computer to retrieve the data sequentially from each FPGA avoiding any of the local memories to saturate.


Fig. 75: Diagram of the scintillator_reader module, containing Latches (SiPM_reader) and data State Machine Latch_reader.

The central control module in charge of the data managing section of the calorimeter read-out firmware is the scintillator_reader. This module acts as a wrapper enclosing a number of sub-modules and its structure is schematized in Fig. 75. The scintillator_reader contains a total of 20 latch modules (named SiPM_reader), one for each SiPM, and a State Machine (named Latch_reader) that performs the actual read-out and reset of these latches, as well as managing the data formatting and the local data storage. Each SiPM_reader has as inputs (compare Fig. 74 and Fig. 75): the triplet of single-ended signals corresponding to the output of the 3 comparators reading a single SiPM; the 40 -bit timestamp counter timed by the master Clock; the Local Clock and a clear_latches signal, generated by the Latch_reader State Machine, which resets a particular SiPM latch after a read-out.
In Fig. 76 the operations of a single SiPM_reader is presented, in the form of a behavioural logic simulation in Xilinx Vivado 153. The comparators_input waveform (green) shows the typical behaviour of the input analog signal, sampled by 3 comparators, visualized with three thresholds. In the simulation, for each input signal the maximum height is randomized between 1 and 3 , the distance between the signals is extracted uniformly between 0 and 50 ns , and the duration of the signal is generated in the range 3 to 10 ns . The rise and fall times are set respectively to 1 ns and 4 ns per exceeded threshold, to mimic the shape of an experimental signal.
At the point of the first marker, at 240 ns of the simulation, a clear_latches signal is received and the latch is released from the previous event; when no data is stored in the latch, the output timestamp is put at a defined value (all bits at $1=0 \mathrm{xFFFF}$ ), and the signal height


Fig. 76: Behavioural simulation of a single SiPM latch (SiPM_reader). The values in timestamp_input and timestamp_out are expressed in hexadecimal base for a more concise representation.
(signal_height_output) is set to 0 . An event arrives at 270 ns , as soon as a comparator fires it is asynchronously latched, and the current timestamp saved; in this case the value $0 \times 01 \mathrm{C}\left(=28_{10}\right)$ is saved. Then, starting from the first following positive edge of the clock, two clock periods are waited, in order to let the analog signal reach its maximum value; the highest exceeded threshold during this period is latched. In fact, experimental signals present rise times between 5 and 10 ns , shorter than the 2 cycles waiting window, equal to 20 ns , at 100 MHz . At the third cycle, at 290 ns , the stored values are presented as outputs: in this way the timestamp_out (grey) corresponds to the signal arrival time, while the signal_height_output (purple) reports the overall maximum signal height, which would occur most likely at a later timestamp. The height of the signal is output as 2 bits (up to $0 b 11=3_{10}$ ), as opposed to the 3-bit comprators in input. The output values are maintained until a clear_latches signal is issued by the Latch_reader State Machine after a read-out of that particular SiPM_reader: if a second event takes place before a latch clear, as at the 325 ns marker, the latter signal is ignored even if higher than the first one. Having a waiting window of 2 cycles is completely sustainable when dealing with cosmic muons, the rate of which is expected to be around $2 / \mathrm{s}$ on a single scintillator, and feasible for proton beam acquisitions up to 20 MHz for each scintillator. The Latch_reader sub-module, contained in the scintillator_reader module, (see Fig. 74 and Fig. 75 receives the information on the signal height and timestamp from each of the 20 SiPM_reader sub-modules and it produces, as output, a 16 -bit data_out bus, which is sent to the input the FIFO memory. Other inputs of the State Machines are: the local clock; the master Reset; the DAQ_enable signal generated by the master FPGA, which indicates the active acquisition status; and the FIFO full level, at which write operations are skipped. As additional output ports the Latch_reader transmits 20 clear_latches signals, each connected to a different SiPM_reader. The logic of the operations of the scintillator_reader State Machine is schematized in Fig. 77
The Latch_reader Finite State Machine (FSM) currently operates over 5 states; at every positive edge of the local clock the conditions defining the state are verified, and possibly the state is changed. At the moment of power up the initial state is STOP: every output port and internal register is zero. If the acquisition enable signal, DAQ_enable, is low the STOP state is maintained. On the contrary, if a Enable DAQ command is received, the state transitions to RESETALL: a clear signal is sent to every SiPM_reader latch module, so any event possibly stored before the DAQ initialization is discarded; every other output and internal register is set to zero. The State Machine then transitions into the STEADY state, in which the clear_latches signal are brought down to zero, so that events can be stored and the acquisition can be initiated. The State Machine then enters into the CYCLE state, in which the actual read-out of the data is performed. While in the CYCLE state, the State Machine monitors the output of a single SiPM_reader sub-module, during each clock cycle; if no event is stored in that particular latch, namely the signal_height_output is zero and the timestamp is all 1 bits, the State Machine takes no action. During the following clock cycle, the next subsequent input channels


Fig. 77: Diagram of the states in the Data management State Machine. Yellow boxes indicate the states of the Finite State Machine; red thin arrows illustrates transitions between the states; thick arrows represent signals and data busses between the State Machine and other logic sub-modules, as SiPM_readers and the data FIFO.
is checked, and so on. Therefore, a complete monitoring of every SiPM requires, in the scenario of no recorded events, 20 clock cycles, for a total of 200 ns , which gives a 5 MHz frequency. If the SiPM_reader that is being surveyed, in a particular iteration of the CYCLE state, presents a stored event, the State Machine initiate a write routine. The signal_height_output and timestamp_output values are stored in an internal register of the State Machine and arranged in the structure illustrated in Fig. 78


Fig. 78: Representation of the data transfer protocol via USB, based on 16 -bit packets.
The event information is formatted into a total of 48-bit: the 40-bit timestamp is placed at the end of the pattern from the $9^{t h}$ to the least significant bit (i.e. from data_out [39] to data_out [0]); the 2-bit signal_height_output takes the place of data_out[41:40] and it is preceded by the 5 -bit address of the SiPM that has generated the event (values can go from $0_{10}$ to $19_{10}=0 b 10011$ ). The Most Significant Bit, data_out [47], is reserved for a parity bit, serving as a transmission integrity check, throughout the entire subsequent read-out chain. The local memory FIFO can support only 16 -bit words storage, so the event is sliced into 3 words that are sent during consecutive clock cycles. During the CYCLE state, in which an event is
found stored in a SiPM_reader sub-module, the upper snippet of that event (data_out [47:32]) is sent to the data FIFO; then state switches to the state named WRITE. The Latch_reader Machine stays in the WRITE state for two cycles, during which the following two remaining segments of the event data (data_out [31:16] and data_out [15:0]) are sent out. During the 3 clock cycle long data transmission, the write enable signal, wr_en, is set to high, to notify the FIFO that a valid word is meant to be stored; at the end of the second WRITE period this signal is lowered again. Additionally, during the CYCLE state, the latch corresponding to the SiPM that generated the event is cleared, via the specific Clear_latches signal; during the following WRITE state the reset signal is lowered, so that the SiPM_reader is ready to store a new event while the previous one is still being written.
As illustrated in this paragraph, an event write operation requires two additional clock cycles, in addition to the single initial cycle. In the worst case scenario, when every channel has stored events, a second consecutive read-out operation on the same SiPM would occur 60 clock cycles after the first one, for a total of 600 ns , thus a 1.7 MHz . This serial read-out mode is intended to be used during a cosmic rays acquisition.
Finally, at the end of a data acquisition, i.e. when the signal DAQ_enable is lowered, the state machine transits through the RESETALL state and ends back to the STOP state; the only exception occurs when the acquisition is ended while a write routine is in progress: in this case the complete event is written before proceeding to the RESETALL state, in order to avoid transmitting an incomplete data sequence.
For future tests and for the final application of the scanner with a proton beam, some adjustments on the data formatting will be made, in order to sustain the higher expected particle flux, with respect to cosmic rays. In the first place, the 40-bit timestamp counter could be reduced in length, to comply with acquisition periods of minutes, reducing the amount of data to be stored and transferred. Furthermore, in the current implementation the Latch_reader State Machine passes through each of the 20 SiPMs in a serial sequence, while in a proton beam environment a parallel read-out, with zero-suppression, would be preferable; in this second case the status of the fired channels could be transmitted at a given time, with the benefit of having to save only one timestamp. Considering a parallel read-out of the 20 SiPM , the read-out and reset of a hit SiPM can be expected to be performed in 5 clock cycles, allowing for a 20 MHz rate.

### 6.4 USB data transmission

The section of the firmware responsible for the transmission of data from and to the FPGA will be illustrated in this Section. The acquired data, which are stored temporarily in the FPGA fabric FIFO, are periodically transferred to the acquisition control Computer for longer term storage and analysis. At the same time, the computer can send streams of words to each FPGA, to assert a variety of instructions. For a schematic of the modules, connections and ports that make up the USB data transmission firmware section see Fig. 81
The data transfer, in either direction, is performed via a USB bus, and it is managed by a FTDI (Future Technology Devices International) FT600 USB chip 148, present on the Trenz Electronics TE0713 board 146 (see Fig. 70). The FT600 is a USB to FIFO interface bridge chip, supporting USB 3.0 Super Speed (5 Gbps), USB 2.0 High Speed ( 480 Mbps ) and a built-in 16 kB FIFO data buffer RAM. The bus protocol supports up to 8 channels ( 4 in and 4 out), however in this application only one channel is used. The FT600 operates with a 100 MHz clock, generated internally, which is also made available on an output pin, to provide synchronization with the connected peripheral. As introduced in Sec. 6.2, the data reading section of the firmware on each FPGA is also fed on the FT600 clock.
The FT600 USB bridge operates as an interface between the FPGA and the computer. The chip acts as a slave bus, while the FPGA performs master operations. Likewise the FT600 chip, the computer assumes the part of the bus slave: read or write requests by the computer are received by the FT600 and passed on, via appropriate signals, to the FPGA, which then can initiate the transmission, as the bus master.

As introduced previously in Sec. 6.2 (in particular Fig. 72), the USB bus includes the signals:

- WR_N is the bus master (FPGA) to bus slave (the computer via the FT600 chip) data transaction request signal, for either read or write, and it is active low;
- RXF_N is the bus slave to bus master data receive acknowledge signal, also active low;
- two 8 -bit data buses DATA[15:8] and DATA[7:0], that are used as the 16 -bit data bus during the data transfer phase; in the idle state DATA [15:8] is driven by the slave to provide the FIFO status to the bus master, the upper nibble (DATA[15:12]) provides the 4 OUT channels FIFO status while the lower nibble (DATA [11:8]) provides the 4 IN channels FIFO status. They are all active low. DATA [15:8] are used by the FT600 chip to communicate to the FPGA write or read requests from the computer;
- $\mathrm{BE}[1: 0]$, the Read/Write command: it is driven by the FPGA at the transmission initialization as either 0b00 or 0b11 indicating a master read or write respectively; additionally the $\mathrm{BE}[1: 0]$ bus is driven by the slave (FT600) to indicate a valid word, during a master read sequence;


Fig. 79: (a) Remind of the FTDI FT600 USB chip communication interface (b) Sequence of a master read transaction: the FPGA reads data sent by the computer.

In Fig. 79 (a), the structure of the FTDI FT600 communication interface is recalled, while in (b) an example of read operation from the PC (the bus slave) to the FPGA (bus master) is presented. This communication protocol defines the signal sequence that the USB chip expects to observe, in order to perform a successful data transfer; it is presented in details, as it defines the behaviour of the FPGA firmware and it has a direct impact on how the data formatting and transmission need to be structured, and ultimately it has an immediate repercussion on the achievable data transfer rate.
As illustrated in Fig. 79(b), in the Idle state, the bus master controls the WR_N, DATA [7:0] and BE[1:0] all at a high state (active low); while RXF_N and DATA [15:8] are driven by the bus slave; the upper 4 bits of DATA [15:8] are set to $0 \mathrm{hE}=0 \mathrm{~b} 1110$, indicating that some data can be read from the channel 1 of the slave. The master can drive WR_N low to command a transmitting sequence, setting at the same time in DATA [7:0] the addressed channel number, (0h01 for channel 1 in the example), and $\mathrm{BE}[1: 0]=0 \mathrm{~b} 00$ to indicate that the requested transmission is a reading, i.e. data from slave to master. The command phase is followed by an interval where the control of data buses and $\mathrm{BE}[1: 0]$ is released by the master and acquired by the slave, to allow the latter to write its data; the end of this turnaround phase is confirmed by the slave, via the lowering of the RXF_N line. For each following clock cycle, a total of 16 bits are written in the data buses; the 2-bit $\mathrm{BE}[1: 0]$ is used by the slave to ensure that each 8 -bit half-word is valid, asserting a 1 value in the corresponding bit. The transmission can be interrupted by either the master, bringing the WR_N to a high state, or by the slave, when for
instance there are no more data to transmit, via the RXF_N signal. The control of the buses and signals are then handed back to the original owner, and the interface status returns to the initial idle state.


Fig. 80: FTDI FT600 master write sequence

The USB master write sequence is illustrated in Fig. 80 it is executed when data are transferred from the FPGA to the Computer. The master write protocol is similar to the master read, presented previously; in the case in Fig. 80 during the idle state the DATA [15:8] bus is driven by the slave to $0 \mathrm{hFE}=0 \mathrm{~b} 11111110$, which indicates that the computer is requesting to receive data on the channel 1. The FPGA can issues a transmission by setting WR_N low and BE[1:0] to $0 \times 01$, to initiate a writing sequence. The appropriate turnaround then occurs: the bus master maintains the control over DATA [7:0] and BE [1:0], while acquiring the control on DATA [15:8]. The data buses are then filled with the data to transmit while the $\operatorname{BE}[1: 0]$ bus indicates the validity of the delivered words. At the end of the transmission, the USB bus returns in the idle state.


Fig. 81: Block Design USB State Machine. USB bus signals are enclosed in grey boxes.

In the FPGA firmware, the module which acts as the master of the USB bus and initiates the data transmission, to and from the computer, is named USB_comm, as illustrated in Fig. 81 The scheme the USB_comm State Machine is connected to a series of input and output ports
that correspond to the signals needed for the USB communication. Bidirectional signals are present separately as an input and output ports, generally indicated with the suffix _I and _0 respectively, with the addition of a corresponding number of output ports marked with _ts (tri-state). The two mono-directional ports are then managed in a logic wrapper, that encloses all the logic HDL (Hardware Description Language) modules, which acts as a tri-state switch (for an example see Fig. 82): the DATA_OUT[7:0] and DATA_IN[7:0] are recognized by the FPGA as two separate mono-directional signal buses, which are alternatively connected to the bi-directional line by a switch node, controlled by a binary signal (DATA_ts_low) generated by the State Machine, based on the direction required in a particular transmission sequence (see Fig. 79 and Fig. 80 . All the bi-directional lines are managed in an equivalent way.


Fig. 82: Implementation of a in-out bidirectional port using a tri-state switch; in the FPGA firmware an inout port is described

Connections between the USB_comm State Machine module and the data FIFO are defined (see also Fig. (74) as: 16-bit Data_out from the FIFO, containing the events to send out; read request signal to the FIFO (rd_en); empty flag, indicating that no data is present in the memory.
At the same time, the words that the USB_comm State Machine receives from the computer are moved from the FPGA fabric, in the form of a 16 -bit bus (red arrow in Fig. 81) and a write enable signal (violet arrow). Defined sequences of words received by an FPGA, through the USB connection, describe commands, for acquisition setup, resets and acquisition status. These words sequences are managed by three HDL custom modules: a bit parallelizer named bits_16_to_32, command_receiver Finite State Machine and a Commands FIFO.
The operating principle of the parallelizer module is illustrated in Fig. 83 (a). The parallelizer module receives from the USB_comm state machine the 16 -bit packets during succeeding clock cycles; a valid packet is indicated by the write enable wr_en signal as input. The parallelizer module then stacks a pair of consecutive 16 -bit words into a single 32 -bit word, while generating as output another write enable signal, to indicate to the subsequent module that a stitching has been completed and a word is ready to be taken over. The following command_receiver State Machine, receives the 32 -bit words, and checks if their sequence complies with the defined commands custom protocol, illustrated in Fig. 83 (b): the transmission sequence starts with two specific handshake words, the second one containing the number of commands to be expected in that particular communication round. Subsequent words define the actual commands, which can be either simple statements or more articulated parametric commands encoded in the 32-bit structures. Different commands are intended for the calorimeter master or slave FPGAs. A list and description of the currently supported commands is presented in Section 6.5
After the expected number of commands are received, the communication is closed by two 32 -bit footers; if the entire sequence is compliant with the protocol, the command_receiver State Machine moves the actual commands into a FIFO. The Commands FIFO is polled by the embedded microprocessor, via a new-command-request signal, and then parsed (see Sec. 6.5 for this procedure).
The command transmission protocol requires a relevant number of protocol words, in order to dispatch a single command: in the worst case, for a 32 -bit meaningful packet, 4 times ancillary


Fig. 83: (a) Schematization of the 16 -bit to 32 -bit parallelizer operation (b) Sequence of 32 -bit packets forming a USB commands protocol transmission.
data are required for handshakes and transmission closing. The Embedded Microprocessor, however, requires about $0.7 \mu \mathrm{~s}$ to read a command and perform the required task, thus the transmission over-time due to ancillary words results essentially negligible. On the other hand, the redundancy of the protocol makes it robust against errors and/or transmission glitches.

### 6.5 MicroBlaze soft-processor operations



Fig. 84: Block Design relative to the Microblaze soft-core processor, and peripherals management blocks.

The whole communication firmware is implemented as logic modules in the matrix of the FPGA. The modules operate in a highly parallel and synchronized structure, driven by the common

100 MHz clock. Most of the logic operations are well-suited for an implementation through a Hardware Description Language (HDL), as they can be reduced to a linear combinations of logic or boolean operations, bits manipulations and hardware digital input/output management. The more complex tasks necessary to perform a complete acquisition management and system setup are more easily implemented in a software environment. Software programs, executed in a processor, present significantly poorer performances in terms of execution speed with respect to digital circuitry, as well as limited parallel and time-critical synchronization. For these reasons the firmware operates on two levels: the data flow, from the front-end electronics to the storage computer, is completely implemented in the FPGA fabric, ensuring read-out speed, transmission bandwidth, rigorous parallelism and precise timing. More complex management and setup tasks are instead performed and handled in the software environment, running on the softprocessor. The processor and logic levels operate asynchronously, communicating through a set of interconnecting signals between them, such as the 32 -bit commands bus or the DAQ_enable and reset signals, introduced earlier.
The soft-processor is not a separate physical chip, but it is implemented into the FPGA fabric itself. The embedded soft-core processor MicroBlaze is designed by Xilinx to exploit the logic fabric and the general-purpose memory available in the FPGA 150 151. The Microblaze embedded processor is a Reduced Instruction Set Computer (RISC) core. A RISC architecture is optimized to operate with a large number of registers, and supports a small set of highly optimized instructions, ensuring a low number of clock cycles per instruction. The MicroBlaze can, in many applications, maintain a single-cycle per instruction regime. An instruction is a basic action, such as a mathematical operation, logic operation, or writing/reading an output/input register. Elementary operations usually require few cycles: for instance, an addition, a logic AND or a comparison between numbers, require a single cycle; reading or writing a streaming or cache register require between 1 and 3 cycles, depending on optimization parameters. On the contrary, more complex instructions need more cycles to complete: a Floating Point Arithmetic Square Root or Division require, for example, up to 30 cycles. A software function or API normally consists in a number of basic instruction, hence, depending on the complexity of the function itself, the Microblaze can operate, usually, only at a fraction of the FPGA fabric speed.
Being implemented in a programmable logic matrix, many parameters of the MicroBlaze can be configured by the user: cache size, pipeline depth, embedded peripherals, memory management unit, and bus-interfaces can be customized. Compilers for C and C++ producing the assembly code for the MicroBlaze are available, allowing for a variety of embedded applications. MicroBlaze's primary input/output bus is a master-slave capable transaction bus with memory mapping, named AXI interconnect (Advanced eXtensible Interface) 154 .
In the FPGA market, nowadays, there are many available products, commonly referred to as Systems on a Chip (SoC), that include in the same board an FPGA and a physical processor, usually ARM architecture based. Having a separate physical processor improves the performances over a softcore processor implemented in the FPGA matrix. Examples of SoC are the Intel Altera Cyclone family 155 and the Xilinx Zynq range 156 . For the iMPACT calorimeter, it was chosen not to employ such devices, naturally more powerful but at the same time more expensive, as the need for particularly complex on-line calculations was not so stringent. In Fig. 84 the logic structure of the firmware section concerning the Embedded Microprocessor and the peripheral management is schematized. Different peripheral modules, for SDRAM, UART, $I^{2} \mathrm{C}$ and qSPI , are present; these modules are connected to the Microblaze Embedded Processor module via AXI-type links, passing through interfaces multi-plexing modules (AXI SmartConnnect/Interconnect). Peripheral modules allow to control and manage various kinds of devices and external integrated circuit chips, present on the FPGA board, which become accessible by software programs running in the Microblaze processor, via device-specific APIs and functions.
The DDR3-SDRAM interface module, in Fig. 84 is a Memory Interface Generator (MIG) 157,
which serves as a controller for interfacing FPGA designs and AXI slave interfaces to DDR3 SDRAM devices (Synchronous Dynamic Random-Access Memory). This module allows the Microblaze processor to access the 4 Gbit volatile DDR3 SDRAM component present in the Trenz TE0713 FPGA board (see Fig. 70 in Sec. 4.2.2).
The qSPI interface is a module that translates AXI protocol into quad SPI-protocol. The SPI protocol (Serial Peripheral Interface) is a synchronous serial communication interface, used for short-distance communication, developed by Motorola in the 1980s. The Quad version is an enhancement of the original SPI protocol, which allows for wider data bus. The qSPI interface communicates with the 32 MByte QSPI Flash memory present in the TE0713 board (Fig. 70). On-board QSPI flash memory is used to store the initial FPGA configuration, which loads automatically at the device power-up; it contains both the firmware configuration (bitstream) and the software program that runs in the soft-processor. This automatic setup avoid the need of re-programming each FPGA after a reboot, and it is essential for the practical use of the apparatus.
The UART-AXI (Universal Asynchronous Receiver-Transmitter) interface is used by programs in the Microblaze to print information that can be read on a computer terminal. The UART protocol is serial and asynchronous, the data format and transmission speeds (baud rate) are configurable; the data stream is let out through a USB cable, which can be connected to a computer serial port and decoded by a serial receiver software (such as Tera Term [158). The UART connection is used in the developing phase for single modules debugging purposes, while during acquisitions it is employed to monitor the acquisition status and to receive feedback and reports from the master FPGA.
An additional interface module is represented by the General-Purpose Input Output (AXI GPIO) module 159 . Through this module the MicroBlaze can communicate to and from the FPGA logic fabric. The GPIO acts as multi-channel 32-bit interface between the FPGA fabric lines and the AXI bus, which is then accessible to the Microblaze. The GPIO lines are accessible from a Microblaze software via polling of the ports: in order for a program running inside the processor to have access to the value of the GPIO input, a read function must be called. In fact, changes in the values of the input GPIO lines can not be detected by the software. Furthermore, as introduced earlier, the speed at which the Embedded processor executes routines is orders of magnitude (microseconds vs nanoseconds) slower than the FPGA clock, so any value presented from the fabric to a GPIO input has to be latched, to allow the software to perform a poll of the input port and retrieve the value. In the same fashion, output values from the embedded software to the FPGA fabric are set by calling a read API from inside the Microblaze. The GPIO input port accepts the 32 -bit wide commands that the FPGA receives from the computer, via the protocol illustrated in Sec. 6.4 Currently supported commands are:

- EnableAcquisition (master only), it commands the master FPGA to start the acquisition, setting the start line to a high state for the duration of the acquisition; this signal is then time-deterministically propagated in parallel to every slave FGPA (as schematized in Fig. 69; the start signal corresponds to the DAQ_enable on the data acquisition State Machine Fig. 74
- ResetCounter (master only), it commands the master FPGA to drive the reset signal, which resets to zero the timestamp counter in each slave FPGA; this command should be called before an acquisition start to synchronize every module of the calorimeter;
- StartDataTaking (master only) is a composite command containing the previous two operations, to setup and initiate an acquisition;
- StopAcquisition (master only), it commands the start line to a low state, to signal the end of the data taking period;
- ResetFIFO (slave only), it resets the content of the data storage FIFO in a calorimeter slave FPGA;
- SetSingleThreshold (slave only), this command is sent to a slave FPGA, which communicate with the front-end boards, to set a particular DAC threshold to the transmitted value. In the 32 -bit command the 12 -bit DAC value and the 6 -bit comparator address (from 0 to 59) are encoded;
- SetAllThresholds (slave only), it request the setup of all the thresholds of a given slave FPGA to the same value, which is transmitted in the command;
- SetAllThresholdsDefault (slave only), with this command the comparator thresholds of a slave FPGA are set to the values which have been pre-calibrated singularly for each channel (different default values can be set for either proton or cosmic rays acquisitions); it consists, in practice, of a series of single SetSingleThreshold commands, where the values are stored in calibration tables in the Computer memory;
- StopAndErase is another composite command stating an acquisition stop and a complete data memory reset; it would be called in case of errors.

The software program inside the Microblaze cyclically interrogates the input for a command, and, once a command is received, the corresponding action is started. The execution of the commands is actuated by setting to a particular value the 4 -bit output port of the GPIO: the most significant output bit indicates the reset of the Data FIFO; the next bit assert the reset of the timestamp counter, and it is propagated simultaneously to every slave FPGA in the calorimeter; the third bit requests a new command from the Command FIFO once the previous command has been carried out; the last bit corresponds to the DAQ enable signal. The 4 -bit output value is sliced into the individual bits, which are then connected to the corresponding modules or external outputs.
The commands initiating a DAC threshold setting do not use the 4-bit GPIO output; instead, the AXI- $I^{2}$ C interface is employed, to control the Analog Devices AD5391 DAC. In order to program a certain voltage threshold the communication sequences presented in Fig. 85 occurs 115. The $\mathrm{I}^{2} \mathrm{C}$ transmission, as introduced in Sec. 4.2.2, runs on two bidirectional lines: SCL and SDA. SCL acts as a clock, driven by the master device (in this case the FPGA) and defines the transmission speed: one data bit is transferred per SCL cycle. The SCL-clock is driven only when an operation is in execution; when the bus is not busy both signals remain pulled in a high-state. SDA is the data line and can be driven by either master or slave, depending on the data direction. The data on SDA must remain stable during the high period of the SCL clock pulse. Changes in SDA while SCL is high determine control signals, as START and STOP. In this application the $\mathrm{I}^{2} \mathrm{C}$ communication operates with a data transfer rate of $100 \mathrm{kbit} / \mathrm{s}$ and voltage reference of 2.5 V. The DAC implements two hardware external pins, ADO and AD1, reserved for the device addressing on the $I^{2} \mathrm{C}$ bus; setting on the hardware either pin to a low or high state allows a single FPGA to address up to 4 DACs. Therefore, in the iMPACT front-end configuration, the $I^{2} \mathrm{C}$ bus comprehends an FPGA, which acts as the $\mathrm{I}^{2} \mathrm{C}$-master and 4 AD5391 DACs as slaves. There are three specific modes in which data can be written to the AD5391 DAC: 4-byte, 3-byte and 2-byte modes; in the present configuration of the first mode is employed. A 4-byte mode transmission to set a DAC analog output voltage is outlined in Fig. 85 in this mode, for each threshold, the DAC $I^{2} \mathrm{C}$ bus address, the threshold channel pointer and the output value have to be transmitted.
To open a transmission to the AD5391, the START condition is issued, identified by a high-to-low transition on SDA line, driven by the master, while SCL is high. The Start condition is followed by the 7-bit slave address on the $\mathrm{I}^{2} \mathrm{C}$ bus, formed by a fixed sequence 0 b10101 plus the two address bits AD1 and ADO of the AD5391; practically the 4 ADCs on the same bus are identified by addresses from $0 \times 54$ to $0 \times 57$. The $8^{\text {th }}$ bit of the first byte is a read/write bit $(R / \bar{W})$ set to 0 to indicate a write request from the master. If the addressed DAC on the bus receives the correct sequence, it generates an acknowledge bit (ACK) pulling the SDA low during the ninth clock period, and the master then regains control of the line.


Fig. 85: AD5391 4-Byte Mode I2C Write Operation 115

The first bit of the second transmitted byte ( $\overline{\mathrm{A}} / \mathrm{B}$ ) in standard operations is default at 0 , followed by 3 other 0 bits; the byte is completed by the 4 -bit pointer to the specific DAC channel to set. The correct sequence is acknowledged back by the DAC. The address and the pointer byte are followed by two bytes in which the digital value of the threshold is specified. In the AD5391 the 12 -bit digital value is split in half, it is preceded by two bits, REG1 and REGO, which when set to 0b11 allow to access the output data register. The analog output voltage is related to the digital value written in the register as:

$$
\begin{equation*}
\text { Analog Output Voltage }=2 \times V_{r e f} \times \frac{(12 \text {-bit Digital Input Value })}{2^{12}} \tag{32}
\end{equation*}
$$

with $V_{\text {ref }}=2.5 \mathrm{~V}$. After the reception of each byte the DAC responds with an acknowledge bit. A STOP condition, corresponding to a low-to-high transition on the SDA while SCL is high, releases the bus, allowing to initiate further transmissions. In Fig. 86 a single threshold set transmission between an FPGA and a AD5391 DAC is showed, recorded by an oscilloscope. The data transfer divided into $4 \times 8$-bit bursts is visible.


Fig. 86: Example of an AD5391 4-Byte Mode I ${ }^{2}$ C Write Operation recorded with an Oscilloscope. SCL is in blue, while SDA in yellow.

### 6.6 Digital read-out chain tests

In order to test the whole calorimeter acquisition setup and the complete digital FPGA-based read-out chain, preliminary commissioning tests with cosmic rays were performed. The three digital thresholds were set at exploratory values of $65 \mathrm{mV}, 80 \mathrm{mV}$, and 115 mV respectively. The final threshold values will have to be tuned for each channel, to account for intrinsic anisotropies, such as differences in SiPM gain, electronics components tolerances, noise and dark counts levels, irregularity in the wrapping, and manual assembly of the elements. During the initial commissioning test the threshold will be tuned with cosmic rays, then scaled up for protons, and finally calibrated in a proton test beam. These preliminary tests were initially performed on a $2 \times 10$ scintillators array, arranged in a calorimeter Module vertically, and read-out by a single FPGA.


Fig. 87: (a) Event counts for an approximately 3 hours long cosmic ray digital acquisition with the iMPACT calorimeter, for each of the 20 channels. (b) Recorded track multiplicity, within a 5 timestamps window ( 50 ns ).

Fig. 87 (a) shows the events count for each of the 20 active scintillators during a 3 hours cosmic rays acquisition, using the lowest of the three thresholds. Sensible disparities are observable between different channels, with event rates spanning from $0.11 / \mathrm{s}$ to $0.651 / \mathrm{s}$, over the $1 \times 20 \mathrm{~cm}^{2}$ area of the individual scintillators. In channels with a higher event rate, such as $\# 6$ and $\# 9$, the set thresholds are likely to be low enough to partially pick up noise-generated events; on the contrary, in lower rate channels, such as $\# 4$ and $\# 18$, the lowest threshold is likely to be too high, with respect to the output of the channels, to trigger lower-energies events.
Events recorded in different scintillators within a 5 timestamp window, corresponding to 50 ns , are grouped together into track candidates. Fig. 87 (b) shows the track multiplicities of the recorded acquisition: most of the time windows include only a recorded hit, most likely due to noise-generated events. Events featuring higher-multiplicity, up to 12, are present, which is compatible with the $2 \times 10$ scintillators layout. In a single event all the 20 available channels were triggered, due to an external electromagnetic interference, which have been observed in coincidence with the power-on of other instruments, plugged on the same power outlet of the calorimeter power supplies. A power-supply interference filter has been installed afterwards, and has been observed to eliminate such kind of noise.
Fig. 88 (a) shows the digital thresholds spectrum for a selection of channels, the numbers 4, 6,9 and 14. In channels with higher event rates, such as $\# 6$ and $\# 9$, the third threshold is fired the most, showing that the largest fraction of the energy spectrum is located at higher voltages with respect to the threshold value. Fig. 88 (b) shows the analog spectrum of channels $\# 4$ and $\# 6$, which feature the lowest and highest rate respectively, acquired with the iLDA


Fig. 88: (a) Examples of digital threshold spectrum for channels 4, 6, 9, and 14. (b) Analog energy spectrum for channels 4 and 6 ; the levels of the three digital thresholds ( $65 \mathrm{mV}, 80 \mathrm{mV}$, and 115 mV ) are marked with vertical dashed lines.
setup illustrated in Sec. 5.1 three vertical dashed lines marks the digital threshold values. The analog acquisitions are performed with four vertically aligned scintillators, triggering on the coincidence between the top and bottom one, to select vertical tracks. The two analog spectra are qualitatively comparable, showing a Landau distribution trend, however the two peaks are shifted from one another by about 50 mV ; for channel $\# 4$ the bulk of the distribution lays lower than the first threshold, therefore the acquisition triggers only on events on the higher-energy tail. On the contrary, the chosen levels appear well suited for channels $\# 6$, where the lowest threshold discriminates between proper events and lower-amplitude noise.
Preliminary tests were also performed on a larger-scale section of the calorimeter, to ensure the correct functionality of the synchronization network, with a $4 \times 10$ array, read-out by two FPGAs. Fig. 89 shows three examples of cosmic ray tracks, outlined by the scintillators array, grouped within 5 timestamp windows; the 40 scintillators are represented, with realistic proportions, as grey boxes labelled from 0 to 39 . The channels recording a signal are highlighted with a color corresponding to the triggered level: green $(65 \mathrm{mV})$, yellow ( 80 mV ), and red $(115 \mathrm{mV})$; in the central example a compatible muon track is superimposed. These preliminary measurements (representing de-facto the first example of tracking performed by the iMPACT calorimeter) demonstrate the correct functionality of the entire read-out chain, from the SiPM signal generation and the analog electronics, to the FPGA-based parallel acquisition architecture, as well as showing the correct functionality of the synchronization structure.

### 6.7 Outlook

The calorimeter read-out architecture has been developed with a highly parallel structure, based on identical Modules. The calorimeter is currently able to cope with an acquisition rate per scintillator between 1.7 and 5 MHz , designed for cosmic rays acquisitions; with minor modifications on just a few logical blocks, the same infrastructure is planned to be adapted for proton beams acquisitions, with a sustainable rate up to 20 MHz per scintillator, employing a parallel read-out of the SiPMs.
The iMPACT calorimeter has been proven to be able to perform particle tracking with cosmic rays, even before a complete calibration of the digital thresholds. The acquisition and analysis parameters, such as threshold values are currently being calibrated with cosmic particles on a channel-by-channel basis; the obtained parameters will be re-scaled to proton-suited values using the Monte Carlo simulation described in Sec. 4.4 and finally tuned during a proton test


Fig. 89: Examples of three different cosmic tracks recorded with the calorimeter, employing the digital read-out architecture, with a total of 40 scintillators. The two halves of the scintillator array are recorded by different FPGAs, showing the correct functionality of the synchronization structure. Hits are grouped within a 5 timestamp window ( 50 ns ). A muon track compatible with the recorded hits is shown (blue dashed). The scintillator positions are outlined with grey numbered boxes; channels in which a hit has been recorded are highlighted with the color corresponding to the digital threshold fired (green 65 mV , yellow 80 mV , red 115 mV ).
beam. In proton beams, the signal is foreseen to be between 2 to 10 times higher (in the Bragg plateau and peak respectively), with respect to cosmic muon MIPs, therefore the signal discrimination from noise is expected to be greatly simplified.
The mechanical assembly of both the calorimeter and tracker is currently approaching its completion, and commissioning test including the entire scanner are planned to be initiated in the near future. In particular, the mechanical alignment of the various elements forming the scanner, as well as efficiency studies, are planned to be evaluated, employing cosmic tracks.

## $7 \quad$ Proton track reconstruction

### 7.1 The Most Likely Proton Path Formalism

One of the main disadvantages of the proton Computed Tomography technique, with respect to the conventional x-ray CT, is the worse spatial resolution 71. Protons along their trajectory in a medium are, in fact, subject to Multiple Coulomb Scattering (MCS), which primarily causes a large number of small angle deflections. On the other hand, x-rays, if not absorbed, travel in a straight lines.
The majority of current pCT prototypes (see Sec. 3.3) employ silicon-based tracking apparatuses, which can achieve a spatial accuracy of tens of microns or lower. However, the spatial resolution of the resulting image is largely dominated by the accuracy of the reconstruction of the proton track inside the scanned object, which has to rely on mathematical formalisms to model the stochastic nature of MCS process 71 .
Studies on the mathematical problem of modelling the MCS effects on a proton trajectory have been conducted by Schneider and Pedroni 160, who proposed a formalism based on the generalized Fermi-Eyges theory of MCS 161. This formalism is based on the knowledge of the particle entry and exit point, without relying on the information on the entering and exiting directions, although the method was expanded later to also include these parameters 71. Later, Williams derived a method based on $\chi^{2}$ to calculate the most probable trajectory of protons in matter, knowing the position of both entrance and exit points, plus the direction in the latter, as the incident beam was assumed to be parallel to the system axis 162 . The Williams formalism, although not applicable in cases of incomplete entrance and exit information, was proven to offer a sensible advantage in terms of the spatial resolution of the final image, with respect to Schneider's formalism 163. In 2008 R. W. Schulte et al. proposed a matrix formalism, obtained from a scattering model, similar to the one used by Williams, employing a Bayesian statistics to calculate the most likely proton lateral displacement and direction in a material at a given depth. In addition, the derived formalism allows to take into account for general proton incident beams, resulting in a more compact expression compared to the previous mentioned ones 71 .
In this Section the Schulte formalism will be briefly presented, along with an example of its application in an setup similar to the iMPACT scanner, using a Monte Carlo simulation to assess the effectiveness of the method, by comparing the calculated tracks with the simulated ones.
Indicating with $z$ the depth inside the object, identified by the direction of the beam, the Coulomb scattering in the $x$ and $y$ directions can be considered statistically independent from each another. The scattering process can therefore be studied in a single longitudinal plane, for instance the $x-z$ plane as represented in Fig. 90 A homogeneous object composed by water will be considered for the following calculations, although the algorithm could be in theory applied iteratively with updated information on the object composition at each more accurate iteration; for different materials the mathematical expressions would be formally identical, necessitating only the adjustment of a few numerical parameters.
At a given depth $z_{1}$ inside the object, a proton track can be described by a vector containing the track transverse coordinate $x_{1}$ and its direction projected on the $x-z$ plane $\theta_{1}$ :

$$
\begin{equation*}
\mathbf{t}_{1}=\binom{x_{1}}{\theta_{1}} \tag{33}
\end{equation*}
$$

The problem can be articulated in a Bayesian framework: the probability of observing the proton track at a depth $z_{1}$ with position $x_{1}$ and direction $\theta_{1}$, given the information on the entering parameters $\mathbf{t}_{0}$, is related to what can be seen as a prior likelihood:

$$
\begin{equation*}
\mathcal{L}\left(\mathbf{t}_{1} \mid \mathbf{t}_{0}\right) \tag{34}
\end{equation*}
$$



Fig. 90: Scattering geometry of a particle track (red) in the $x-z$ plane. With the indexes 0 and 2 the initial and final coordinates respectively are indicated. With 1 the coordinates at an intermediate depth $z_{1}$.
which is a function of $x_{1}$ and $\theta_{1}$, The likelihood of the proton exiting with parameters $\mathbf{t}_{2}$, given the intermediate position and direction $\mathbf{t}_{1}$, can be expressed as:

$$
\begin{equation*}
\mathcal{L}\left(\mathbf{t}_{2} \mid \mathbf{t}_{1}\right) . \tag{35}
\end{equation*}
$$

Indicating the posterior likelihood of finding the proton in the intermediate position given the exiting measurements as:

$$
\begin{equation*}
\mathcal{L}\left(\mathbf{t}_{1} \mid \mathbf{t}_{2}\right) \tag{36}
\end{equation*}
$$

the relation between the terms (34), (35) and (36) can be describes by the Bayes theorem:

$$
\begin{equation*}
\mathcal{L}\left(\mathbf{t}_{1} \mid \mathbf{t}_{2}\right)=\mathcal{L}\left(\mathbf{t}_{2} \mid \mathbf{t}_{1}\right) \mathcal{L}\left(\mathbf{t}_{1} \mid \mathbf{t}_{0}\right) \tag{37}
\end{equation*}
$$

where the normalization factor $\mathcal{L}\left(\mathbf{t}_{2} \mid \mathbf{t}_{0}\right)$ is considered equal to 1 . The most probable coordinates $\mathbf{t}_{1}^{\mathrm{MLP}}$ at $z_{1}$ depth are the ones that maximize the posterior likelihood:

$$
\begin{equation*}
\mathcal{L}\left(\mathbf{t}_{1}^{\mathrm{MLP}} \mid \mathbf{t}_{2}\right)=\max \left[\mathcal{L}\left(\mathbf{t}_{1} \mid \mathbf{t}_{2}\right)\right] \tag{38}
\end{equation*}
$$

or equivalently:

$$
\begin{equation*}
\nabla \mathcal{L}\left(\mathbf{t}_{1} \mid \mathbf{t}_{2}\right)=\left.\binom{\partial x_{1}}{\partial \theta_{1}} \mathcal{L}\left(\mathbf{t}_{1} \mid \mathbf{t}_{2}\right)\right|_{\mathbf{t}_{1}=\mathbf{t}^{\mathrm{MLP}}}=\binom{0}{0} \tag{39}
\end{equation*}
$$

The MLP coordinates calculated at different depth points along the $z$ direction outline the most probable proton path.
This MLP formalism is based on the Fermi-Eyges theory [161, which is a Gaussian approximation of the more complete Moliere theory 164. The Gaussian approximation is expected to be accurate enough for proton Tomography, because the large angle scattering events that populate the tails, caused by Coulomb, nuclear elastic or nuclear inelastic scattering, will be rejected, as they are expected to worsen the image reconstruction accuracy 71 .
At first, the particle can be assumed to enter the object at $x_{0}=0$ with a trajectory parallel to $z$. The prior likelihood function can be expressed, in the Fermi-Eyges model, as a 2-dimensional normal distribution, which in matrix notation is:

$$
\begin{equation*}
\mathcal{L}\left(\mathbf{t}_{1} \left\lvert\, \mathbf{t}_{0}=\binom{0}{0}\right.\right)=\exp \left(-\frac{1}{2} \mathbf{t}_{1}^{T} \boldsymbol{\Sigma}_{1}^{-1} \mathbf{t}_{1}\right) \sim \mathcal{N}\left(0, \boldsymbol{\Sigma}_{1}\right) \tag{40}
\end{equation*}
$$

where $\Sigma_{1}$ is the scattering matrix, containing the variance of $x_{1}$ and $\theta_{1}$, and their covariance, calculated between the points at $z_{1}$ and $z_{0}$ :

$$
\boldsymbol{\Sigma}_{1}=\left(\begin{array}{cc}
\sigma_{x_{1}}^{2} & \sigma_{x_{1} \theta_{1}}^{2}  \tag{41}\\
\sigma_{x_{1} \theta_{1}}^{2} & \sigma_{\theta_{1}}^{2}
\end{array}\right)
$$

which is symmetric and positive-definite.
The elements of the covariance matrix are calculated with the expressions:

$$
\begin{align*}
& \sigma_{x_{1}}^{2}\left(z_{1}, z_{0}\right)=E_{0}^{2}\left(1+0.038 \ln \frac{z_{1}-z_{0}}{X_{0}}\right)^{2} \times \int_{z_{0}}^{z_{1}} \frac{\left(z_{1}-z\right)^{2}}{\beta^{2}(z) p^{2}(z)} \frac{d z}{X_{0}}  \tag{42}\\
& \sigma_{\theta_{1}}^{2}\left(z_{1}, z_{0}\right)=E_{0}^{2}\left(1+0.038 \ln \frac{z_{1}-z_{0}}{X_{0}}\right)^{2} \times \int_{z_{0}}^{z_{1}} \frac{1}{\beta^{2}(z) p^{2}(z)} \frac{d z}{X_{0}}  \tag{43}\\
& \sigma_{x_{1} \theta_{1}}^{2}\left(z_{1}, z_{0}\right)=E_{0}^{2}\left(1+0.038 \ln \frac{z_{1}-z_{0}}{X_{0}}\right)^{2} \times \int_{z_{0}}^{z_{1}} \frac{z_{1}-z}{\beta^{2}(z) p^{2}(z)} \frac{d z}{X_{0}} \tag{44}
\end{align*}
$$

in which $\beta=v / c$ is the relative velocity with respect to light and $p$ is the relativistic momentum, both as functions of the depth $z$ in water; $E_{0}=13.6 \mathrm{MeV} / c$ and 0.038 are empirical parameters 165, and $X_{0}=36.1 \mathrm{~cm}$ is the radiation length in water. The expressions in (42)-43) have been derived, without the logarithmic term, by Eyges 161 as analytical solutions of the equations in the Fermi MCS model 166 . The Eyges expressions also introduced the modelling of the energy loss of the particles, while in Fermi's treatment the energy loss was neglected. Additionally, the expression include a logarithmic thickness-dependent correction 36. The expressions in 42)-43) have been proven to describe accurately the lateral profile of a proton beam in water 167 .
For a pCT application, the incident particles angles can be assumed to be relatively small, so that the small-angle approximation can be employed:

$$
\begin{equation*}
\sin \theta_{0} \approx \theta_{0} \quad ; \quad \cos \theta_{0} \approx 1 \tag{45}
\end{equation*}
$$

In order to use the expression of a bi-variate Gaussian centered in 0 as in Eq. 40, the coordinate vector $\mathbf{t}_{1}$ needs to be transported in the reference system in which $x_{0}=0$ and $\theta_{0}=0$ :

$$
\begin{equation*}
\mathbf{t}_{1}^{\prime}=\mathbf{t}_{1}-\mathbf{R}_{0} \mathbf{t}_{0} \tag{46}
\end{equation*}
$$

in which the rotation matrix transformation $\mathbf{R}_{0}$ is:

$$
\mathbf{R}_{0}=\left(\begin{array}{cc}
1 & z_{1}-z_{0}  \tag{47}\\
0 & 1
\end{array}\right)
$$

With the defined transformation the prior likelihood in Eq. 40) can be expressed as:

$$
\begin{equation*}
\mathcal{L}\left(\mathbf{t}_{1} \mid \mathbf{t}_{0}\right)=\exp \left(-\frac{1}{2}\left(\mathbf{t}_{1}^{T}-\mathbf{t}_{0}^{T} \mathbf{R}_{0}^{T}\right) \boldsymbol{\Sigma}_{1}^{-1}\left(\mathbf{t}_{1}-\mathbf{R}_{0} \mathbf{t}_{0}\right)\right) \tag{48}
\end{equation*}
$$

A similar expression for $\mathcal{L}\left(\mathbf{t}_{2} \mid \mathbf{t}_{1}\right)$, i.e. the likelihood of the exit coordinates $\mathbf{t}_{2}$ given $\mathbf{t}_{1}$ at the intermediate depth $z_{1}$, can be obtained (replacing the 1 and 0 indexes with 2 and 1 , respectively ). The complete expression for $\mathcal{L}\left(\mathbf{t}_{2} \mid \mathbf{t}_{1}\right)$ can be found in Eq: 80)- 85) in Appendix B
The formulation of the Bayes theorem (37) can therefore be obtained combining the expressions in Eq. (48) and (80):

$$
\begin{align*}
\mathcal{L}\left(\mathbf{t}_{1} \mid \mathbf{t}_{2}\right) & =\exp \left(-\frac{1}{2}\left(\mathbf{t}_{1}^{T}-\mathbf{t}_{0}^{T} \mathbf{R}_{0}^{T}\right) \Sigma_{1}^{-1}\left(\mathbf{t}_{1}-\mathbf{R}_{0} \mathbf{t}_{0}\right)-\frac{1}{2}\left(\mathbf{t}_{2}^{T}-\mathbf{t}_{1}^{T} \mathbf{R}_{1}^{T}\right) \boldsymbol{\Sigma}_{2}^{-1}\left(\mathbf{t}_{2}-\mathbf{R}_{1} \mathbf{t}_{1}\right)\right) \\
& \equiv \exp \left(-\chi^{2}\right) \tag{49}
\end{align*}
$$

where the argument of the exponential is indicated as a $\chi^{2}$. Maximizing the likelihood is then equivalent to maximizing the $\chi^{2}$. Setting the derivative of $\chi^{2}$ to zero:

$$
\begin{equation*}
\nabla \chi^{2}=\left(\boldsymbol{\Sigma}_{1}^{-1}+\mathbf{R}_{1}^{T} \boldsymbol{\Sigma}_{2}^{-1} \mathbf{R}_{1}\right) \mathbf{t}_{1}-\boldsymbol{\Sigma}_{1}^{-1} \mathbf{R}_{0} \mathbf{t}_{0}-\mathbf{R}_{1}^{T} \boldsymbol{\Sigma}_{2}^{-1} \mathbf{t}_{2}=\binom{0}{0} \tag{50}
\end{equation*}
$$

and solving for $\mathbf{t}_{1}$, the matrix expression of the most likely position and direction $\mathbf{t}_{1}^{\text {MLP }}$ at a given depth $z_{1}$ can be found 71:

$$
\begin{equation*}
\mathbf{t}_{1}^{\mathrm{MLP}}\left(z_{1} \mid \mathbf{t}_{0}, z_{0}, \mathbf{t}_{2}, z_{2}\right)=\binom{x_{1}^{\mathrm{MLP}}}{\theta_{1}^{\mathrm{MLP}}}=\left(\boldsymbol{\Sigma}_{1}^{-1}+\mathbf{R}_{1}^{T} \boldsymbol{\Sigma}_{2}^{-1} \mathbf{R}_{1}\right)^{-1}\left(\boldsymbol{\Sigma}_{1}^{-1} \mathbf{R}_{0} \mathbf{t}_{0}+\mathbf{R}_{1}^{T} \boldsymbol{\Sigma}_{2}^{-1} \mathbf{t}_{2}\right) \tag{51}
\end{equation*}
$$

The explicit expression for $x_{1}^{\text {MLP }}$ can be obtained expanding this matrix expression. In particular it results:

$$
\begin{equation*}
x_{1}^{\mathrm{MLP}}=\frac{a_{22} b_{1}-a_{12} b_{2}}{a_{11} a_{22}-a_{12}^{2}} \tag{52}
\end{equation*}
$$

where:

$$
\begin{gather*}
a_{11}=\frac{\sigma_{\theta_{1}}^{2}}{\operatorname{det} \boldsymbol{\Sigma}_{1}}+\frac{\sigma_{\theta_{2}}^{2}}{\operatorname{det} \boldsymbol{\Sigma}_{2}}  \tag{53}\\
a_{12}=\frac{\sigma_{\theta_{2}}^{2}\left(z_{2}-z_{1}\right)-\sigma_{x_{2} \theta_{2}}^{2}-\frac{\sigma_{x_{1} \theta_{1}}^{2}}{\operatorname{det} \boldsymbol{\Sigma}_{1}}}{\operatorname{det} \boldsymbol{\Sigma}_{2}}  \tag{54}\\
a_{22}=\frac{\sigma_{x_{1}}^{2}}{\operatorname{det} \boldsymbol{\Sigma}_{1}}+\frac{\sigma_{\theta_{2}}^{2}\left(z_{2}-z_{1}\right)^{2}-2 \sigma_{x_{2} \theta_{2}}^{2}\left(z_{2}-z_{1}\right)+\sigma_{x_{2}}^{2}}{\operatorname{det} \boldsymbol{\Sigma}_{2}}  \tag{55}\\
b_{1}=\frac{\sigma_{\theta_{1}}^{2}\left(x_{0}+\theta_{0}\left(z_{1}-z_{0}\right)\right)-\theta_{0} \sigma_{x_{1} \theta_{1}}^{2}}{\operatorname{det} \boldsymbol{\Sigma}_{1}}+\frac{x_{2} \sigma_{\theta_{2}}^{2}-\theta_{2} \sigma_{x_{2} \theta_{2}}^{2}}{\operatorname{det} \boldsymbol{\Sigma}_{2}}  \tag{56}\\
b_{2}=\frac{\theta_{0} \sigma_{x_{1}}^{2}-\sigma_{x_{1} \theta_{1}}^{2}\left(x_{0}+\theta_{0}\left(z_{1}-z_{0}\right)\right)}{\operatorname{det} \boldsymbol{\Sigma}_{1}}+\frac{\left(x_{1} \sigma_{\theta_{2}}^{2}-\theta_{2} \sigma_{x_{2} \theta_{2}}^{2}\right)\left(z_{2}-z_{1}\right)+\theta_{2} \sigma_{t_{2}}^{2}-x_{2} \sigma_{x_{2} \theta_{2}}^{2}}{\operatorname{det} \boldsymbol{\Sigma}_{2}}  \tag{57}\\
\operatorname{det} \boldsymbol{\Sigma}_{\mathbf{1}}=\sigma_{x_{1}}^{2} \sigma_{\theta_{1}}^{2}-\sigma_{x_{1} \theta_{1}}^{4} \quad ; \quad \operatorname{det} \boldsymbol{\Sigma}_{\mathbf{2}}=\sigma_{x_{2}}^{2} \sigma_{\theta_{2}}^{2}-\sigma_{x_{2} \theta_{2}}^{4} . \tag{58}
\end{gather*}
$$

The explicit calculations can be found in Appendix B, in particular Eq. (87), (88) and (89). With the expression in Eq. 89, $x_{1}^{\text {MLP }}$ can be calculated at a series of depths, to outline the most likely path of a proton inside an object. For instance, when considering a voxelization of the object, the trajectory could be evaluated at the boundaries of every voxel, in order to calculate the particle path length inside each subdivision.
The variance of the trajectory estimation of Eq. (51) can be derived as well. In fact, knowing the distribution of the possible trajectories around the most likely one could be useful during the image reconstruction phase, to have an assessment on the confidence belt of the track estimation. Moreover, it has been suggested that image reconstruction algorithms could be based on integrating the contribution of a single proton over its trajectory likelihood distribution, rather than being based solely on the one-dimensional trajectory 162 .
The bi-variate Gaussian likelihood distribution can be described by the error matrix $\boldsymbol{\varepsilon}_{x, \theta}$, which corresponds to the inverse of the curvature matrix $\alpha_{x, \theta}$ 71:

$$
\begin{equation*}
\boldsymbol{\alpha}_{x, \theta} \equiv \frac{1}{2} \frac{\partial^{2} \chi^{2}}{\partial x_{1} \partial \theta_{1}} \tag{59}
\end{equation*}
$$

where

$$
\begin{equation*}
\frac{\partial^{2} \chi^{2}}{\partial x_{1} \partial \theta_{1}}=\boldsymbol{\Sigma}_{1}^{-1}+\mathbf{R}_{1}^{T} \boldsymbol{\Sigma}_{2}^{-1} \mathbf{R}_{1} \tag{60}
\end{equation*}
$$

so the $2 \times 2$ error matrix can be found as:

$$
\begin{equation*}
\boldsymbol{\varepsilon}_{x_{1}, \theta_{1}}\left(z_{1}\right)=2\left(\boldsymbol{\Sigma}_{1}^{-1}+\mathbf{R}_{1}^{T} \boldsymbol{\Sigma}_{2}^{-1} \mathbf{R}_{1}\right)^{-1} \tag{61}
\end{equation*}
$$

in which the element in position $(1 ; 1)$ corresponds to the variance of $x_{1}^{\text {MLP }}$. The expression in Eq. 61) is almost equal to the first term in Eq. 51, so the variance of $x_{1}^{\mathrm{MLP}}$ can be calculated as:

$$
\begin{equation*}
\sigma_{x_{1}^{\mathrm{MLP}}}^{2}=2 \frac{a_{22}}{a_{11} a_{22}-a_{12}^{2}} \tag{62}
\end{equation*}
$$

### 7.2 Simulations and application

The calculation of the MLP trajectory for a proton requires the computation of the integral terms $\sigma^{2}$ in Eq. (42)-(43) and (83)-85): for each point along the track 12 integrals have to be calculated, 6 for the $x$ displacement and 6 for the $y$. However, numerical integrations are particularly heavy operations in terms of computational resources, and the computational time increases linearly with the track reconstruction granularity and with the total number of protons. This could have a substantial impact on the image reconstruction computational time, especially if more iterative reconstruction steps are required, and could hinder the overall feasibility of the MLP method.
In particular in the $\sigma^{2}$ expressions, the term:

$$
\begin{equation*}
\frac{1}{\beta^{2}(z) p^{2}(z)}=\frac{\left(E(z)+m_{p}\right)^{2} c^{2}}{\left(E(z)+2 m_{p}\right)^{2} E^{2}(z)} \quad, \quad m_{p}=938.272 \frac{\mathrm{MeV}}{c^{2}} \tag{63}
\end{equation*}
$$

can not be integrated analytically, in this form, and has to be calculated numerically. However, it has been shown that this term can be fitted from simulated data with a 5 -th degree polynomial with satisfying results 71 162:

$$
\begin{equation*}
\frac{1}{\beta^{2}(z) p^{2}(z)} \sim a_{0}+a_{1} z+a_{2} z^{2}+a_{3} z^{3}+a_{4} z^{4}+a_{5} z^{5} \tag{64}
\end{equation*}
$$

allowing for an analytical integration of all the $\sigma^{2}$ terms; the computation of this resulting 6 -th degree polynomial is significantly faster (around 200 times) than the numerical integration of the same term in the original form (63). The coefficients of the fit are specific for a particular beam energy and material. It has to be noted that the polynomial fit of the $\beta^{-2}(z) p^{-2}(z)$ term is increasingly less adequate at larger depths (see Fig. 91, so a different type of approximation should be considered in case of larger objects.
To evaluate the coefficients of the polynomial approximation (64) a Monte Carlo simulation has been set up, using the GATE framework, based on the Geant4 toolkit $127 \| 128$. The Monte Carlo includes a monochromatic proton pencil beam incident on an homogeneous water volume, deep enough to stop protons up to $250 \mathrm{MeV}(\geq 40 \mathrm{~cm})$. The values of $\beta^{-2}(z) p^{-2}(z)$ as a function of the depth $z$ are plotted in Fig. 91 (a) for a 200 MeV and (b) 250 MeV proton beam; the data points are interpolated with the polynomial Eq. (64). In the graphs the residual proton energy as a function of the depth is also shown. The horizontal axis in the plots corresponds to the actual distance traveled by the proton inside the object, estimated as the progressive sum of the distance between the particles positions along the sampling of their trajectory. From the graphs it can be observed that 200 MeV protons have a range in water of about 26 cm , which extends to 37 cm for the 250 MeV beam.
In the graph corresponding to the 200 MeV proton beam, in addition to the fit obtained from Monte Carlo data, the function with coefficients derived from 71 is also plotted (dashed line). For the 200 MeV fit (Fig. 91 (a)) the range considered is up to 15 cm , while for 250 MeV up to 25 cm (Fig. 91 (b)). For both beam energies only events subject to MCS and energy loss to electrons are considered: any proton undergoing non-ionizing interactions, either nuclear elastic or inelastic, at any point during its motion is discarded. The discarded events represent the $54 \%$ and $48 \%$ of the total for 200 MeV and 250 MeV respectively. From the graphs it can be noted that the 5 -th grade fit fails to describe the data for higher depths; for 200 MeV the interpolations becomes inconsistent after about 20 cm , while for 250 MeV the fit fails from $25-30 \mathrm{~cm}$ and above. Moreover, given the stochastic nature of the energy loss, at increasing depths the dispersion of the points grows larger; consequently, track predictions are expected to be less precise when affected by bigger the energy losses, as suggested in 160 .
In Tab. 6 the coefficients of the polynomial interpolation Eq. (64) performed on the Monte Carlo data, shown in Fig. 91 are presented. The coefficients of the interpolation retrieved from 71 are also tabulated, for reference.


Fig. 91: Trend of the quantities $\beta^{-2}(z) p^{-2}(z)$ (red) and residual energy (blue) as functions of the depth $z$ inside a homogeneous water object for a monochromatic proton beam. Data generated from Monte Carlo simulations based on the GATE-Geant4 toolkit; the proton beam energies are: (a) 200 MeV and (b) 250 MeV , the polynomial is fitted up to 15 cm in (a) and up to 25 cm in (b). Values for the interpolation coefficient for both energies are tabulated in Tab. 6. In both the 200 and 250 MeV cases only completely non-hadronic events are considered.

| Coefficient | Literature $(200 \mathrm{MeV})$ | Fit 200 MeV | Fit 250 MeV |
| :---: | :---: | :---: | :---: |
| $a_{0}\left(c^{2} \mathrm{MeV}^{-2}\right)$ | $7.457 \cdot 10^{-6}$ | $7.48 \cdot 10^{-6} \pm 8 \cdot 10^{-8}$ | $4.98 \cdot 10^{-6} \pm 3 \cdot 10^{-8}$ |
| $a_{1}\left(c^{2} \mathrm{MeV}^{-2} \mathrm{~cm}^{-1}\right)$ | $4.548 \cdot 10^{-7}$ | $3.7 \cdot 10^{-7} \pm 7 \cdot 10^{-8}$ | $1.6 \cdot 10^{-7} \pm 2 \cdot 10^{-8}$ |
| $a_{2}\left(c^{2} \mathrm{MeV}^{-2} \mathrm{~cm}^{-2}\right)$ | $-5.777 \cdot 10^{-8}$ | $-2 \cdot 10^{-8} \pm 2 \cdot 10^{-8}$ | $-3 \cdot 10^{-9} \pm 4 \cdot 10^{-9}$ |
| $a_{3}\left(c^{2} \mathrm{MeV}^{-2} \mathrm{~cm}^{-3}\right)$ | $1.301 \cdot 10^{-8}$ | $7 \cdot 10^{-9} \pm 3 \cdot 10^{-9}$ | $1.1 \cdot 10^{-9} \pm 4 \cdot 10^{-10}$ |
| $a_{4}\left(c^{2} \mathrm{MeV}^{-2} \mathrm{~cm}^{-4}\right)$ | $-9.228 \cdot 10^{-10}$ | $-5 \cdot 10^{-10} \pm 2 \cdot 10^{-10}$ | $-6 \cdot 10^{-11} \pm 2 \cdot 10^{-11}$ |
| $a_{5}\left(c^{2} \mathrm{MeV}^{-2} \mathrm{~cm}^{-5}\right)$ | $2.687 \cdot 10^{-11}$ | $1.7 \cdot 10^{-11} \pm 3 \cdot 10^{-12}$ | $1.4 \cdot 10^{-12} \pm 3 \cdot 10^{-13}$ |

Tab. 6: Coefficients of the 5 -th degree polynomial function (64) for the fit of $\beta^{-2}(z) p^{-2}(z)$. Literature values are referring to 71 for a 200 MeV proton beam. Fit values are from interpolations performed with data from Monte Carlo simulations with 200 and 250 MeV proton beam, shown in Fig. 91

In order to study the performance of the Maximum Likelihood Path formalism and its applicability in a setup similar to the iMPACT scanner, a GATE-Geant4 Monte Carlo simulation including the iMPACT tracker section has been designed. The layout of the simulation is shown in Fig. 92 The entire system is placed in air. The tracker planes are modelled as $20 \times 20 \mathrm{~cm}^{2}$ silicon planes, with $100 \mu \mathrm{~m}$ thickness; the 4 tracker planes are placed at $z= \pm 14$ and $\pm 16 \mathrm{~cm}$. The simulated sensor thickness represent a worst-case scenario, as the actual thickness of ALPIDE is $50 \mu \mathrm{~m}$. A homogeneous water cylinder, with 5 cm radius and 10 cm height, placed in the centre of the reference system, constitutes the target object, or the phantom. The simulation includes a uniform circular proton source, with 8 cm radius, and monochromatic 200 MeV energy; the particle direction at the source is parallel to the $z$-axis. The source is placed 24 cm before the first silicon plane, in order to simulate a realistic test beam in which the beam travels a certain distance in air before encountering the apparatus. The phantom is completely contained in the field of view of the proton source.
In Fig. 92 (a) proton tracks are visible in green, while red tracks represent electrons generated by the ionizing interaction of protons with atoms. Some neutrons and gamma particles are also generated as products of nuclear interactions. The output of the simulation includes the points on the silicon planes hit by the particles; to each point a Gaussian blurring of $\sigma_{x, y}=10 \mu \mathrm{~m}$ in both directions is added, in order to simulate the effect of the pixel sensor spatial resolution. The value of $10 \mu \mathrm{~m}$ is an underestimation of the resolution of a realistic sensor, as the ALPIDE


Fig. 92: Layout of the GATE-Geant4 simulation for the application of the MLP formalism with iMPACT tracker. (a) A 3D rendering of the layout generated by Geant4, with a number of particle tracks. Green tracks represent protons, red ones are electrons, the yellow one is a neutron and the grey one is a gamma particle; (b) top and lateral view of the simulation layout. The simulation includes four $20 \times 20 \mathrm{~cm}^{2}, 150 \mu \mathrm{~m}$ thick, silicon planes and a cylindrical water phantom, with 5 cm radius and 10 cm height. The proton beam is, uniform, parallel and circular, with 8 cm of radius.
chip used for the iMPACT prototype ensures a spatial resolution of about $5 \mu \mathrm{~m}$ (see Sec. 4.3.1). The actual trajectory of the proton inside the water phantom is also recorded, in order to compare it with the calculated MLP track. The simulation is further divided into 36 steps; at the end of each step the phantom is rotated by $10^{\circ}$ around its vertical axis. The rotation of the phantom simulates a tomography procedure. In Fig. 93 the distributions of the mea-


Fig. 93: (a) Distribution of the direction of the proton trajectories, as measured by the upstream tracker section (before the phantom), the black histogram refers to the angle defined by the projection of the track on the $x-z$ plane $\left(\theta_{0, x}\right)$, while the green histogram is related to the projection angle on the $y-z$ plane $\left(\theta_{0, y}\right)$; the proton source is located at a 24 cm distance from the first tracker plane; a Gaussian fit (dashed red line) is superimposed. (b) Distribution of the proton trajectories, as measured by the downstream tracker section (after the phantom); only the angle projection on the $x-z$ plane is shown $\left(\theta_{2, x}\right)$, the blue histogram is due to the protons that passed through the phantom, the red histogram is due to protons that did not intercept the phantom; 28 cm separate the inner tracking planes; a Gaussian fit (dashed black line) is also shown.
sured particle angles $\theta$ in the Monte Carlo Simulation are shown, as detected by the upstream tracking planes in (a) and by the downstream tracking planes in (b). The angle measurements are affected by an uncertainty deriving by the tracker spatial resolution, in this case equal to $\sigma_{\theta}=\frac{2}{|\Delta z|} \sigma_{x}=1 \mathrm{mrad}=0.06^{\circ}$, where $\Delta z=z_{B}-z_{A}=z_{D}-z_{C}=20 \mathrm{~mm}$ is the distance between two tracking planes. In the first graph the projection of the angles on the $x-z$ (horizontal) and $y-z$ (vertical) planes are presented separately. As it can be seen, the distributions of $\theta_{0, x}$ and $\theta_{0, y}$ are equivalent, as the deviation due to MCS in the horizontal and vertical planes can be seen as independent processes. The angular spread of the beam, measured by the first two tracking planes, is caused mainly by the deviation the particles undergo in the $150 \mu \mathrm{~m}$ of silicon of the first plane, in addition to the deviation suffered traversing the 24 cm of air between the MC source and first tracking plane. The beam spread at the first tracking stage is relatively limited, as $90 \%$ of the particles have a measured angle smaller than $0.155^{\circ}=2.27 \mathrm{mrad}$. The central part of the upstream angle distribution has been interpolated with a Gaussian function, shown in Fig. 93 (a) with a dashed red line; as expected, at higher angles the distribution of MCS angles deviates from a Gaussian behaviour. The Gassian fit gives a standard deviation of $\sigma_{\theta_{0}} \approx 0.093^{\circ}=1.62 \mathrm{mrad}$; the deviation caused by the silicon plane has been estimated to be around $\sigma_{\mathrm{Si}, 200 \mathrm{MeV}} \approx 0.065^{\circ}=1.13 \mathrm{mrad}$, which indicates that it constitutes a larger contribution to the beam spread with respect to the air.
In Fig. 93 (b) the measured downstream angles $\theta_{2}$ are separated between the particles that encountered the phantom along their path (blue distribution) and the ones that missed the phantom and only travelled in air (red distribution); for simplicity's sake only the angle projection on the $x-z$ plane is shown, as it is equivalent to the $y-z$ projection. As expected, the protons passing through the phantom are more likely to be deviated to a higher angle. In fact, while the $90 \%$ of the downstream particles that did not encountered the phantom have an angle $\leq 0.26^{\circ}=4.54 \mathrm{mrad}$ and $90 \%$ of the distribution of the particle encountering the object is contained in the interval $\pm 1.9^{\circ}=33.2 \mathrm{mrad}$. The standard deviations of Gaussian fits of the central areas of the distributions are $\sigma_{\theta_{2}, x}^{a i r} \approx 0.150^{\circ}=2.62 \mathrm{mrad}$ and $\sigma_{\theta_{2}, x}^{\text {phantom }} \approx 0.980^{\circ}=17.1 \mathrm{mrad}$. In the simulation setup, for geometric reasons, about one half of the particles passes through the phantom.
In Fig. 94 an example of a simulated proton track is shown, in his $x-z$ (a) and $y-z$ projections (b). The volume of the phantom is included between the blue vertical lines; the tracking planes are indicated by four yellow lines. The considered track undergoes a lateral displacement of about 2.25 mm and 6.5 mm in $x$ and $y$ respectively. In the graphs, three reconstruction methods are compared, in order to determine the most efficient one in estimating the exact particle trajectory, taking into particular consideration the accuracy of the reconstruction inside the phantom volume.
The most basic tracking algorithm considered consists in tracing a straight line connecting the hits on the two innermost silicon planes; this method is particularly fast in terms of computational resources, but at the same time it is expected to give worse results with respect to other methods. The straight line reconstruction is shown in Fig. 94 with violet triangles. This type of reconstruction for the considered track is able to estimate the proton path with an error up to 1.25 mm in $x$ and 1.8 mm in $y$.
The second method considered employs the MLP formalism in an basic way: the reconstructed track $\mathbf{t}_{1}^{\mathrm{MLP}}\left(z_{1}, \mathbf{t}_{0}, \mathbf{t}_{2}\right)$ is calculated using Eq. 52 at regular intervals along $z$. In this example, for display purposes, the $z$-pitch of the tracking was set particularly coarse, to 8 mm , although for an adequate imaging application the track is required to be evaluated with a spacing of the order of the millimeter or even smaller. The parameters describing the initial coordinates of the particle $x_{0}$ and $\theta_{0}$ are considered as the position measured in the second tracking plane and the upstream direction measured by the first two planes. Similarly, the final coordinates are set as the position of the hit on the third plane and the downstream measured angle. No information on either the shape or positioning of the phantom is used. As can be noted in both Fig. 94 (a) and (b), this basic MLP method performs better than the straight line: the reconstruction


Fig. 94: Example of the reconstruction of a simulated proton track using different methods: (a) projection of the track in the $x-z$ (horizontal) and (b) $y-z$ (vertical) plane. The four tracker planes are indicated by yellow vertical lines, while the internal volume of the water phantom is delimited by the two blue lines. The straight line reconstruction method is shown with violet triangles. The MLP method without considering the informations on the phantom shape is shown as black squares. In in this example, the $z$-pitch of the reconstruction is 8 mm . The track reconstruction using the MLP formalism with information on the phantom geometry is shown with green circles. The vertical range is equal between the two graphs.
error inside the phantom is at worst 0.6 mm in $x$ and 1.4 mm in $y$, for the shown case. However, while this algorithm is able to follow more closely the curvature of the real trajectory, the MLP calculation allows the reconstructed track to match the initial and final directions of the particle by distributing the deviation smoothly along the entire track. The MLP calculation, in fact, assumes an homogeneous medium, while in reality most of the deviation takes place inside the object, and the trajectory in air is close to a straight line.
A natural improvement of this simple use of MLP, consists in taking advantage of a-priori knowledge of the geometrical characteristics of the phantom. As shown in Fig. 94 (a) and (b), for the reconstruction with informations on the phantom (green circles), the track is propagated forward, from the upstream tracker, and backwards, from the downstream tracker, as straight lines according to the respective measured directions. The track inside the phantom is calculated with the MLP method Eq. (52), using the intersections of the propagated forward and backward linear tracks with the phantom outer surface as entrance and exit points. As can be seen in both graphs, this last algorithm provides a more accurate result than the two previous ones: in both direction the maximum error is around the 200 to $300 \mu \mathrm{~m}$ order. For the MLP calculation with phantom information, exact knowledge of the geometrical shape of the object is assumed, which, although possible in a simulation, it would not be readily feasible in a real-life application with organic bodies; for this reason, in the following section 7.3, a method for a preliminary target shape recognition will be proposed.
Fig. 95 shows the distributions of the reconstruction errors, for the three aforementioned methods, obtained from a complete simulation with the setup presented in Fig. 92 Protons undergoing nuclear interactions in the phantom volume (about $20 \%$ of the total) are discarded, as this type of event is recognizable by a anomalous number of hits in the tracker: more than one interaction points per plane indicates the production of secondary particles, while a missing hit in the downstream planes signals that the proton has been deviated enough to miss the planes. In particular, the histograms in Fig. 95 (a) and (c) show the distributions of the maximum error per each track, in linear and logarithmic scales on the vertical axis respectively; errors in $x$ and $y$ are considered independent and included as different entries. Only the portions of the tracks internal to the phantom volume have been considered. The maximum error histograms


Fig. 95: (a) and (c): distribution of the maximum track reconstruction error per each particle, in linear and logarithmic scale respectively. (b) and (d): distribution of the reconstruction error in each step along the track, in linear and logarithmic scale respectively. The green histogram is related to the MLP reconstruction method in which the shape of the phantom is taken into account, the black one is related to the basic MLP track reconstruction that does not take into account the phantom shape, while the violet one refers to tracks consisting in a simple straight line connecting the hits on the inner tracking planes. The errors are considered only when the track is inside the phantom volume. The fraction of the tracks in which a particular method resulted the most accurate is also reported on the graphs. In (d) Gaussian fits are also shown with dashed lines.
appear as bi-modal symmetric distributions with a local minimum at 0 . It is apparent that the algorithm based on the phantom shape knowledge presents generally smaller errors with respect to the other methods, with a narrower bulk and lower tails; the modes of the distribution (i.e. the most probable error) are placed at about $\pm 180 \mu \mathrm{~m}$. Additionally, as expected, the straight line calculation provides the worst reconstruction accuracy out of the tree methods. In fact, for almost $83 \%$ of the particles, the track calculated with phantom shape knowledge has the smallest maximum distance to the Monte Carlo track; at the same time the calculation without phantom knowledge has the smallest error of about $13 \%$ of the cases. Finally, the straight line tracking has the smallest error only $5.6 \%$ of the time.
Fig. 95 (b) and (c) show the distribution of the reconstruction error inside the phantom, calculated in the various sampling steps along the $z$ direction. Once more the calculation that takes into account the phantom shape appears to be the most accurate of the three: Gaussian fits performed on the bulk of the histograms show a standard deviation of $178 \mu \mathrm{~m}$ for the mentioned method, $664 \mu \mathrm{~m}$ for the basic MLP calculation and $984 \mu \mathrm{~m}$ for the straight line tracking. On the logarithmic plot, the Gaussian trends are also superimposed to the histograms, which show
large deviations of the distributions tails from the Gaussian ones, as expected from the physics of MCS. To identify the most accurate tracking method for each particle, the squared-sum of the errors along the track steps is compared. Using this metric, the reconstruction that takes into account the shape produces the most accurate estimation in the vast majority of the cases, $93 \%$. The simple MLP calculation is best in the $5.5 \%$ of cases, while the straight line wins only $1.3 \%$ of the time.


Fig. 96: (a) Root Mean Square (RMS) of the reconstruction error as a function of $z$, for the tree methods: straight line (violet triangles), MLP without phantom shape knowledge (black squares) and MLP with shape knowledge (green circles). Only tracks traversing the phantom volume are included. (b) Highlight on the RMS error related to the MLP reconstruction with phantom shape. The $1 \sigma$ term deriving from the entry and exit points uncertainty is shown in red; in cyan the estimated uncertainty $\sigma_{x_{1}^{\mathrm{MLP}}}^{2}$, from Eq. (62).

Fig. 96 shows the Root Mean Square (RMS) error of the three track reconstruction methods as a function of the $z$ coordinate. Only particles passing through the phantom at any point during their path are considered. Given the dimensions of the MC proton source ( 8 cm of radius), the plot includes particles that traversed the phantom at its maximum thickness $(10 \mathrm{~cm}$ at the centre) down to just few millimeters at the lateral edges of the cylinder. The errors trend grows larger with the distance from the tracking planes, reaching their maximum near the centre of the phantom, although slightly downstream, as the energy loss negatively affects the accuracy of the track reconstruction, as suggested in 160 . The straight line calculation presents a RMS at the phantom centre (on axis) of about 2.2 mm , which is not adequate for imaging applications, considering typical voxel sizes of the order of $500 \mu \mathrm{~m}$ to 1 mm . The basic MLP without shape information performs better, with an average error at the centre of about 1.5 mm , which is again too large for a definitive imaging, but can be acceptable as a preliminary iteration of the reconstruction procedure, that would need to be further refinements with more precise methods. Finally, the MLP calculation with shape knowledge shows a substantially lower error, slightly above $300 \mu \mathrm{~m}$ at its maximum; this means that, considering $500 \mu \mathrm{~m}$ voxels, in most cases a track would be associated to the correct voxel, or at least to an adjacent one. The precision the entrance and exit points are located, considering the depths $z= \pm 50 \mathrm{~mm}$, is calculated with the Monte Carlo data to be around $200 \mu \mathrm{~m}$ RMS, slightly lower for the entrance point $(194 \mu \mathrm{~m})$ and higher for the exit point $(222 \mu \mathrm{~m})$. The main contributions to these uncertainties are due to: the tracker spatial resolution, which also causes uncertainty on the angle measurements; the deviation in the second and third $100 \mu$ mthick silicon planes, that can not be measured by either the upstream or the downstream tracking sections; and, with a smaller weight, the beam spread caused by the air. The uncertainty caused by the tracker
spatial resolution can be estimated, by error propagation, from the formula of a straight line:

$$
\begin{equation*}
\left(\sigma_{x_{i n}}^{\text {spatial }}\right)^{2} \approx\left[2\left(\frac{z_{i n}-z_{B}}{|\Delta z|}\right)^{2}+2 \frac{z_{i n}-z_{B}}{|\Delta z|}+1\right] \sigma_{x}^{2}=71 \mu \mathrm{~m} \tag{65}
\end{equation*}
$$

where the value has been calculated for $z_{i n}=-50 \mathrm{~mm}$ (the tracker spatial resolution is $\left.\sigma_{x, y}=10 \mu \mathrm{~m}\right)$. The same expression stands for the exit point $z_{\text {out }}=50 \mathrm{~mm}$, substituting $z_{C}$ to $z_{B}$, which provides the same numerical result. The term related to the deviation of the protons inside the second tracker plane can be estimated with a simple projection of the angle for the travelled distance (as previously $\sigma_{\mathrm{Si}, 200 \mathrm{MeV}} \approx 0.065^{\circ}=1.13 \mathrm{mrad}$ ):

$$
\begin{equation*}
\sigma_{x_{i n}}^{\mathrm{Si}, \text { up }} \approx\left(z_{i n}-z_{B}\right) \sigma_{\mathrm{Si}, 200 \mathrm{MeV}}=102 \mu \mathrm{~m} \tag{66}
\end{equation*}
$$

for the exit point the expression remains the same, although the deviation inside the silicon is on average larger, as the particles underwent energy loss inside the phantom. The average residual energy of the proton beam after traversing 10 cm of water is about 150 MeV , while $\sigma_{\mathrm{Si}, 150 \mathrm{MeV}} \approx 0.086^{\circ}=1.5 \mathrm{mrad}$; the resulting term is:

$$
\begin{equation*}
\sigma_{x_{\text {out }}}^{\mathrm{Si}, \text { down }} \approx\left(z_{C}-z_{\text {out }}\right) \sigma_{\mathrm{Si}, 150 \mathrm{MeV}}=135 \mu \mathrm{~m} \tag{67}
\end{equation*}
$$

The term related to the beam spread caused by the air is similar in form, and it gives a smaller contribution:

$$
\begin{equation*}
\sigma_{x_{i n}}^{\mathrm{Air}} \approx\left(z_{i n}-z_{B}\right) \sigma_{\mathrm{Air}, 90 \mathrm{~mm}}=39 \mu \mathrm{~m} \tag{68}
\end{equation*}
$$

The sum in quadrature of the terms for the entrance and exit points respectively is:

$$
\begin{align*}
& \sigma_{x_{i n}}=\left[\left(\sigma_{x_{i n}}^{\text {spatial }}\right)^{2}+\left(\sigma_{x_{i n}}^{\mathrm{Si}, \mathrm{up}}\right)^{2}+\left(\sigma_{x_{i n}}^{\mathrm{Air}}\right)^{2}\right]^{\frac{1}{2}}=130 \mu \mathrm{~m}  \tag{69}\\
& \sigma_{x_{o u t}}=\left[\left(\sigma_{x_{\text {out }}}^{\text {spatial }}\right)^{2}+\left(\sigma_{x_{o u t}}^{\mathrm{Si}, \mathrm{up}}\right)^{2}+\left(\sigma_{x_{i n}}^{\mathrm{Air}}\right)^{2}\right]^{\frac{1}{2}}=157 \mu \mathrm{~m} \tag{70}
\end{align*}
$$

The estimated values for the entrance and exit points uncertainties are of the same order of the Monte Carlo calculated RMS of Fig. 96, although smaller, which is acceptable as the error distributions are not Gaussian. To estimate the accuracy of the track reconstruction method, the calculation based on a Monte Carlo simulation seems therefore the more reasonable choice, although comparing the different contributions to the overall uncertainty could give an indication of the more critical sources of error. For instance, it can be noted that improving the tracker resolution (smaller pixels) would not lead to a significant improvement of the overall uncertainty, as the MCS inside the silicon planes contributes for a larger factor. For that reason, a thinner sensor is preferable, as it would improve the overall track reconstruction uncertainty (with half the thickness, as $50 \mu \mathrm{~m}$ in ALPIDE, the scattering would decrease by a factor $\approx \sqrt{2}$ ).
In Fig. 96 (b), the $1 \sigma$ uncertainty of the MLP calculation, from Eq. 62), is also shown; the MLP uncertainty is calculated considering particles entering in the phantom at the centre, travelling the longest possible path inside the object and therefore presenting the highest possible MLP uncertainty. As expected, the MLP uncertainty presents its maximum near the centre of the phantom, slightly downstream, similarly to the Monte Carlo RMS, with the highest value being $175 \mu \mathrm{~m}$. This uncertainty is however unavoidable, as it derives from the intrinsic nature of MCS. Nevertheless, as shown in 71, the overall accuracy of the track reconstruction can be improved by discarding particles that underwent higher deviation angles, therefore considering events that lie inside the range where the MCS can be considered Gaussian distributed, as the entire MLP formalism is based upon that assumption.
Fig. 97 shows the error distributions at different depths along $z$, for the most precise reconstruction algorithm. The broader distribution is the one related to $z=0$ (black line), corresponding


Fig. 97: Reconstruction error distribution at given $z$, obtained with the MLP calculation with shape informations. Black histogram is related to $z=0$, corresponding to the centre of the phantom; blue histogram is related to $z=40 \mathrm{~mm}$, downstream near the outer surface of the cylinder (radius $r=50 \mathrm{~mm}$ ); red histogram is related to $z=-40 \mathrm{~mm}$, upstream. A Gaussian fit of the latter distribution is shown with a dashed red line.
to the centre of the phantom. The other distributions are related to symmetric positions inside the phantom volume, but close to the outer surface, respectively upstream, $z=-40 \mathrm{~cm}$ (red line) and downstream, $z=40 \mathrm{~cm}$ (blue line). As already highlighted in Fig. 96 the downstream errors are generally larger with respect to their symmetric position upstream, as the energy loss degrades the accuracy of the reconstruction. Finally, the error distributions shows the nonGaussian tails typical of MCS; furthermore, a Gaussian fit on the bulk of the distribution for $z=-40 \mathrm{~cm}$ (red histogram) present a $\sigma$ parameter of $176 \mu \mathrm{~m}$, while the histogram calculated RMS (Std Dev in the plot) is $209 \mu \mathrm{~m}$.

### 7.3 Shape recognition

As shown in the previous section, performing the particle trajectory estimation exploiting the knowledge of the object shape critically improves the accuracy of the reconstruction. In the case of a Monte Carlo simulation with a simple phantom, the exact shape of the object is known a-priori. However, when the simulated object is more complex or during an actual application, it is not straightforward to determine where each track enters and exits the object volume. In this section a method to recognize the external shape of the scanned target is proposed; such reconstruction, although coarse, could also represent the first step of a complete and refined imaging process.
The shape recognition method is based on the information retrieved by the calorimeter, which gives an indication on the residual energy of each particle. The initial GATE Geant4-based simulation, presented in Fig. 92, has been updated with the addition of a calorimeter replicating the iMPACT one. In the simulation the calorimeter is modeled as a total of 60 PVT planes, each one with a thickness of 5 mm , placed downstream after the second tracking section, as shown in Fig. 98 (a). For each particle, the last plane detecting any amount of deposited energy is registered, regardless whether the particle is the primary proton or a secondary particle produced in an interaction. The simulated calorimeter presents only the segmentation along the depth $z$, while it does not include the $x-y$ segmentation that the actual iMPACT calorimeter has.


Fig. 98: (a) Layout of the Monte Carlo simulation with the addition of the calorimeter (of which the initial planes are visible), made up of 60 PVT planes with 5 mm thickness; every other parameter is identical to the previous simulation in Fig. 92 (b) Distributions of the last calorimeter plane hit by a 200 MeV proton beam. Events are separated whether the proton passed through the phantom (blue histogram) or not (red histogram).

Fig. 98 (b) shows the distribution of the last plane registering deposited energy for each primary proton. The 200 MeV protons that do not pass through the phantom, included in the red histogram, present a sharp peak around the plane 50, corresponding to 25 cm in PVT, compatible with 26 cm of range in water observed in Fig. 91 (a).
Protons that do encounter the phantom present a generally lower range than the unaffected 200 MeV protons; the distribution is also broader, as the particles pass through the phantom at different thicknesses. The peak of the distribution in this case is around the plane 30, which is compatible with particles passing through the centre of the phantom, as it is placed about 10 cm (20 planes) before the full-energy peak.
In some cases, however, protons can interact via elastic or inelastic nuclear interaction with the nuclei in the calorimeter, which causes them to come to rest at a lower depth than usual or either generate secondaries that can deposit energy up to the last calorimeter plane. Moreover, in nuclear interaction events, secondary particles, especially gammas and neutrons, are likely to escape the calorimeter volume.
The proposed phantom shape recognition algorithm is based on the fraction of the protons that do not pass through the phantom. The idea is that these protons can be used to exclude from the total volume the areas where the particles have passed, while not losing a sensible quantity of energy, obtaining, in practice, a negative image of the object. The method has been based on full-energy protons for basically three reasons. These protons are easier to identify, in fact, considering the events with last hit plane between 48 to 51 (Fig. 98 (b)), only a fraction equal to $1.4 \%$ of the particles does not represent a full-energy proton. Additionally, exploiting the $x-y$ segmentation of the iMPACT calorimeter, not yet included in tis simulation, some secondary events generated by nuclear interactions could be recognized and excluded, cleaning up the spectrum from spurious events and improving the identification of full-energy protons. Secondly, the last hit calorimeter plane distribution of full-energy protons is independent from the phantom, as it is related only to the beam energy, making the method viable for a large variety of applications without the need of adjustments. Finally, to perform the object shape recognition, it would be necessary to employ the simple MLP track calculation, as the phantom would not be known yet; in this case the track reconstruction for particles travelling in air would be more accurate with respect to the ones encountering the phantom, as their trajectory is generally more linear.
To identify the phantom, the entire volume between the inner tracking planes is divided into
cubic voxels, as visualized in Fig. 99 (a). The dimensions of the voxels for this preliminary imaging step can be larger than the dimensions of the voxels in the definitive imaging. For this application the voxel pitch has been chosen to be 2.5 mm . The goal is to identify whether a given voxel contains, on average, a material denser than air.


Fig. 99: (a) $x-z$ visualization of the voxelization of the volume between the inner tracking planes. (b) Representation of a trajectory calculation along $z$-steps and association of a hit point to a definite voxel.

Only the particles stopping between the calorimeter planes 48 and 51 are selected, and their trajectory is estimated using the simple MLP method without shape knowledge. The $z$-pitch of the trajectory calculation is chosen to be 5 times smaller than the voxel dimensions, equal to $500 \mu \mathrm{~m}$ in this example. A counter, initially equal to zero, is associated to each voxel. At each step of the track calculation, the voxel in which the point lies is identified, and its counter is increased by 1. A track can be found inside the same voxel for multiple consecutive steps, so the relative counter gets increased accordingly; in this way a higher weight is associated to the voxels in which the particle travels for a longer path, and vice versa. This procedure in schematized in Fig. 99 (b).
Fig. 100 (a) represents a 2D map of the voxel track counter values; the plot includes a single voxel thick slice in the $x-z$ plane at $y=0$. In the graph, lower values correspond to higher probability of presence of material. Outer areas, with $x^{2}+y^{2}+z^{2}>(80 \mathrm{~cm})^{2}$, are excluded, as they are outside of the proton beam field of view. At the centre of the 2D map the circular shape, with 50 mm radius, of the cylinder top view is recognizable. A few of the tracks selected with the condition on the calorimeter are incorrectly identified, so some trajectories can be seen passing through the object. In Fig. 100 (b) a $x-y$ slice of the 3 D map is shown; the slice is one voxel thick and it corresponds to the $z=0$ coordinate. Similarly, in this second graph the square shadow of the lateral view of the cylinder is recognizable, with a small number of track passing through the object.
Fig. 101 (a) shows a detail of the $x-z$ slice of the object recognition 3D map, related to the outer circular surface of the cylindrical phantom. In the graph a circle with 50 mm of radius is superimposed, which highlights the real position of the cylindrical surface. The plot shows qualitatively how the color distribution follows the outline of the phantom shape. In Fig. 101 (b), the plot represents a 1-dimensional slice along $z$ of the 3 D object map, at $x=0$ and $y=0$, which shows the sharp transitions that takes place at the object boundaries, highlighted by the dashed lines at $z= \pm 50 \mathrm{~mm}$.
The graphs in Fig. 100 and 101 have been generated with a total of $3.6 \cdot 10^{5}$ simulated particles, of which about a half passing through the phantom; moreover, about $20 \%$ of them underwent nuclear interaction inside the phantom and were discarded. Considering instead a real application, the imaging of a similar target would require a number of acceptable particles in the order of $10^{9}$. Even factoring, for the real application, a voxelization with 1 mm spacing, as opposed


Fig. 100: (a) 2D $x-z$ representation of a slice of the 3D map of the voxel track counter values; the chosen slice is 1 voxel thick in the $y$ direction and corresponds to $y=0$. (b) 1 voxel thick 2D $x-y$ slice, at depth $z=0$. The parameter value represented by the colour palette is shown in logarithmic scale.


Fig. 101: (a) Particular of the 2D slice in the $x-z$ plane from Fig. 100 the red line outlines the phantom cylindrical surface. (b) 1D slice along $z(x=y=0)$, the vertical axis represents the shape recognition value (track counter) per each voxel; red dashed lines indicates the cylindrical phantom boundaries.
to 2.5 mm used in the simulation, the available statistic would be around 300 times higher than the one used to produce the plots presented here. Therefore, in a concrete application, the shape recognition is expected to be even sharper, with respect to the one shown in Fig. 100 and 101.

Based on the 1D slice in Fig. 101 (b), a voxel is considered internal to the phantom when its track counter value is lower than 30. In Fig. 102 a 3D representation of the voxels that satisfy the condition is shown. The shape outlined by the voxels looks very close to the original cylinder.


Fig. 102: 3D representation of the reconstructed cylindrical phantom, visualized as the set of voxels that have been identified as containing a denser material than air.

The shape recognition method has also been tested with a more complex and less symmetric shape. An homogeneous water box was defined in the simulation, as the phantom. The dimensions of the box are $10 \times 10 \times 4 \mathrm{~cm}^{3}$. Additionally, the phantom includes a cavity that passes through its entire depth, with $5 \times 5 \times 4 \mathrm{~cm}^{3}$ dimensions. The cavity is translated by 1 cm towards the positive $x$, to increase the asymmetry for rotations around the vertical axis. In Fig. 103 the plots relative to the track counting 3D map are shown. In particular Fig. 103 (a) shows the 2D $x-z$ slice at $y=0$, with superimposed the outline (red dashed line) of the object section; (b) shows the $x-y$ slice at $z=0$, (c) shows the 1D slice along $x$ at $z=y=0$, with the object section (red dashed lines); finally (d) shows the 3D visualization of the voxels containing material.
The shape recognition is not able to perfectly identify the sharp edges of the object. This can be explained by the fact that the calorimeter, with its 5 mm of $z$-segmentation, is not able to distinguish too small energy losses. On the other hand, the performances of method are not affected by the asymmetry of the object.
After the object recognition procedure, the particle trajectory can be estimated using the more refined MLP algorithm presented in Sec. 7.2, which has been shown to provide sensibly more accurate results than a calculation not based on phantom shape knowledge.


Fig. 103: (a) 2D $x-z$ representation of a slice of the 3D map of the voxel track counter values; the slice is 1 voxel thick in the $y$ direction and corresponds to $y=0$. (b) 1 voxel thick 2D $x-y$ slice, at depth $z=0$. The parameter value represented by the colour palette is shown in logarithmic scale. (c) 1D slice along $x(y=z=0)$, the vertical axis track counter per each voxel; red dashed lines indicates the phantom boundaries. (d) 3D representation of the reconstructed phantom, visualized as the set of voxels that have been identified as containing a denser material than air.

### 7.4 Outlooks

The Most Likely Proton path formalism has been implemented in a setup modeling the iMPACT scanner; a 5-degree polynomial parameterization of the $\beta^{2}(z) p^{2}(z)$ is appropriate in the energy range of interest (between 200 MeV and 250 MeV ), which substantially reduce the computational time. The proton trajectory reconstruction is expected to be accurate enough to be effectively employed, with an uncertainty lower than $300 \mu \mathrm{~m}$ at the centre of the phantom. Moreover, in the simulation the sensor thickness has been overestimated ( $100 \mu \mathrm{~m}$ vs $50 \mu \mathrm{~m}$ of ALPIDE), therefore the actual accuracy is expected to be better. The spatial resolution of ALPIDE is more than enough to be a minor contribution to the overall reconstruction accuracy.
To achieve these high reconstruction accuracies, a level-zero imaging procedure, to evaluate the shape of the phantom, is necessary. The proposed shape-recognition algorithm is able to precisely identify objects even with asymmetrical features; the method is based on a negative image, recognizing volumes where no material is present, therefore it is expected to be suitable
for a large variety of objects. The algorithm efficiency can be further improved by employing the $x-y$ segmentation of the iMPACT calorimeter, allowing for the identification of nuclear interactions and a more defined energy spectrum. In a real-world application the available particle statistics is also expected to be orders of magnitude higher than the shown Monte Carlo simulation, allowing for smaller voxels and a more defined image. Application on more complex objects are planned.
The presented implementation of Most Likely Proton path formalism will represent the starting point of the data analysis of the complete iMPACT scanner, with the object-shape algorithm being the first step in the image reconstruction procedure. These calculation are planned to be implemented in a parallel GPU-based computational environment.

## 8 Alignment of the ALICE ITS with cosmic-ray tracks

As introduced in Sec. 4.3.1 the iMPACT scanner employs the ALPIDE sensor in the tracking layers of the first prototype. The ALPIDE sensor has been developed by the ALICE collaboration for the upgrade of the Inner Tracking System (ITS), and it is the result of an international effort by many research institutions. The iMPACT group actively participated to the ALPIDE development and commissioning, as well as to the ITS design and building. As the iMPACT tracker basically acts as a small-scale high-energy physics tracker, exploiting the techniques and methods used in particle physics for the own iMPACT tracking purposes was a natural choice. To better familiarize with and understand such techniques, specific studies on the completed ALICE ITS were performed, focusing in particular on whole assembly sensors alignment in 3D space.

### 8.1 The LHC and its experiments

LHC (Large Hadron Collider) is the largest and highest energy particle accelerator in history. The beam pipe ring has a diameter of about 27 km and it is installed underground, at around 100 m of depth. LHC has been built at CERN (Conseil Européen pour la Recherche Nucléaire) between the French-Swiss border, near the city of Geneva 168. The underground gallery hosting the LHC was originally excavated to host the Large Electron Positron Collider (LEP), decommissioned in 2001 to allow the construction of the present accelerator. The LHC main purpose is to study proton-proton, proton-ion and ion-ion collisions, up to Pb nuclei. At different point along the ring four large experiments have been installed. ATLAS (A Toroidal LHC ApparatuS) and CMS (Compact Muon Solenoid) are general-purpose detectors optimized for proton-proton collisions, searching for new-physics phenomenon. The two collaborations announced the experimental observation of the Higgs boson in 2012 169 170. The LHCb experiment (Large Hadron Collider beauty) is instead specialized in the study of CP violation in interactions of b-hadrons, i.e. hadrons containing the bottom (or beauty) quark. Finally, the ALICE experiment (A Large Ion Collider Experiment) is devoted to high-multiplicity events detection, and the detailed study of Quark-Gluon Plasma (QGP). In particular, ALICE is designed to look at $\mathrm{Pb}-\mathrm{Pb}$ collision events: inside the LHC ring, two particle beams travel in opposite directions at the same time, in separate beam pipes. The high energy particle beams are bent to follow the LHC circumference by magnetic fields produced within super-conducting magnets: the two beams are deviated at for points along the LHC ring, to have them colliding head to head at the interaction points of the four experiments. LHC is able to produce a luminosity of $\mathcal{L}=10^{34} \mathrm{~cm}^{-2} \mathrm{~s}^{-1}$ at a centre-of-mass energy of $\sqrt{s}=13 \mathrm{TeV} 171$ for proton-proton collisions, and a luminosity of $\mathcal{L}=10^{27} \mathrm{~cm}^{-2} \mathrm{~s}^{-1}$ for $\mathrm{Pb}-\mathrm{Pb}$ at $\sqrt{s_{N N}}=5.02 \mathrm{TeV} /$ nucleon 172 .
In Fig. 104 the LHC injection system is shown, as well as the positioning of the four main experiments along the ring. The main accelerator operates in conjunction with many auxiliary accelerators, such as the LINear ACcelerator 2 (LINAC2), the Proton Synchrotron Booster (PSB), the Proton Synchrotron (PS) and the Super Proton Synchrotron (SPS); these accelerators are responsible for the pre-acceleration of protons before their injection into the LHC. Pb ions instead pass through the LINAC3 and Low Energy Ion Ring (LEIR) before being injected into PS and SPS.

### 8.2 The ALICE experiment

ALICE is a general-purpose, particles detector which optimized for the study of strongly interacting matter and Quark-Gluon Plasma (QGP) at extremely high energy densities and temperatures in nucleus-nucleus collisions. ALICE focuses in harvesting the experimental necessary to improve our knowledge of the Quantum Chromo-Dynamics (QCD), the branch of the Standard Model which describes the strong interactions 174. It is designed to detect particles,
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Fig. 104: LHC injection system and position of the main experiments 173 .
such as hadrons, electrons, muons, and photons, produced in the collision of heavy nuclei, in particular $\mathrm{Pb}-\mathrm{Pb}$, with the challenge of dealing with the highest multiplicities at LHC. The physics goals also foresees the study of lighter ions collisions, as well as lower energy events, and dedicated proton-nucleus and proton-proton runs. Due to its focus on ion-ion collisions, strong-interaction phenomenology, and on the intermediate rapidity range, ALICE can be seen as a complementary experiment respect to the other LHC detectors 174 .
The first idea of a heavy-ion detector at LHC was expressed in 1990 175, and the experiment was approved in 1997 174. The expected performances and the physics plan are presented in the Physics Performance Reports 176 177.


Fig. 105: Schematic diagram of the ALICE experiment.

In Fig. 105 the schematic diagram of the ALICE experiment is shown. The detector dimensions are $16 \times 16 \times 26 \mathrm{~m}^{3}$, and it weights about $10^{7} \mathrm{~kg}$. The ALICE layout includes a central barrel,
for detecting hadrons, electrons, and photons, covering polar angles between $45^{\circ}$ and $135^{\circ}$, and a forward muon spectrometer 174 . The central barrel is enclosed in a solenoid magnet, inherited from the L3 experiment at LEP, which can generate a magnetic field up to 0.5 T . The barrel contains several detector systems, from the closest to the interaction point: the Inner Tracking System (ITS), presented more in details in Sec. 8.3 a cylindrical Time Projection Chamber (TPC), three particle identification arrays of Time-of-Flight (TOF) detectors, a Ring Imaging Cherenkov (HMPID), Transition Radiation (TRD) detectors, and two electromagnetic calorimeters (PHOS and EMCal). The forward muon spectrometer consists of a dipole magnet, absorbers, and fourteen planes of tracking and triggering chambers. On top of the magnet, an array of plastic scintillators (ACORDE) measures cosmic rays for commissioning, calibration and dedicated cosmic-ray studies.
Concurrently to the LHC upgrade to High-Luminosity LHC (HL-LHC), planned to become operational during 2022 178, the ALICE experiment went through a major upgrade of the original detector, by enhancing its low-momentum vertexing and tracking capability, and improving the whole data taking operations to cope with the substantially higher rates that the upgraded LHC will deliver, up to 50 kHz of $\mathrm{Pb}-\mathrm{Pb} 121$.

### 8.3 The Inner Tracking System ITS

The ITS is the innermost detector system present in ALICE, placed in close proximity to the pipe and surrounded by the Time Projection Chamber (TPC). Its main tasks include localizing the primary vertex with a resolution better than $100 \mu \mathrm{~m}$, reconstructing the secondary vertices, tracking and identifying particles with momentum below $200 \mathrm{MeV} / \mathrm{c}$. Furthermore, it operates in conjunction with the TPC to resolve and reconstruct particles momentum and trajectory. The ITS contributes to practically all physics channels investigated by the ALICE experiment measurements 174 .
The first version of the ITS had six cylindrical layers of silicon detectors of different technologies. The first two layers were equipped with Silicon Pixel Detectors, the following two did use Silicon Drift Detectors, and the outermost two layers were instrumented with double-sided Silicon micro-Strip Detectors. Additionally, the four outermost layers of original ITS were equipped with analog read-out, so that energy deposition measurements were possible.
The ITS upgrade, part of the general ALICE upgrade, had to meet the new challenges posed by the increased track density and collision rate. The different silicon detector technologies of the old ITS have been replaced by a single sensor solution, where the same Monolithic Active Pixel Sensors (MAPS) chip equips the whole system. ALICE has been the first of the four large experiments at the LHC to devise a large silicon tracker ( 10 m ) entirely based on this technology 179. A number of different MAPS implementations were considered and tested, and ultimately the ALPIDE chip was chosen for the task 122. The ALPIDE sensor has been presented in Sec. 4.3.1.
Using monolithic sensors allows reducing the overall material budget per layer by a factor of seven in comparison to the previous ITS ( $50 \mu \mathrm{~m}$ instead of $350 \mu \mathrm{~m}$ ), accounting for the silicon only, allowing for a significant improvement on the tracking performance and momentum resolution, while at the same time increasing the pixel density by a factor 50 121. On the other hand, the ALPIDE digital readout does not allow for an energy loss measurement.
In Fig. 106 and 107 the layout of the new ITS is shown. The system includes seven concentric cylindrical layers, of which the innermost is placed 22 mm from the centre of the beam line, and the outermost at 430 mm . The three innermost Layers ( L 0 to L2) are included in the Inner Barrel (or IB), while the next two (L3 and L4) and the remaining two (L5 and L6) are coupled in the so-called Middle and Outer Layers respectively (ML and OL); ML and OL are often grouped together as Outer Barrel (or OB). Single ALPIDE sensors are arranged along the beam directions in mechanically independent structures called staves, which cover the entire length of the respective layer; staves forming the Inner and Outer Barrel present some construction differences; Inner Barrel staves have been presented in Sec. 4.3.2


Fig. 106: 3D visualization of the upgraded ALICE ITS (Inner Tracking System) 121


Fig. 107: Schematic view of the cross section of the ITS (a) Inner Barrel (IB) and (b) Outer Barrel (OB) 121. The Inner Barrel includes Layer 0, 1 and 2; the Outer Barrel includes Layers 3, 4, 5 and 6.


Fig. 108: Schematic drawing of the Outer Barrel staves (right), compared with the Inner Barrel 121.

Fig. 107 shows the schematic layout of an Outer Barrel stave and its components, compared with an Inner Barrel stave. As for the Inner Barrel, the mechanical stability of the Outer Barrel staves is provided by a truss-like lightweight structure based on carbon fiber material. staves from the Outer Barrel are further segmented azimuthally into two half-staves, which are places side by side along the stave length, as illustrated in Fig. 107 (b). In the Outer Barrel, each stave includes two cold plates, one per half-stave, which contain cooling pipes. In Outer Barrel
staves the two Cold Plates are attached underneath the Space Frame, while in Inner Barrel staves it is embedded in the frame 121.
Half-staves are additionally divided longitudinally into modules, which contain an array of $2 \times 7$ single sensors. Each module is an independent entity, and includes its own Hybrid Integrated Circuit (HIC), a Flexible Printed Circuit (FPC) and a carbon plate, which ensures mechanical rigidity to the module itself. On the contrary, in the Inner Barrel staves, a single FPC running for the entire stave length connects all the 9 sensors directly mounted on the stave space frame (Fig. 107 (a)). The Outer Barrel staves (L6 and L5) share the same basic structure with the staves in Layer 4 and 3 (ML), although the former are almost twice as long as the latter. staves of the Outer Layers and the Middle Layers include, respectively, seven and four sensor modules. Given the longer length of Outer Barrel staves, with respect to Inner Barrel, the former require an additional Power Bus to distribute digital and analog power, and overcome the voltage drop along the whole length of the half-stave. The geometrical parameter, and sensor counts for each layer, are summarized in Tab. 7


Tab. 7: Summary of the geometrical parameters of the ITS, and elements count. The length measures the stave dimension along the beam direction $z$; the radii are listed separately as the distance from the beam pipe centre of the innermost and outermost points of each stave's sensible surface, as well as the average distance. The number of modules and sensors are tabulates as the total number in the layer and in parenthesis the number per stave 180 .

The construction of the Inner Barrel, Middle Layers and Outer Layers, including spares, finished in July 2019, October 2019 and December 2019 respectively 180. Initially the Barrels have been assembled in the form of two Inner Half-Barrels and two Outer Half-Barrels, and installed in a clean room at the main CERN site, for the individual on-surface commissioning. In Fig. 109 two assembled Inner and Outer Half-Barrels are shown, respectively in (a) and (b). The on-surface commissioning included verification of the power consumption, the control communication, and the high speed read-out links. Additionally, threshold tuning and fake-hit rate measurements were performed. After the readout chain for both the Inner and Outer Barrels has been demonstrated to work, a campaign to observe the first particle tracks from cosmic muons have been initiated 180 . The final assembly of the ITS and its installation in the centre of the ALICE experiment took place between spring and summer 2021.

### 8.4 ITS Alignment survey with cosmic-ray tracks

The alignment procedures of a tracking detector are necessary to ensure that the reconstructed track parameters accuracy is not significantly affected by the inevitable mismatches between the ideal, as-per-design, and the real, post-assembly overall 3D geometry of the whole assembly. For the ALICE ITS, this maximum acceptable degradation has been conventionally set to $20 \%$ 181.
To better gauge the challenge, that is equivalent to measure the position of every single sensor within a volume of about 1.5 m in length and 1 m in diameter with a precision better than $5 \mu \mathrm{~m}$


Fig. 109: Completely assembled Inner (a) and Outer (b) Half-Barrels, store on-surface in a cleanroom at the main CERN site 180 .
for the innermost sensors. During the staves assembly phase, the correct positioning of every single sensors was ensured by using lithography reference marks present on the visible side of each chip. The positioning of the reference marks is strictly related to the pixel matrix, and the points were scanned by 3-dimensional Control Measuring Machines (CMM) to determine the relative position of the sensors in a stave 121. After the assembly of the staves in HalfBarrels structures, a similar procedure was performed using reference marks present on the barrels end-wheels, on the FPC, and the accessible marks on the sensors 121. Additionally, barrel end-wheels include spots for contact-measurements. After the installation of the ITS in the cavern, the position of the elements has been surveyed by a laser system, through the line of sight along the beam pipe, although the small angle of view makes this measurement more challenging. These metrology and survey data serve as starting points for the final alignment, which is based on tracks reconstruction. The goal of the alignment procedures is to evaluate the position of the silicon sensors with an accuracy of the order of few microns for the Inner Barrel and few tens of microns for the Outer Barrel 121.
During the 2020-2021 on-surface commissioning of the ALICE ITS, once the correct operation of the single elements was assessed, the open half-barrels were put through their paces with the detection of cosmic tracks. In addition to sensors detection efficiency, fake-hit rate and calibration tests, the cosmic-ray tracks were employed to initiate the evaluation of the alignment precision of the mechanical assembly of the Half-Barrel structures. These studies will be reported in the present Section. This on-surface alignment survey constitutes a preliminary assessment on the assembly precision, as the final and systematic study can only be performed once the entire system is installed in its definitive location, inside the experiment. Moreover, given the partial assembly in Half-Barrels, an on-surface study is not able to provide information on the final relative position of these portions of the ITS, let alone the positioning of the ITS with respect to the other ALICE detector systems. Additional displacements are also to be expected as the result of the relocation of the assembled Half-Barrels from the CERN main site to the ALICE location, a few kilometers away. Nonetheless, the preliminary alignment survey helped developing alignment methods and procedures, and highlighted critical aspects that will be useful in the final alignment phase. The final alignment will further exploit particle tracks from collision
events, also with the magnetic field active. The relative position of the elements is anyway foreseen to shift with time due to factors as vibration, thermo-elastic movement, weight load, and settling of different parts. Alignment runs will therefore be periodically repeated, and given the complications of accessing the various elements for optical measurements once the entire ALICE detector is in place, particle tracks will be the main tools for such periodic alignment re-assessment 121 .
The data used to test the preliminary alignment methods presented in this section are relative to the on-surface commissioning phase; in particular, the data used for the Inner Barrel (either IB-bottom or IB-top) have been acquired in the period between September and October 2020, while the data employed for the Outer Barrel have been recorded between November and December of the same year. The data analysis has been performed using the software framework $\mathrm{O}^{2}$ (Online - Offline computing system) designed for the ALICE upgrade; the $\mathrm{O}^{2}$ framework includes the general computing functionalities needed in a particle physics experiment, relative to read-out, event building, data recording, detector calibration, data reconstruction, physics simulation and analysis 182 .
Raw data for analysis are aggregated as clusters of adjacent hit pixels; the spatial coordinates of the hit are calculated as the approximated geometrical centre of the cluster (due to the binary output of the ALPIDE sensor, a true center-of-mass derivation is not possible). Clusters coordinates are stored in the Local Frame of reference of the sensor that registered the hit; this reference system is schematized in Fig. 110 the Local Frame has its origin in the centre of the sensor volume, at half silicon depth ( $25 \mu \mathrm{~m}$ ), the $x_{l o c}-z_{l o c}$ plane is parallel to the sensor surface, with $z_{l o c}$ parallel to the global $z$ (beam direction) along the 30 mm side of the sensor. For each sensor a different Local Frame is defined.


Fig. 110: Local Frame of reference of a given sensor. The frame origin is placed at the geometric centre of the sensor volume, the $x_{l o c}-z_{l o c}$ plane lays parallel to the sensor surface at half of the silicon depth $(25 \mu \mathrm{~m}), z_{l o c}$ is parallel to the global $z$ and $y_{l o c}$ is normal to the surface.

The position of a cluster in the Global Frame is retrieved by applying roto-translation transformations described by matrices, which are calculated from a geometry .root file. In the geometry file the position of each sensor is tabulated. For the alignment analysis, the ideal geometry is considered, while after the definitive alignment survey of the ITS, a final geometry file describing the real positions of the various elements will be produced and used for the following analysis. In the ALICE software framework $\mathrm{O}^{2}$, a third system of reference, the Tracking Frame, is defined: the Tracking Frame is obtained from the Global Frame by rotating around the $z$ axis until the $x_{\text {track }}$ direction is normal to the sensor plane.
Fig. 111 (a) shows a $x-y$ overview of the positions of the detected clusters, which outlines the stave placement in the ITS, as well as the divisions of the layers into Half-Barrels. The three Inner Layers are highlighted in Fig. 111(b), which shows the spiral arrangement of the staves, also known as Turbo design, which avoids blind tracking spots.
In the on-surface commissioning datasets, the threshold scans and the noisy pixels rejection were not definitive yet, so some spurious clusters were present. To eliminate these fake hits, 1 -cluster events were not considered for the calculations. This would, consequently, also reject some actual events; however, in the alignment analysis, rejecting spurious events is more critical
than achieving a high reconstruction efficiency, i.e. it is preferable to reject an actual track than accepting a fake one.


Fig. 111: (a) Global $x-y$ view of the clusters position; the distribution outlines the shape of the 7 layers forming the ITS. (b) Highlight of the 3 layers of the Inner Barrel and the spiral arrangement of the IB staves. During the on-surface commissioning the four sections (IB-bottom, IB-top, OB-bottom and OB-top) are assembled and read-out independently.

As introduced earlier, during the commissioning the ITS was divided into four Half-Barrels, which are read-out independently; therefore, to produce datasets including the entire system, multiple independent datasets need to be merged.
As mentioned in Sec. 4.3.1, in the ALPIDE sensor the hit storage is determined by an external trigger signal; during the acquisitions the trigger is sent at a regular frequency, with a period longer than the front-end electronic shaping time. For the cosmics acquisition, the trigger period was set to $22 \mu \mathrm{~s}$. Clusters are labeled accordingly to these time windows, or Time Frames, with no additional timing information. In the datasets, some events were recorded twice in adjacent Time Frames, which is a foreseen occurrence when the trigger falls during the event signal formation. Hence, to avoid considering twice the same event, if a Time Frame contains a track candidate, the following Time Frame is rejected. This causes virtually no loss of actual events, as the cosmic tracks detection rate was calculated around the order of $2 / \mathrm{s}$ on the entire ITS.
The basic quantity used for the alignment study is the residual, i.e. the point-to-point distance between the measured position of a cluster and the coordinates of the expected hit position on the same sensor, assuming an ideal as-per-design geometry. The concept of the residual calculation is sketched in Fig. 112 given a particle track, producing in this particular case three clusters on different Layers, and assuming a displacement of the sensor on Layer 1, the measured cluster would be generated at the interception between the track and the real position of the sensor. The expected cluster position is then derived considering the interception between the track and the ideal position of the sensor plane. Finally, the residual is calculated as the difference between the coordinates of the expected and measured points. Residuals are preferably expressed in the Local Frame of the sensor, as it indicates more intuitively the direction of the displacement.
The magnitude of a residual calculated for a given sensor is not a direct measure of the dis-


Fig. 112: Concept of residual used to estimate sensors alignment. The expected cluster position is calculated as the interception between the track and the ideal plane of the sensor. The residual is calculated, in local coordinates, as the spatial difference between the expected and measured positions.
placement of the sensor itself but, more precisely, the convolution of the displacements of all the sensors traversed by the track. For instance, considering the case illustrated in Fig. 112 , to calculate the residual on the sensor on L2, the track would be traced using the measured cluster on L1; the resulting large residual on the L2 sensor, would be in this case caused by the sensor on L1, projecting its own displacement onto the facing sensors on L2, and not by an actual displacement on the latter. After the residual calculation, an iterative procedure is therefore necessary to disentangle the various contributions, and estimate the displacements of each different sensors.
The first step for the residual calculation is the track-finding procedure. At the moment of the alignment analysis, the datasets were not post-processed, and no track-finding was performed; moreover, no definitive tracking reconstruction algorithm was yet defined in the updated ALICE $\mathrm{O}^{2}$ software framework. A basic custom tracking algorithm was therefore built for the task of identifying cosmic tracks.


Fig. 113: Sketch of the track-finding procedure. The alignment of a clusters triplet is measured using the angle between the two identified vectors $\mathbf{v}_{1}$ and $\mathbf{v}_{2}$, as expressed in Eq. 71.).

Tracks candidates are built from the clusters registered inside the same Time Frame. Fig. 113 shows the situation in a typical Time Frame, where a number of clusters are distributed between the 7 Layers; the goal is to identify the clusters originated by cosmic muons tracks, discriminating the hits generated by noise or other particles. Cosmic muons are expected to generate an approximately straight track, aside from scattering inside the various materials present in ITS, spatial resolution of the sensor, and the aforementioned assembly misalignment. The procedure starts by identifying a track seed, defined by three aligned clusters in three dif-
ferent Layers. The algorithm cycles over all the possible cluster triplets in a single TF, and calculates the angle between the two vectors $\mathbf{v}_{1}$ and for each triplet $\mathbf{v}_{2}$ identified by the three points, as illustrated in Fig. 113

$$
\mathbf{v}_{1} \times \mathbf{v}_{2}=\left(\begin{array}{c}
x_{b}-x_{a}  \tag{71}\\
y_{b}-y_{a} \\
z_{b}-z_{a}
\end{array}\right) \times\left(\begin{array}{c}
x_{c}-x_{b} \\
y_{c}-y_{b} \\
z_{c}-z_{b}
\end{array}\right)=\hat{n}\left|\mathbf{v}_{1}\right|\left|\mathbf{v}_{2}\right| \sin \alpha,
$$

where $x_{a, b, c}, y_{a, b, c}$ and $z_{a, b, c}$ are the coordinates of the three clusters ordered in a innermost to uttermost fashion, $\hat{n}$ is the versor perpendicular to the plane identified by $\mathbf{v}_{1}$ and $\mathbf{v}_{2}$. The angle $\alpha$ between the two vectors is found as:

$$
\begin{equation*}
\frac{\left|\mathbf{v}_{1} \times \mathbf{v}_{2}\right|^{2}}{\left|\mathbf{v}_{1}\right|^{2}\left|\mathbf{v}_{2}\right|^{2}}=\sin ^{2} \alpha \tag{72}
\end{equation*}
$$

The clusters triplet with the lowest $\sin ^{2} \alpha$ in a Time Frame is taken as a track seed, which is in turn used to build a complete track by attaching additional aligned clusters to it. Only triplets with a $\sin ^{2} \alpha$ lower than a given threshold, empirically set at 0.1 , are considered.


Fig. 114: (a) Candidate clusters are attached to a track seed if the 3D point-line distance $d$ is $<1 \mathrm{~mm}$. (b) The track seed parameters are obtained fitting the triplet separately in the $x-y$ (green line) and $x-z$ (violet line) projections.

For every remaining clusters present in the Time Frame the 3-dimensional line-point distance from the track seed is calculated, as represented in Fig. 114 (a). The track seed parameters are obtained by fitting the cluster triplet separately in the $x-y$ and $x-z$ projections, as shown in Fig. 114 (b). Two equations with a total of four parameters are derived:

$$
\left\{\begin{array}{l}
y=m_{y} x+q_{y}  \tag{73}\\
z=m_{z} x+q_{z}
\end{array}\right.
$$

and the 3D distance is calculated from the point-line distances in the two planes. A candidate cluster is accepted and attached to the track seed if the distance $d<1 \mathrm{~mm}$. Once all the clusters in the Time Frame have been tested, the procedure continues searching for another track seed in the same Frame, while the clusters forming the previous complete track are excluded from the subsequent searches. When no more tracks are found, the following Time Frame is considered, and so on.
Fig. 115 shows an example of clusters recorded in four different Time Frames, and the performance of the track recognition algorithm. In the first Time Frame (TF 0, blue dots in the


Fig. 115: Example of clusters recorded in four different Time Frames (points) and the identified tracks, (a) $x-y$ view (b) axonometric view. The Outer Barrel structure is outlined in grey.
graph) a total of 5 clusters are visible, and the tracking procedure individuates a 4-cluster track discarding the remaining cluster on Layer 4. In both TF 2 and TF 3 some clusters are correctly discarded, as they are visibly not aligned with the identified track. In TF 1 multiple clusters on overlapping adjacent sensors are present. In TF 2 and TF 3 the expected clusters are not detected, respectively, in Layer 6 and Layer 4, which indicates that a sensor or a stave was not active in that particular acquisition or, less likely, that due to the detection inefficiency those hits were lost.


Fig. 116: Multiplicity distribution of the recognized tracks, detected by the ITS. Data from Inner Barrel (red filled histogram) and Outer Barrel (black histogram) separated.

Fig. 116 shows the distribution of the track multiplicity, i.e. the number of clusters in a track. Tracks with three clusters are the most probable, while the counts of events with higher multiplicities diminish exponentially with the number of clusters. Higher multiplicities are hindered by the fact that in this acquisition campaign the Half-Barrels are separated; with the full ITS higher multiplicities are to be expected. Moreover, the Inner Barrel presents slightly higher
multiplicities with respect to the Outer Barrel, although the latter includes more Layers; this effect is caused by the proportionally more overlapped area between adjacent sensors in the IB, and the IB much tighter curvature.


$$
\begin{align*}
& \theta_{y}=\arctan \left(m_{y}\right) \\
& \theta_{z}=\arctan \left(m_{z}\right)=\varphi  \tag{74}\\
& \theta=\frac{\pi}{2}-\arctan \left(m_{y} \cos \left(\theta_{z}\right)\right)
\end{align*}
$$

Fig. 117: Scheme of the azimuthal angle $\theta$ and polar angle $\varphi$ derivation from the track parameters. Relations between the track parameters in Eq. 73) and the azimuthal and polar angles.

Apart from the visual case-by-case test displayed in Fig. 115 another check of the accuracy of the track recognition, is to observe whether the angular distribution of the reconstructed tracks is compatible with a cosmic origin of the events. The relations between the azimuthal and polar angles in the Global Frame of reference and the track fit parameters are shown in Fig. 117 and Eq. (74). In Eq. (74) $\theta_{x}$ in the angle formed by the track projection onto the $x-y$ plane with respect to the $x$ axis, $\theta_{z}$ is the angle on the horizontal plane $x-z$ and it corresponds to the polar angle $\phi$; the azimuthal angle $\theta$ is the angle that the track forms with the vertical $y$ axis. The distributions of the azimuthal angle $\theta$ and the polar angle $\varphi$ are presented in Fig. 118 (a) and (b) respectively. The azimuthal angle presents two maximal points near 0 and $\pi$ and a minimum in proximity of $\pi / 2$, which is compatible with the mostly vertical cosmic tracks; Inner and Outer Barrel present comparable behaviours. The polar angle $\varphi$ is the angle in the $x-z$ (horizontal) plane with respect to the $x$-axis, expressed in the range $(-\pi / 2 ; \pi / 2)$. The distribution of $\varphi$ is basically flat, as cosmic rays have, in an acceptable approximation, no privileged polar direction. Nonetheless, in the measured distribution a slight preference for polar angles near to 0 is visible in both IB and OB, due to the higher angular acceptance of the Half-Barrels in the $x$ direction, with respect to the $z$ direction.
After the tracks recognition procedure, the residuals between the expected and measured cluster positions are calculated. The residuals are obtained using two independent methods, in order to cross-check the results. The first method uses a basic analytic geometry calculation to find the intersection point of the track with the sensor plane, while the second one defines a physical particle track and propagates it through the detector, employing functions developed in the $\mathrm{O}^{2}$ software framework for particle analysis.
The analytical residual calculation procedure is outlined in Fig. 119 To calculate the expected position of a given cluster belonging to an identified track, the positions of the remaining clusters in the track are transformed into the Local Frame of reference of the considered cluster. The track parameters in the Local Frame are obtained by interpolating the clusters new transformed positions, using the fit method illustrated in Fig. 114 (b) and Eq. 73); the cluster under study is excluded from the fit, to avoid biasing the interpolation results. Then, the expected cluster position $\left(x_{l o c}^{\text {expected }}, z_{l o c}^{\text {expected }}\right)$ is obtained as the intersection of the track with the sensor


Fig. 118: (a) Distribution of the azimuthal angle $\theta$ of the recognized cosmics tracks, measured by the ITS Half-Barrels. (b) Distribution of the polar angle $\varphi$. Data from Inner Barrel (red filled histogram) and Outer Barrel (black histogram) separated.


Fig. 119: Residual calculation using the analytic geometry method: the clusters belonging to a track are transformed into the Local Frame of the considered cluster (green), and the track parameters are calculated in this coordinate system. The expected cluster position is calculated as the intersection point between the track and the plane $y_{l o c}=0$.
plane, i.e. by setting the vertical coordinate $y_{l o c} \equiv 0$ :

$$
\left\{\begin{array} { l } 
{ x _ { l o c } ( t ) = t }  \tag{75}\\
{ y _ { l o c } ( t ) = q _ { y , l o c } + t m _ { y , l o c } \equiv 0 } \\
{ z _ { l o c } ( t ) = q _ { z , l o c } + t m _ { z , l o c } }
\end{array} \Rightarrow \left\{\begin{array}{l}
x_{l o c}^{\text {expected }}=\frac{q_{y, l o c}}{m_{y, l o c}} \\
z_{l o c}^{\text {expected }}=q_{z, l o c}+q_{y, l o c} \frac{m_{z, l o c}}{m_{y, l o c}}
\end{array} .\right.\right.
$$

Finally the residual is calculated simply as the difference:

$$
\begin{equation*}
\left(x_{l o c}, z_{l o c}\right)_{\text {expected }}-\left(x_{l o c}, z_{l o c}\right)_{\text {measured }} \tag{76}
\end{equation*}
$$

and the procedure is repeated for each cluster included in a track and for every identified track. The second residual calculation method consists in defining a physical particle track by means of an origin point and a momentum vector. In this case the clusters positions are interpolated in the Global Frame, excluding successively the cluster under study. The track is then uniquely defined by a point and a vector:

$$
\mathbf{x}=\mathbf{x}_{\mathbf{0}}+t \mathbf{p}=\left(\begin{array}{c}
0  \tag{77}\\
q_{y} \\
q_{z}
\end{array}\right)+t\left(\begin{array}{c}
1 \\
m_{y} \\
m_{z}
\end{array}\right)
$$

which contains the parameters of the track interpolation. The origin point of the track and its momentum are not meaningful measurements of the real physical particle, as the energy of a cosmic ray is not measurable without a magnetic field or auxiliary detectors. However, they are sufficient to define its position and direction in the considered case, as only linear tracks are considered. The track position is then propagated from its origin point onto the surface of the sensor where the cluster under study has been detected. The propagation performed with the $\mathrm{O}^{2}$ software framework official methods takes into account the energy loss of the particle traversing every material volume along its path, being it either associated with a sensing or structural element, and bends the trajectory according to the magnetic field. During the onsurface commissioning no magnetic field was present, therefore the propagation of the particle track results in a linear transportation. The residual is finally obtained transforming both the measured and expected cluster positions into the Local Frame of the sensor and calculating their distance, similarly to Eq. 76). The second method for calculating the residuals has the advantage of being adaptable for future applications, when the magnetic field will be engaged, while the analytical method is suitable exclusively for cosmic tracks propagating strictly in a straight line.


Fig. 120: Histograms containing residuals relative to (a) Inner Barrel and (b) Outer Barrel. Residuals in the $x$ direction are plotted in red, $z$ residuals in blue. The histograms relative to residuals calculated with the $\mathrm{O}^{2}$ framework defining physical tracks are plotted with solid lines, the histograms relative to the analytical residuals calculations are indicated with dashed lines.

In Fig. 120 the residuals distributions are presented, separately for the Inner and Outer Barrel and for both the $x$ and $z$ directions. The residuals in the $y$ directions, i.e. affecting the sensors positioning radially, are not considered in the present stage. This is because radial displacements of the sensors tend to have a smaller effect on the track parameters accuracy, with respect to misalignments in the $x$ or $z$ directions, especially for collision-originated particles, which usually form a small angle with the sensor plane normal 181. Moreover, an incorrect radial positioning of the sensors does not affect the reconstructed tracks fit resolution, but instead biases the measured track curvature, and therefore the particle momentum estimate [181. A displacement in the $y$ direction, as well as other weak modes such as $z$-dependent deformations and rotations, can be more effectively estimated using physical observables as a reference 181. Finally, for either residual calculation method adopted in this work, the $y$ coordinate represents the independent parameter which is set in order to retrieve the plane-track intersection, so a different approach would be necessary to study residuals in this direction.
The residuals distributions in Fig. 120 present central values within less than 2 microns from 0, and the residuals in both $x$ and $z$ directions show overall similar behaviours. The distributions relative to the Inner Barrel appear narrower with respect to the Outer Barrel, which is com-
patible with the larger distances between the layers of the latter. The $z$ distribution relative to the Inner Barrel, Fig. 120 (a), shows a defined peak around -1 mm in addition to other substructures between 1 and 2 mm . These events could be an evidence of a small number of displaced staves. The differences between the analytical and track-based residual calculations (solid vs dashed lines) are noticeable only in a few bins of the histograms in both Inner and Outer Barrel cases.


Fig. 121: Scatter plots showing the correlation between the analytical (horizontal axis) and $\mathrm{O}^{2}$ framework track-based (vertical axis) residual calculations, for the (a) $x$ and (b) $z$ directions. Inner and Outer Barrels are here considered collectively. The dashed lines delimit the area in which the residuals are accepted.

Fig. 121 shows scatter plots correlating the residual values obtained with the two calculation methods: by the analytic fit in the horizontal axis and by the $\mathrm{O}^{2}$ physical track propagation in the vertical axis, separately for the $x$ and $z$ directions, in (a) and (b) respectively. The vast majority of events lays in close proximity to the bisector, while for a relatively small fraction of events the two methods yield different results. Divergent results can be generated from tracks intercepting the sensors in close proximity to the edge of the sensing area, for which even a small variation of the track parameters can lead to the track missing the sensor surface, and therefore an incorrect interception point calculation. Moreover, errors in the residual calculation can also be the result of an incorrect track interpolation procedure; additionally, the tracking methods in the $\mathrm{O}^{2}$ framework are optimized for collision-generated tracks, with particles originated in the proximity of the centre of the beam pipe, and then propagating outwards, while in this case they have been adapted to describe cosmic particles with an external origin, and propagating throughout the entire detector, so in a small number of instances the track propagation could fail. Finally, as the data were collected during the commissioning period of the Inner Tracking System, the read-out procedure from the sensors was not completely immune to glitches or incorrect data formatting. In order to avoid considering inaccurate events, the residuals falling outside the belt of $\pm 1 \mathrm{~mm}$ around the bisector are discarded, as indicated in Fig. 121 From this point on, the results are calculated taking into consideration the residuals calculated with the $\mathrm{O}^{2}$ method.
In this preliminary alignment status survey, the smallest basic movable element is considered to be the stave, as the positioning of each sensor relatively to the stave has been evaluated in the assembly phase. Once the positions at the stave-level would have been assessed and corrected, the definitive alignment survey is likely to be performed at the sensor-level.
For each individual stave the distributions of the residuals are obtained, in order to observe possible biases. In Fig. 122 some examples of residuals distributions for selected staves are presented. The distributions qualitatively show three identifiable behaviours. In particular, for


Fig. 122: Examples of residuals distributions for selected staves: (a) for the Inner Barrel the histograms relative to the $z$-residual in stave 5 of Layer 0 (L0 S5), stave 7 of Layer 1 (L1 S7) and stave 5 of Layer 2 (L2 S5) are shown; (b) for the Outer Barrel L4 S27 $z$, L5 S25 $z$ and L6 S30 $x$ have been selected.
a fraction of the staves the distribution appears centered near 0 , similarly to the histogram relative to the stave 5 of Layer 2 (or L2 S5) shown in Fig. 122 (a), which sports a clear peak around $-1 \mu \mathrm{~m}$. Distributions relative to other staves show similarly defined peaks, however not compatible with 0 , as the stave L1 S7 included in the same plot, which is centered around $-700 \mu \mathrm{~m}$. This result is a candidate signature of a displaced stave. Finally, the stave L0 S5 has been selected to illustrate a different behaviour: in addition to the central peak, a second population of events concentrating far from 0 is recognizable. This suggests a correct positioning of the selected stave, but the presence of a displacement on a surrounding stave, with the latter projecting its own incorrect positioning onto the former. It can be noticed that some of the spikes visible in the general residuals histogram relative to the $z$ direction in Fig. 120 (a) are compatible with the isolated histograms per stave in Fig. 122 (a).
In Fig. 122 (b) some examples of the single-stave residuals distributions for the Outer Barrel are illustrated. In the Outer Barrel case, the distributions present similar behaviours with respect to the Inner Barrel: for instance, the presented L5 S25 is characterized by a well-defined single peak with an average value of about $0.2 \mu \mathrm{~m}$, while some histograms, as the one relative to the stave L4 S27, show a bi-modal symmetrical distribution. The second case may originate from a minor relative misplacement of the two half-staves forming a single Outer Barrel stave. In the Outer Barrel case, the residuals relative to the $x$ directions present a generally wider distribution and, where present, a number of substructures and spikes, as visible in the L6 S30 in Fig. 122 (b). The more complex distributions from the Outer Barrel staves, especially in the $x$ direction, could be caused by its larger dimensions with respect to the Inner Barrel: the higher weight of the staves could provoke a sagging effect of increasing magnitude the further the position is from the Barrel end-wheels. This effect would have an impact on the $x$ but not on the $z$ residuals.
The residuals histogram for each stave is interpolated with a Gaussian, to estimate the central value of the distribution. Fig. 123 show the central value parameter from the Gaussian fit as a function of the stave number in the Inner Barrel, separately for the $x, z$ direction. The average $x$ residual for the Inner Barrel (Fig. 123 (a)) for the majority of the staves is distributed in the $\pm 200 \mu \mathrm{~m}$ range, with a small number of staves presenting higher residuals, such as L0 S0, which show a mean value of $-313 \mu \mathrm{~m}$, L1 S7 with $490 \mu \mathrm{~m}$ and L2 S 9 with $210 \mu \mathrm{~m}$. It can be noted that the staves included in the second Half-Barrel of L2 (from S10 to S19) share a common trend in the average residuals, which could be due to an assembly effect. The average $z$ residuals for the Inner Barrel (Fig. 123 (b)) are overall smaller with respect to the $x$, and for the most


Fig. 123: Central value parameter obtained from a Gaussian fit of the residuals distribution for each stave in the Inner Barrel; residuals relative to (a) the $x$ direction and (b) the $z$ direction. The exact values are tabulated in Tab. 9 in Appendix C. The error bars correspond to the uncertainty on the central value parameter obtained from the fit.
part limited in the $\pm 150 \mu \mathrm{~m}$ range. Exceptions are represented by the L1 S7 ( $-313 \mu \mathrm{~m}$ ) and L2 S9 $(-313 \mu \mathrm{~m})$, which have shown particularly high average residuals also in the perpendicular direction (Fig. 123 (a)).


Fig. 124: Central value parameter obtained from a Gaussian fit of the residuals distribution for each stave in the Outer Barrel; residuals relative to (a) the $x$ direction and (b) the $z$ direction. The exact values are tabulated in Tab. 10 in Appendix C The error bars correspond to the uncertainty on the central value parameter obtained from the fit.

Fig. 124 illustrate the average residual per stave in the Outer Barrel, obtained from a Gaussian fit of the residuals distributions. Average residuals appear more dispersed in the $x$ direction (Fig. 124 (a)), while in the $z$ direction (Fig. 124 (b)) the values are for the most part smaller than $50 \mu \mathrm{~m}$ in absolute value. It can be observed that generally, for both IB and OB (Fig. 123 and Fig. 124 respectively) error bars, corresponding to the uncertainty on the central value parameter obtained from the fit, are larger for the first, last and middle staves in a Layer. These, in fact, correspond to the staves whose sensors surfaces are more vertical, hence collecting less statistics from cosmic particles.
Fig. 125 includes the histograms containing the central values of the residuals distribution,


Fig. 125: Histograms including the average residuals per staves in $x$ and $z$ directions, respectively for (a) Inner and (b) Outer Barrel. Values represented in Fig. 123 and Fig. 124 tabulated in Tab. 9 and 10 in Appendix C
represented in Fig. 123 and 124


Fig. 126: Central value parameter obtained from a Gaussian fit of the residuals distribution for each stave in the Layer 2 of Inner Barrel; residuals relative to (a) the $x$ direction and (b) the $z$ direction. Three distinct datasets are presented, in order to observe the consistency of the residuals behaviour.

In order to verify the consistency of the residuals calculation, and to confirm that the misalignment effects identifiable in certain staves are not statistical fluctuations, the procedure has been performed on three disjoint datasets. The results are shown in Fig. 126 for the Layer 2 of the Inner Barrel. The thee datasets show compatible trends with each other, with a few exceptions, exclusively in staves affected by low statistics. This is an indication that the residual calculation highlights, in fact, actual and reproducible features of the ITS geometry.

### 8.5 Re-alignment algorithm

In order to identify the displaced staves and to estimate the necessary corrections to the staves positioning, an iterative, automated algorithm is here proposed. The results of this method could provide a starting point for the official ALICE re-alignment tool Millepede 48. The goal of the proposed re-alignment procedure is to build a table of corrections for the position
of each stave, in both the $x$ and $z$ directions, with an iterative algorithm. The procedure attempts to identify the displaced staves, operating on a single direction ( $x$ or $z$ ) at a time, minimizing a global $\chi^{2}$ parameter. The proposed re-alignment procedure develops in a series of steps:

- The first step is to assess the initial alignment condition, performing the complete procedure of track-finding and residual calculations. A quality parameter, comparable to a global normalized $\chi^{2}$, is defined:

$$
\begin{equation*}
\chi^{2} \equiv \sum_{i=0}^{N} \frac{r_{i}^{2}}{N} \tag{78}
\end{equation*}
$$

where $r_{i}$ are the calculated residuals and $N$ the total number of residuals. This first step can either follow a preliminary re-alignment procedure, or start from a totally blank correction table.

- The staves are ordered with respect to their average residual, from the largest to the smallest; the stave with the largest average residual is then taken as the displaced candidate and a tentative correction is applied. The magnitude of the correction can be a fraction of the average residual (e.g. $1 / 2$ of the value) or a fixed quantity.
- The track-finding and residuals calculation procedure is repeated, applying the tentative correction: the coordinates of the clusters belonging to the candidate stave are shifted according to the magnitude of the correction. The new $\chi^{2}$ parameter is calculated, with the updated set of $r_{i}$ and $N$.
- If the new $\chi^{2}$ is smaller than the one calculated in the previous iteration, the correction is accepted, the correction table is updated to be used in all the next iterations, and the subsequent iteration is tested against the new $\chi^{2}$.
- If the new $\chi^{2}$ is instead larger than the previous one, the correction is rejected. The stave with the second highest average residual is then considered, and the relative correction is tried. Subsequent staves are in order tested, until a correction is accepted.
- The algorithm stops when all the staves have been tested and no correction was accepted. For a finer re-alignment the procedure can be performed with increasingly smaller correction steps.

The algorithm was tested with the Inner Barrel data, given the more manageable number of degrees of freedom. The correction step per iteration was first set as $1 / 2$ of the staves average residual, and then as a fixed step of $5 \mu \mathrm{~m}$, for a finer tuning; the algorithm was applied for the $z$ and $x$ direction separately. The algorithm procedure was not carried out to the full completion of the $\chi^{2}$ minimization, mainly for computational time reasons if deemed effective, the code can be further optimized for better run times and performed on more powerful machines.
Fig 127 shows the complete distributions of the residuals, for the $x$ and $z$ directions, in (a) and (b) respectively, calculated by applying the corrections table obtained from the iterative algorithm, and compared with the initial residuals without the corrections.
In the $x$ direction, the corrected residuals have an average value slightly closer to zero, a smaller standard deviation, and the central peak of the distribution appears marginally higher; however, the re-alignment procedure could be iteratively applied to further improve the results. In the $z$ direction the effect of corrections is more noticeable: the distribution mean is more than halved, and the standard deviation is appreciably lower; additionally, the central peak of the distribution appears higher. Moreover, the smaller peaks originally present around -1 mm and between 1 and 2 mm , due to displaced staves (as shown in 122 (a)), have disappeared. Finally,


Fig. 127: Histograms with all the residuals relative to (a) $x$ and (b) $z$ direction. The red histograms include the original residuals calculated without the corrections; blue histograms include the residuals calculated applying the corrections obtained from the iterative algorithm.


Fig. 128: Examples of residuals distributions for selected staves: stave 5 of Layer 0 (L0 S5, blue) and stave 7 of Layer 1 (L1 S7, red); the histograms before (filled) and after (blank) the corrections are compared.
after the corrections, the total number of clusters associated to tracks is $1.6 \%$ higher.
Fig. 128 shows the residuals distributions for the staves L0 S5 and L1S7, previously identified as staves with evident displacement effects (see Fig. 122, before and after the corrections, in order to observe the effects of the re-alignment procedure. The stave L1 S7, before the corrections, presented a distribution centered at $711 \mu \mathrm{~m}$, while after the re-alignment the peak has shifted significantly towards zero, and is now at $-156 \mu \mathrm{~m}$; additionally, the number of clusters belonging to a track has increased by almost $22 \%$. The stave L0 S5 initially featured a bi-modal distribution, with a distinct peak around 1.2 mm ; after the correction, the central part of the distribution is still present, while the additional peak has shifted heavily towards zero, and now can be found around $350 \mu \mathrm{~m}$. Also in this case, the number of recognized clusters have increased significantly. The outcomes on this two particular staves show how the automatic re-alignment procedure has, in fact, proceeded in the appropriate direction, reducing the magnitude of the residuals, while also visibly correcting the effects of the displacements.

[^3]

Fig. 129: Histograms including the average residuals per staves in (a) $x$ and (b) $z$ directions. Results obtained without the corrections (red filled histograms) and with the corrections (blue blank histograms) are compared.

Fig. 129 show the distributions of the average residual per stave, before (red histograms) and after corrections (blue histograms). In both the $x$ and $z$ directions, after the re-alignment procedure, the distributions are narrower and more concentrated around zero; in both cases the dispersion have been reduced, and the more extreme points have been brought closer to the centre. The proposed algorithm has successfully corrected the more problematic aspects caused by the assembly displacement of the staves in the ITS; moreover, it can be further applied to refine the the corrections.

### 8.6 Outlook

The preliminary alignment status of the ITS has been surveyed, showing a more than acceptable condition: in most cases the average residual per stave is within $150 \mu \mathrm{~m}$ for the Inner Barrel and $100 \mu \mathrm{~m}$ for the Outer Barrel. Staves presenting higher than average residuals have been identified; these cases represent only a minor fraction of the total. The alignment method, based on the calculation of residuals, appears to be effective for this task, robust, and it has the potential to be applied also for a survey of the ITS after its installation in the cavern. The method is intrinsically extendable also for non-cosmic particles, such as collision-generated secondaries, to periodically assess the alignment status during the entire experiment life-time, when physical access to the apparatus would be problematic.
At the same time, an iterative re-alignment procedure has been proposed and tested on the Inner Barrel staves. The method appears an effective tool to speed-up the alignment procedure, and it can be applied to the entire Tracking System. The algorithm has, in fact, efficiently identified and corrected the position of displaced elements, visibly improving the quality of the tracking. The same concept can also be extended to a large set of applications. In particular, the alignment of the iMPACT tracking section, which is equally composed by IB staves, is planned to be evaluated employing an adapted version of the presented algorithm.
Overall, the opportunity to work on the ALICE ITS has been an invaluable chance to acquire key competences on the particle tracking field, and to grow familiar with the very same sensor that, currently, is one of the main component of the iMPACT medical scanner.

## 9 ARCADIA

ARCADIA (Advanced Readout CMOS Architectures with Depleted Integrated sensor Arrays) is an INFN national project, started in January 2019, as an evolution of the SEED sensor [183, involving various INFN Sections: Bologna, Milano, Padova, Pavia, Perugia, Torino and Trento (TIFPA). The project goal is to design and develop a novel Full Depleted Monolithic Active Pixel Sensor (FD-MAPS), with active sensor thickness in the range of $50 \mu \mathrm{~m}$ to $300 \mu \mathrm{~m}$, characterized by a scalable readout architecture with ultra-low power capability (of the order of $10 \mathrm{~mW} \mathrm{~cm}^{-2}$ ). The ARCADIA sensor is implemented in the 110 nm CMOS technology from LFoundry [184, with backside lithography; the monolithic process allows for in-pixel implementation of complex digital functions 185. The new sensor is designed for a wide range of application, in the medical, space, and particle physics fields.


Fig. 130: Cross section of the ARCADIA monolithic sensor 183.

Fig. 130 shows a schematic cross section of the sensor design. The sensor features a high resistivity $\left(2 \mathrm{k} \Omega \mathrm{cm}^{-1}\right)$ n-type floating zone substrate with deep p-well implants, to isolate the n-wells for the PMOS transistors from the epitaxial layer. An n-type epitaxial layer, with a lower resistivity with respect to the substrate, separates the deep p-wells from the substrate, and allows for the implementation of 1.2 V transistor circuitry on the sensor front side 183 . The substrate high-resistivity allows to reach full depletion with relatively high voltages 100 V while keeping a low bias current.
The sensor exploits wafer-thinning and back-processing methods to implant a boron-doped pregion and an electrode node on the backside of the substrate, allowing to back-bias the the sensor with an uniform electric field, so creating an homogeneous depletion region through the whole substrate. The sensor full depletion, achievable at voltages of the order of 100 V , leads to a faster charge collection, as the carriers motion is dominated by drift rather than diffusion, as well as a higher radiation tolerance, and a higher efficiency 185. The depletion from the bottom makes the sensor suitable, via back-illumination, for the detection of extremely low range particles, which would otherwise be absorbed in the front-side epitaxial layer, including near-UV photons. The sensor full depletion also has a focusing effect on the charge cloud generated by passing and/or impinging particles, thus limiting the pixels clusters multiplicity, a feature especially advantageous when detecting non-MIP particles (such as protons in the medical energy range). The dopant concentration of the n-type epitaxial layer has been tuned to hinder punch-through current from the back to the front-side at full depletion conditions. To prevent parasitic currents, a system of guard rings has been added around the back-side electrode.
A 576 pixels sensor $(24 \times 24)$, named MATISSE, was designed to assess the performances of the described technology 186; the pixel matrix is divided into 4 vertical sectors with 6 columns each, featuring different sensing diode geometry. Both analog front-end and digital electronics are included inside the $50 \mu \mathrm{~m}$-pitch pixels, with a $20 \mu \mathrm{~m} \times 20 \mu \mathrm{~m}$ area at the centre reserved for
the charge-collecting diode. The four sectors are managed by an End-of-Column (EoC) block, controlling pixel configuration and performing the read-out; the entire pixel array can be read in less than $30 \mu \mathrm{~s}$. MATISSE operates with an analog read-out, performing sampling of the baseline and the signal, on a pixel-level.


Fig. 131: (a) Schematic of the MATISSE in pixel read-out front-end 183. (b) Picture of the setup for MATISSE characterization in Padova.

Fig. 131 (a) shows the in-pixel front-end, including a Charge-Sensitive Amplifier (CSA), a sample-and-hold circuit performing Correlated Double Sampling (CDS) of both signal and baseline. Metal-Insulator-Metal (MIM) capacitors are used to locally store the signal; two analog buffers allows for the transmission of the analog signals along the column 183. The power consumption of the array has been estimated between 3.8 mW and 6.4 mW [185. Tests with a ${ }^{55} \mathrm{Fe}$ source, producing 5.9 keV and 6.5 keV photons. with range in Si of the order of $10 \mu \mathrm{~m}$ 187, were performed in Padova. With that source and a voltage bias of 200 V , the observed cluster size was limited to $2 \times 2$ pixels, with clusters with more than 4 pixel being observed in less than $1 \%$ of the cases. No significant differences were observed between front and back-illumination, confirming the full depletion of the sensor and the fact that charge motion is dominated by drift rather than diffusion. An average 40 electrons noise, at room temperature, was also estimated 185.

### 9.1 Innovative read-out architecture

Particle positions on a pixel detectors are obtained from the charge cluster signals released by the passing particle. In most practical applications, the matrix occupancy is usually less than a few percent; in traditional pixel detectors the hit pixel information is retrievable only from a complete read-out of the whole matrix, ultimately limiting the data acquisition rate and weighing on the power consumption 188. As a solutions to these drawbacks, hybrid-pixel sensors developed within the High Energy Particles community have been developed, where the sensitive pixels layer is separated from the advanced per-pixel readout circuits, which is optimized to perform data sparsification within the sensor itself [189], drastically reducing the data throughput; intrinsic limits to the hybrid design are, however, the higher manufacturing complexity, cost, material budget and power consumption. More recently, such sparsifying architectures have been successfully embedded within Monolithic Active Pixel sensors (MAPS) 120. Yet, the implementation of complex architectures within a monolithic sensors imposes several limits in therms of complexity and, even more critically, being the power consumption minimization one of the major advantages of monolithic sensors over the hybrid hones, a complex readout architecture would waive this key advantage of the monolithic technology.
Trying a different approach to the readout architecture problem, the OrthoPix project proposed an innovative read-out architecture scheme, relying on lossy data compression, a concept which is planned to be eventually implemented in the ARCADIA sensor. The OrthoPix architecture
is based on passively-addressed pixels, instead of the active pixel-driven read-out, adopted by traditional pixel detectors 188. Additionally, after the compression logic, the data output produced by a particle hit is constant, thus simplifying data transmission. The lossy compression is highly efficient at lower particle rates, while it starts to cause data loss for higher matrix occupancies.
The OrthoPix architecture in based on an evolution of a projective read-out; as illustrated in Fig. 132 a matrix of $N^{2}$ pixels can be read-out relying on two projections the horizontal and vertical coordinate $x-y$. The position of a hit can be obtained by observing only $2 N$ elements, with a data compression of $N / 2$ with respect to a pixel-per-pixel read-out. The natural limitation of a 2-dimensional projection is that multiple simultaneous hits generate spurious combinations that can not be discriminated from the real coordinate positions, if no other information is available.


Fig. 132: Schematic representation of a projection-based read-out on two coordinates; multiple simultaneous hits produce ambiguous reconstructions of the original positions 188.

This limit puts a serious constraint on the sustainable particle rate $R$ of the detector. Considering a Poisson statistic, if the detector allows for only a single hit in a time frame to be correctly reconstructed, to reach a $99 \%$ efficiency, the particle rate has to be $\approx R / 10$ 188.
As shown in Fig. 133, if the same $N^{2}$ pixel matrix is equipped with a additional projection, in this case a diagonal one, two or more simultaneous hits can be correctly distinguished. This simple solution can be expanded to consider an arbitrary number $n$ of maps (non necessarily geometrical projections), which link any pixel to an output element. The principle is illustrated in Fig. 134, where the space of the pixels $P$ is mapped by a set of maps $\pi_{i}$ into sub-spaces $O_{i}=\pi_{i}(P)$.
To maximize the output occupancy, each one of these maps $\pi_{i}$ needs to be defined as that every output element is linked to the same number of input elements. Using the simple projection analogy, an equal number of pixels are to be projected into each $x$ or $y$ coordinate, as, in fact, happens is square matrices; on the contrary, the basic diagonal projection does not meet this


Fig. 133: Schematic representation of a projection-based read-out with an additional (diagonal) projection, which allow to correctly reconstruct the positions of more than one event 188 .
requirement. Additionally, to ensure the optimization of the decomposition procedure, given any couple of maps, their intersection must be represented by a single element.


Fig. 134: Representation of the set of maps $\pi_{i}$ linking elements of the pixel array $P$ to output elements; $O_{i}$ represents the image of the map $\pi_{i}$. 188 .

It can be demonstrated that the reconstruction efficiency, i.e. the fraction of hits correctly recognized over the total, in a $N^{2}$ pixel matrix can be described by the expression:

$$
\begin{equation*}
f=1-\left[1-\left(1-\frac{1}{H}\right)^{\frac{\left(H^{2}-H\right)^{2}}{N^{2}}}\right]^{n} \tag{79}
\end{equation*}
$$

where $H$ is the number of hit pixels; the expression is valid assuming uniformly distributed hits over the matrix, and small hits $H$ compared to $N$, thus the probability of hits sharing coordinates is negligible 188 .
For a practical application in a pixel sensor, the number of possible projection is limited by the space available in the pixel, as the implementation of the projection logic, to achieve the highest efficiency, should be realized physically inside the matrix. In a realistic implementation, a total of $n=4$ projections is foreseeable; Fig. 135 shows the results of a Monte Carlo simulating the hit reconstruction efficiency for different matrix sizes, considering four projections, compared with the estimation in Eq. (79). The plot shows how extremely high reconstructions efficiency $(\approx 99 \%)$ can be achieved, given a low enough hit rate.


Fig. 135: Reconstruction efficiency as a function of simultaneous hits in a single time frame for different $N^{2}$ matrix sizes, with a $n=4$ projections architecture; points represent Monte Carlo calculations, while lines show estimations from Eq. (79) 188.

The physical implementation of the architecture on a sensor exploits a synchronous read-out with a pixel static addressing system. The projections are physically embodied by metal lines
connecting different pixels patterns via logical OR gates: whenever any of the connected pixels is hit, the entire projection is set to a high logical state. This implementation relies on a trade-off between the limited amount of total data transferred to the periphery, hence a saving in terms of power, and the area cost of having more physical lines inside the sensor. At the End-of-Column a State Machine is responsible of de-constructing the projective coordinates, to retrieve the actual position of the hit pixel. Given the lossy nature of the data compression, the reconstruction of the original position could return a wrong address; however, as shown in Fig. 135 for low enough hit rates, the reconstruction inefficiency is negligible.

## 10 Conclusions

Hadron-therapy is a consolidated technique for tumor treatment, which has experienced a steady growth in both number of facilities and treated patients during the last decades. This technique has clear advantages over the traditional, and far more widespread, X-ray radiotherapy, due to the particular dose profile of protons and ions; in fact, these particles reach the maximum energy deposition right at the end of their path, allowing for a more precise targeting of the tumor, a feature especially advantageous in the treatment of deep-seated cancers in close proximity to vital organs; X-rays, instead, produce an energy deposition that peaks a few millimeters inside the body and than decays exponentially with depth, making it difficult to target a defined volume without affecting also surrounding healthy tissues.
To fully exploit the precision hadrons offer, accurate 3-dimensional maps of Relative Stopping Power (RSP), along the entire path of the particles leading up to the tumor, are necessary. Nowadays, the only clinical way to obtain such maps is via X-ray Computed Tomography; this technique, however, suffers the intrinsic drawback of estimating quantities for hadrons, deriving them from measurements with photons, which undergo completely different physical interactions. Proton Computed Tomography ( pCT ) is a developing technique that is expected to produce 3D RSP maps with much higher accuracy, as it uses for the imaging process the very same particles employed for the treatment. Such high resolution RSP maps will make it possible to fully exploit the intrinsic precision of hadron-therapy, coming close to the physical limit given by range straggling. Despite the numerous efforts and working prototypes all around the world, the pCT technique is not yet ready for clinical application, mainly due to the low acquisition rates of the current experimental systems, which lead to too long imaging times that are humanly unsustainable.
The iMPACT project, hosted by the University and INFN Section of Padova, and funded by the European Research Council, aims at developing a fast and accurate pCT scanner, with the goal of producing a concrete technological advancement towards the realization of a clinically viable pCT technique. The iMPACT scanner relies on state-of-the-art sensors, currently in use for particle physics, and it includes a tracking and a calorimeter sections: the tracker currently uses the ALPIDE MAPS sensor, developed by ALICE collaboration at CERN, while a highly segmented hybrid energy-range telescope based on plastic scintillators and SiPMs readout provides the energy information. The calorimeter has an estimated accuracy that is only $6 \%$ higher than the physical limit, with a target acquisition rate of 100 MHz . The sensible area of the current prototype is $8 \times 8 \mathrm{~cm}^{2}$, easily expandable by four times due to its modular design.
To perform preliminary studies and components characterization, a versatile desktop setup optimized for cosmic rays data acquisition has been specifically developed. Furthermore, a small portion of the calorimeter and the tracking sensor have been tested with 70 to 230 MeV protons at the TIFPA beamline facility. Test beam results confirmed the calorimeter prototype met the design goals in term of energy resolution and acquisition rate, and that large area MAPS could indeed meet the requirement for medical imaging applications. In more recent development, a highly-parallel digital read-out architecture of the entire calorimeter has been developed and implemented, using custom-design electronics boards and COTS FPGAs. In its present version, the read-out is able to cope with a 5 MHz acquisition rate, optimized for cosmic rays acquisition, with the possibility to easily extend to at least 20 MHz per single scintillator with minimal firmware modifications.
At the time of writing, the final assembly of the iMPACT scanner is being completed; soon to follow, an intense campaign of commissioning tests, initially with cosmic rays, and eventually with proton beams will be performed. Preliminary tests with cosmic rays did already show the capability of the calorimeter to perform coarse particle tracking, even before a complete channel-by-channel calibration of the digital thresholds. The cosmic rays runs will generate the calibration data necessary to tune the entire setup: the data will be re-scaled to proton-suited values using the presented simulation, which employs a combination of Monte Carlo generated
events with the experimentally-measured single-photon response. In fact, the simulation has been proven to successfully reproduce both the cosmic muons and the proton data.
In-depth studies were performed on the implementation of a Most Likely Proton path formalism in a setup modeled on iMPACT. The proposed method proved able to approximate the protons trajectory with an high enough accuracy ( $300 \mu \mathrm{~m}$ or better) to generate suitable medical images; it is therefore planned to use it as the standard reconstruction algorithm for the analysis of the iMPACT scanner datasets. The ALPIDE tracking sensor spatial resolution represents a negligible contribution to the total reconstruction uncertainty, as well as the very low material budget. A sensible increase in proton path reconstruction precision is achievable by adding a-priori knowledge of the phantom shape: to exploit this opportunity, an object boundaries identification algorithm, which uses the very same calorimeter data, has therefore been devised and successfully tested on differently-shaped objects. The method is used as the starting point of a multiple-stage reconstruction technique.
Members of the iMPACT project actively participated to ALICE Collaboration, in both the development and commissioning of the ALPIDE sensor and the Inner Tracking System (ITS); in particular, the preliminary alignment status of the ITS has been assessed. The studies did show an acceptable condition, with average residuals per stave within $150 \mu \mathrm{~m}$ in most cases. A limited number of particularly displaced staves were identified: to recover these mis-alignments, an iterative algorithm has been developed, showing promising results in correcting the more problematic cases. Such automatic correction procedure finds applications in a wide range of cases, such as the alignment of the sensor elements of the iMPACT scanner, for which ad adapted version of the algorithm is planned to be employed. Furthermore, the expertise acquired in the particle tracking field, during the service work performed for the ALICE Collaboration, is expect to be extremely valuable for the continuation of the iMPACT project.
Finally, an innovative Fully-Depleted Monolithic Active Pixel Sensor, in development within the INFN ARCADIA Collaboration, is foreseen to instrument the future versions of the iMPACT pCT scanner. An innovative read-out architecture based on passive pixel addressing and projective data compression will allow for an efficient and low-power sensor operation.
Overall, the performed activities on the iMPACT proton Computed Tomography scanner have brought very important results, showing the real potential for a decisive breakthrough towards the clinical application of the pCT method, in terms of significant improvement of the accuracy of the hadron-therapy planning and, as a direct consequence, an advancement in the efficiency of the tumor treatment. As a consequence, the development of proton tomography could further accelerate and spread hadron-therapy techniques.

## Appendices

## A Proton and hadron-therapy

|  | Particle facility |  |  |  | Photon facility |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  | Combined carbon-ion and proton | Ratio to photon | Proton-only | Ratio to photon |  |
| Capital costs |  |  |  |  |  |
| Base case scenario | $€ 138,600,000$ |  | € 94,930,000 |  | € 23,430,000 |
| Optimistic scenario (-20\%) | € 110,880,000 |  | € 75,944,000 |  | € 18,744,000 |
| Pessimistic scenario ( $+20 \%$ ) | $€ 166,320,000$ |  | $€ 113,916,000$ |  | € 28,116,000 |
|  | Cost per fraction |  | Cost per fraction |  | Cost per fraction |
| Base case scenario | € 1128 | 4.8 | $€ 743$ | 3.2 | € 233 |
| Optimistic scenario ( $-20 \%$ ) | € 1100 | 4.8 | € 724 | 3.2 | € 229 |
| Pessimistic scenario ( $+20 \%$ ) | € 1156 | 4.9 | $€ 762$ | 3.2 | € 237 |
| Operational costs |  |  |  |  |  |
| Base case scenario | € 32,138,027 |  | € 21,800,383 |  | € 8,800,850 |
| Optimistic scenario (-20\%) | ¢ 25,710,421 |  | € 17,440,306 |  | € 7,040,680 |
| Pessimistic scenario ( $+20 \%$ ) | € 38,565,632 |  | € 26,160,459 |  | € 10,561,020 |
|  | Cost per fraction |  | Cost per fraction |  | Cost per fraction |
| Base case scenario | € 1128 | 4.8 | € 743 | 3.2 | € 233 |
| Optimistic scenario (-20\%) | € 931 | 4.9 | $€ 613$ | 3.2 | € 190 |
| Pessimistic scenario ( $+20 \%$ ) | € 1325 | 4.8 | € 872 | 3.2 | € 276 |
| Lifecycle of a facility | Cost per fraction |  | Cost per fraction |  | Cost per fraction |
| Base case: 30 years | € 1128 | 4.8 | $€ 743$ | 3.2 | € 233 |
| 5 years | € 1837 | 5.6 | € 1213 | 3.7 | € 328 |
| 40 years | € 1093 | 4.8 | € 719 | 3.2 | € 228 |
| No. of patients per year ${ }^{\text {a }}$ |  |  |  |  |  |
| Base case scenario | 1810 |  | 1681 |  | 2287 |
| Optimistic scenario ( $+20 \%$ ) | 2172 |  | 2017 |  | 2744 |
| Pessimistic scenario ( $-20 \%$ ) | 1448 |  | 1345 |  | 1829 |
| Pessimistic scenario ( $-30 \%$ ) | 1267 |  | 1176 |  | 1601 |
| Pessimistic scenario (-50\%) | 905 |  | 840 |  | 1143 |
|  | Cost per fraction |  | Cost per fraction |  | Cost per fraction |
| Base case scenario | € 1128 | 4.8 | $€ 743$ | 3.2 | € 233 |
| Optimistic scenario (+20\%) | € 940 | 4.8 | € 619 | 3.2 | € 194 |
| Pessimistic scenario ( $-20 \%$ ) | € 1410 | 4.8 | € 928 | 3.2 | € 291 |
| Pessimistic scenario ( $-30 \%$ ) | € 1612 | 4.8 | € 1061 | 3.2 | $€ 333$ |
| Pessimistic scenario ( $-50 \%$ ) | € 2256 | 4.8 | $€ 1485$ | 3.2 | $€ 466$ |
| Average time per fraction (particle) | Cost per fraction |  | Cost per fraction |  | Cost per fraction |
| Base case: 18 min | € 1128 | 4.8 | € 743 | 3.2 | - |
| Optimistic scenario ( -4 min ) | ¢ 877 | 3.8 | ¢ 578 | 2.5 | - |
| Pessimistic scenario ( +4 min ) | € 1379 | 5.9 | $€ 908$ | 3.9 | - |
|  | Cost per fraction |  | Cost per fraction |  | Cost per fraction |
| Base case: $14 \mathrm{~h} /$ day | € 1128 | 4.8 | $€ 743$ | 3.2 | € 233 |
| $8 \mathrm{~h} /$ day | € 1974 | 4.8 | € 1300 | 3.2 | € 407 |
| $16 \mathrm{~h} /$ day | $€ 987$ | 4.8 | $€ 650$ | 3.2 | € 204 |
| Treatment room availability | Cost per fraction |  | Cost per fraction |  | Cost per fraction |
| Base case: $95 \%, 98 \%, 98 \%$ | € 1128 | 4.8 | € 743 | 3.2 | $€ 233$ |
| 90\% all facilities | € 1191 | 4.7 | € 809 | 3.2 | € 253 |
| Treatment room utilization (particle) | Cost per fraction |  | Cost per fraction |  | Cost per fraction |
| Base case: $98 \%$ | € 1128 | 4.8 | $€ 743$ | 3.2 | - |
| 90\% | € 1228 | 5.3 | € 809 | 3.5 | - |
| Energy costs | Cost per fraction |  | Cost per fraction |  | Cost per fraction |
| Base case: $100 € / \mathrm{MWh} / \mathrm{a}$ | € 1128 | 4.8 | € 743 | 3.2 | € 233 |
| $150 € / \mathrm{MWh} / \mathrm{a}$ | € 1147 | 4.9 | € 749 | 3.2 | € 236 |
| $200 € / \mathrm{MWh} / \mathrm{a}$ | € 1165 | 4.9 | $€ 755$ | 3.2 | € 238 |
| Interest payment | Cost per fraction |  | Cost per fraction |  | Cost per fraction |
| Base case: 5\% over 20 years | € 1128 | 4.8 | $€ 743$ | 3.2 | € 233 |
| $5 \%$ over 25 years | € 1089 | 4.8 | € 716 | 3.1 | € 228 |
| $5 \%$ over 30 years | € 1063 | 4.7 | € 700 | 3.1 | € 224 |
| No interest payment | € 787 | 4.2 | € 516 | 2.8 | € 187 |
| T4 category photon treatments only [20] | Cost per fraction |  | Cost per fraction |  | Cost per fraction |
| Base case: standard treatment | € 1128 | 4.8 | € 743 | 3.2 | € 233 |
| Weight factor 1.5 | - | 3.2 | - | 2.1 | $€ 350$ |
| Weight factor 2.9 | - | 1.7 | - | 1.1 | $€ 676$ |
| Weight factor 5.0 | - | 1.0 | - | 0.6 | € 1165 |

Tab. 8: Estimation of the cost per treatment fraction of X-ray radiotherapy, proton therapy, and combined proton-carbon therapy. Table from 190 .

## B Image reconstruction

From Sec. 7 the term $\mathcal{L}\left(\mathbf{t}_{2} \mid \mathbf{t}_{1}\right)$ from Eq. (37), representing the likelihood of finding a proton with exiting coordinates $\mathbf{t}_{2}=\left(\begin{array}{ll}x_{2} & \theta_{2}\end{array}\right)^{T}$ after being at coordinates $\mathbf{t}_{1}$ inside the object, can be expressed as:

$$
\begin{equation*}
\mathcal{L}\left(\mathbf{t}_{2} \mid \mathbf{t}_{1}\right)=\exp \left(-\frac{1}{2}\left(\mathbf{t}_{2}^{T}-\mathbf{t}_{1}^{T} \mathbf{R}_{1}^{T}\right) \boldsymbol{\Sigma}_{2}^{-1}\left(\mathbf{t}_{2}-\mathbf{R}_{1} \mathbf{t}_{1}\right)\right) \tag{80}
\end{equation*}
$$

The matrix $\mathbf{R}_{1}$ describes the reference transformation defined by $x_{1}$ and $\theta_{1}$, assuming valid the small angle approximation:

$$
\mathbf{R}_{1}=\left(\begin{array}{cc}
1 & z_{2}-z_{1}  \tag{81}\\
0 & 1
\end{array}\right)
$$

the covariance matrix $\boldsymbol{\Sigma}_{2}$ has is defined similarly to $\boldsymbol{\Sigma} 1$ in Eq. 41):

$$
\boldsymbol{\Sigma}_{2}=\left(\begin{array}{cc}
\sigma_{x_{2}}^{2} & \sigma_{x_{2} \theta_{2}}^{2}  \tag{82}\\
\sigma_{x_{2} \theta_{2}}^{2} & \sigma_{\theta_{2}}^{2}
\end{array}\right)
$$

where its elements are calculated as in Eq. (42)-(44) with $z_{2}$ and $z_{1}$ as extremes of the integration:

$$
\begin{align*}
& \sigma_{x_{2}}^{2}\left(z_{2}, z_{1}\right)=E_{0}^{2}\left(1+0.038 \ln \frac{z_{2}-z_{1}}{X_{0}}\right)^{2} \times \int_{z_{1}}^{z_{2}} \frac{\left(z_{2}-z\right)^{2}}{\beta^{2}(z) p^{2}(z)} \frac{d z}{X_{0}}  \tag{83}\\
& \sigma_{\theta_{2}}^{2}\left(z_{2}, z_{1}\right)=E_{0}^{2}\left(1+0.038 \ln \frac{z_{2}-z_{1}}{X_{0}}\right)^{2} \times \int_{z_{1}}^{z_{2}} \frac{1}{\beta^{2}(z) p^{2}(z)} \frac{d z}{X_{0}}  \tag{84}\\
& \sigma_{x_{2} \theta_{2}}^{2}\left(z_{2}, z_{1}\right)=E_{0}^{2}\left(1+0.038 \ln \frac{z_{2}-z_{1}}{X_{0}}\right)^{2} \times \int_{z_{1}}^{z_{2}} \frac{z_{2}-z}{\beta^{2}(z) p^{2}(z)} \frac{d z}{X_{0}} \tag{85}
\end{align*}
$$

The explicit expression of the Maximum Likelihood Path calculation will be obtained. The MLP coordinates $\mathbf{t}_{1}^{\text {MLP }}$ at $z_{1}$ depth, given initial coordinates $\mathbf{t}_{0}$ at $z_{0}$ and final coordinates $\mathbf{t}_{2}$ at $z_{2}$, is given by the matricial expression:

$$
\begin{equation*}
\mathbf{t}_{1}^{\mathrm{MLP}}\left(z_{1} \mid \mathbf{t}_{0}, z_{0}, \mathbf{t}_{2}, z_{2}\right)=\binom{x_{1}^{\mathrm{MLP}}}{\theta_{1}^{\mathrm{MLP}}}=\left(\boldsymbol{\Sigma}_{1}^{-1}+\mathbf{R}_{1}^{T} \boldsymbol{\Sigma}_{2}^{-1} \mathbf{R}_{1}\right)^{-1}\left(\boldsymbol{\Sigma}_{1}^{-1} \mathbf{R}_{0} \mathbf{t}_{0}+\mathbf{R}_{1}^{T} \boldsymbol{\Sigma}_{2}^{-1} \mathbf{t}_{2}\right) \tag{86}
\end{equation*}
$$

From the definitions of $\boldsymbol{\Sigma}_{1}, \boldsymbol{\Sigma}_{2}$ and $\mathbf{R}_{1}$, the first term can be calculated:

$$
\begin{gather*}
\boldsymbol{\Sigma}_{1}^{-1}+\mathbf{R}_{1}^{T} \boldsymbol{\Sigma}_{2}^{-1} \mathbf{R}_{1}= \\
\frac{1}{\operatorname{det} \boldsymbol{\Sigma}_{1}}\left(\begin{array}{cc}
\sigma_{\theta_{1}}^{2} & -\sigma_{x_{1} \theta_{1}}^{2} \\
-\sigma_{x_{1} \theta_{1}}^{2} & \sigma_{x_{1}}^{2}
\end{array}\right)+\frac{1}{\operatorname{det} \boldsymbol{\Sigma}_{2}}\left(\begin{array}{cc}
1 & 0 \\
z_{2}-z_{1} & 1
\end{array}\right)\left(\begin{array}{cc}
\sigma_{\theta_{2}}^{2} & -\sigma_{x_{2} \theta_{2}}^{2} \\
-\sigma_{x_{2} \theta_{2}}^{2} & \sigma_{x_{2}}^{2}
\end{array}\right)\left(\begin{array}{cc}
1 & z_{2}-z_{1} \\
0 & 1
\end{array}\right)= \\
\frac{1}{\operatorname{det} \boldsymbol{\Sigma}_{1}}\left(\begin{array}{cc}
\sigma_{\theta_{1}}^{2} & -\sigma_{x_{1} \theta_{1}}^{2} \\
-\sigma_{x_{1} \theta_{1}}^{2} & \sigma_{x_{1}}^{2}
\end{array}\right)+ \\
\frac{1}{\operatorname{det} \boldsymbol{\Sigma}_{2}}\left(\begin{array}{cc}
\sigma_{\theta_{2}}^{2} \\
\sigma_{\theta_{2}}^{2}\left(z_{2}-z_{1}\right)-\sigma_{x_{2} \theta_{2}}^{2} & \sigma_{\theta_{2}}^{2}\left(z_{2}-z_{1}\right)^{2}-2 \sigma_{x_{2} \theta_{2}}^{2}\left(z_{2}-z_{1}\right)+\sigma_{x_{2}}^{2}
\end{array}\right) \equiv \\
\left(\begin{array}{cc}
a_{11} & a_{12} \\
a_{21} & a_{22}
\end{array}\right) \tag{87}
\end{gather*}
$$

where $\operatorname{det} \boldsymbol{\Sigma}_{\mathbf{1}}=\sigma_{x_{1}}^{2} \sigma_{\theta_{1}}^{2}-\sigma_{x_{1} \theta_{1}}^{4}$ and similarly for $\operatorname{det} \boldsymbol{\Sigma}_{\mathbf{2}}$.
The second term can be expressed as:

$$
\boldsymbol{\Sigma}_{1}^{-1} \mathbf{R}_{0} \mathbf{t}_{0}+\mathbf{R}_{1}^{T} \boldsymbol{\Sigma}_{2}^{-1} \mathbf{t}_{2}=
$$

$$
\begin{gather*}
\frac{1}{\operatorname{det} \boldsymbol{\Sigma}_{1}}\left(\begin{array}{cc}
\sigma_{\theta_{1}}^{2} & -\sigma_{x_{1} \theta_{1}}^{2} \\
-\sigma_{x_{1} \theta_{1}}^{2} & \sigma_{x_{1}}^{2}
\end{array}\right)\left(\begin{array}{cc}
1 & z_{1}-z_{0} \\
0 & 1
\end{array}\right)\binom{x_{0}}{\theta_{0}}+ \\
\frac{1}{\operatorname{det} \boldsymbol{\Sigma}_{2}}\left(\begin{array}{cc}
1 & 0 \\
z_{2}-z_{1} & 1
\end{array}\right)\left(\begin{array}{cc}
\sigma_{\theta_{2}}^{2} & -\sigma_{x_{2} \theta_{2}}^{2} \\
-\sigma_{x_{2} \theta_{2}}^{2} & \sigma_{x_{2}}^{2}
\end{array}\right)\binom{x_{2}}{\theta_{2}}= \\
\frac{1}{\operatorname{det} \boldsymbol{\Sigma}_{1}}\binom{\sigma_{\theta_{1}}^{2}\left(x_{0}+\theta_{0}\left(z_{1}-z_{0}\right)\right)-\theta_{0} \sigma_{x_{1} \theta_{1}}^{2}}{\theta_{0} \sigma_{x_{1}}^{2}-\sigma_{x_{1} \theta_{1}}^{2}\left(x_{0}+\theta_{0}\left(z_{1}-z_{0}\right)\right)}+ \\
\frac{1}{\operatorname{det} \boldsymbol{\Sigma}_{2}}\binom{x_{2} \sigma_{\theta_{2}}^{2}-\theta_{2} \sigma_{x_{2} \theta_{2}}^{2}}{\left(x_{1} \sigma_{\theta_{2}}^{2}-\theta_{2} \sigma_{x_{2} \theta_{2}}^{2}\right)\left(z_{2}-z_{1}\right)+\theta_{2} \sigma_{t_{2}}^{2}-x_{2} \sigma_{x_{2} \theta_{2}}^{2}} \equiv\binom{b_{1}}{b_{2}} . \tag{88}
\end{gather*}
$$

Then from Eq. (86), 87) and 88):

$$
\begin{gather*}
\mathbf{t}_{1}^{\mathrm{MLP}}\left(z_{1} \mid \mathbf{t}_{0}, z_{0}, \mathbf{t}_{2}, z_{2}\right)= \\
\left(\boldsymbol{\Sigma}_{1}^{-1}+\mathbf{R}_{1}^{T} \boldsymbol{\Sigma}_{2}^{-1} \mathbf{R}_{1}\right)^{-1}\left(\boldsymbol{\Sigma}_{1}^{-1} \mathbf{R}_{0} \mathbf{t}_{0}+\mathbf{R}_{1}^{T} \boldsymbol{\Sigma}_{2}^{-1} \mathbf{t}_{2}\right)= \\
\left(\begin{array}{ll}
a_{11} & a_{12} \\
a_{21} & a_{22}
\end{array}\right)^{-1}\binom{b_{1}}{b_{2}}= \\
\frac{1}{a_{11} a_{22}-a_{12}^{2}}\binom{a_{22} b_{1}-a_{12} b_{2}}{a_{11} b_{2}-a_{12} b_{1}}=\binom{x_{1}^{\mathrm{MLP}}}{\theta_{1}^{\mathrm{MLP}}} \tag{89}
\end{gather*}
$$

where the first element is therefore the most likely lateral position at depth $z_{1}$.

## C ALICE

| L | S | $r_{x}$ | $\sigma_{r_{x}}$ | $r_{z}$ | $\sigma_{r_{z}}$ |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 0 | 0 | -3.13E-1 | $2.5 \mathrm{E}-2$ | $1.20 \mathrm{E}-1$ | 7.0E-3 |  |  |  |  |  |  |
| 0 | 1 | $1.26 \mathrm{E}-1$ | $4.8 \mathrm{E}-3$ | $2.42 \mathrm{E}-2$ | $1.9 \mathrm{E}-3$ |  |  |  |  |  |  |
| 0 | 2 | $1.20 \mathrm{E}-1$ | $2.0 \mathrm{E}-3$ | -6.75E-2 | $1.5 \mathrm{E}-3$ |  |  |  |  |  |  |
| 0 | 3 | $2.57 \mathrm{E}-2$ | $1.8 \mathrm{E}-3$ | -7.49E-3 | $1.4 \mathrm{E}-3$ | L | S | $r_{x}$ | $\sigma_{r_{x}}$ | $r_{z}$ | $\sigma_{r_{z}}$ |
| 0 | 4 | -1.93E-3 | $1.4 \mathrm{E}-3$ | 5.02E-2 | 1.2E-3 | 2 | 0 | -3.56E-2 | $1.2 \mathrm{E}-2$ | $9.33 \mathrm{E}-2$ | $2.1 \mathrm{E}-2$ |
| 0 | 5 | -2.07E-1 | $1.4 \mathrm{E}-2$ | $1.52 \mathrm{E}-2$ | 3.2E-3 | 2 | 1 | -5.04E-2 | $1.6 \mathrm{E}-2$ | $1.87 \mathrm{E}-1$ | 6.8E-3 |
| 0 | 6 | -7.28E-2 | 8.5E-3 | 5.77E-2 | 5.7E-3 | 2 | 2 | $1.31 \mathrm{E}-1$ | $8.4 \mathrm{E}-3$ | -1.30E-2 | $2.9 \mathrm{E}-3$ |
| 0 | 7 | -2.09E-1 | $1.2 \mathrm{E}-2$ | $3.44 \mathrm{E}-2$ | 2.3E-3 | 2 | 3 | $7.59 \mathrm{E}-2$ | $2.8 \mathrm{E}-3$ | -8.08E-3 | $1.7 \mathrm{E}-3$ |
| 0 | 8 | -5.11E-2 | 2.5E-3 | 5.49E-2 | $1.8 \mathrm{E}-3$ | 2 | 4 | $9.03 \mathrm{E}-2$ | $1.9 \mathrm{E}-3$ | -8.65E-2 | $1.4 \mathrm{E}-3$ |
| 0 | 9 | -1.79E-2 | $1.4 \mathrm{E}-3$ | -7.46E-2 | $1.8 \mathrm{E}-3$ | 2 | 5 | $1.37 \mathrm{E}-2$ | $1.3 \mathrm{E}-3$ | -5.44E-3 | $1.3 \mathrm{E}-3$ |
| 0 | 10 | $4.73 \mathrm{E}-2$ | $1.6 \mathrm{E}-3$ | $4.48 \mathrm{E}-2$ | $1.7 \mathrm{E}-3$ | 2 | 6 | $1.57 \mathrm{E}-2$ | $1.0 \mathrm{E}-3$ | $7.68 \mathrm{E}-2$ | $1.4 \mathrm{E}-3$ |
| 0 | 11 | $4.54 \mathrm{E}-2$ | 2.2E-3 | 8.37E-2 | $2.8 \mathrm{E}-3$ | 2 | 7 | -1.97E-2 | $1.9 \mathrm{E}-3$ | $1.15 \mathrm{E}-2$ | $2.0 \mathrm{E}-3$ |
| 1 | 0 | $1.51 \mathrm{E}-1$ | $1.0 \mathrm{E}-2$ | -1.08E-1 | 6.6E-3 | 2 | 8 | -3.61E-2 | $5.0 \mathrm{E}-3$ | $9.52 \mathrm{E}-2$ | $2.2 \mathrm{E}-2$ |
| 1 | 1 | $9.07 \mathrm{E}-3$ | 3.5E-3 | -6.50E-2 | $2.3 \mathrm{E}-3$ | 2 | 9 | $2.10 \mathrm{E}-1$ | 6.8E-2 | $3.70 \mathrm{E}-1$ | 4.6E-2 |
| 1 | 2 | -6.18E-2 | $1.8 \mathrm{E}-3$ | -3.04E-4 | 9.0E-4 | 2 | 10 | -1.92E-1 | $1.3 \mathrm{E}-2$ | $9.15 \mathrm{E}-2$ | 1.3E-2 |
| 1 | 3 | -5.97E-2 | 8.8E-4 | 5.73E-2 | 5.4E-4 | 2 | 11 | -2.48E-1 | $9.2 \mathrm{E}-3$ | $4.40 \mathrm{E}-2$ | 3.0E-3 |
| 1 | 4 | -2.53E-2 | $1.0 \mathrm{E}-3$ | -2.65E-3 | 7.4E-4 | 2 | 12 | -2.23E-1 | $7.1 \mathrm{E}-3$ | $5.39 \mathrm{E}-2$ | $2.1 \mathrm{E}-3$ |
| 1 | 5 | -1.95E-2 | 7.3E-4 | -2.68E-2 | 9.1E-4 | 2 | 13 | -1.33E-1 | $2.9 \mathrm{E}-3$ | $1.94 \mathrm{E}-2$ | $1.4 \mathrm{E}-3$ |
| 1 | 6 | $4.64 \mathrm{E}-2$ | 5.4E-4 | -1.53E-2 | 9.3E-4 | 2 | 14 | -7.20E-2 | $2.2 \mathrm{E}-3$ | $6.08 \mathrm{E}-2$ | $2.1 \mathrm{E}-3$ |
| 1 | 7 | $4.90 \mathrm{E}-1$ | $5.9 \mathrm{E}-3$ | -8.42E-1 | $1.1 \mathrm{E}-3$ | 2 | 15 | -2.42E-2 | $1.5 \mathrm{E}-3$ | -1.31E-1 | $1.6 \mathrm{E}-3$ |
| 1 | 8 | $8.60 \mathrm{E}-2$ | 9.9E-3 | -5.89E-2 | 5.2E-3 | 2 | 16 | 1.42E-2 | $1.6 \mathrm{E}-3$ | -7.11E-3 | $1.8 \mathrm{E}-3$ |
| 1 | 9 | $2.04 \mathrm{E}-1$ | $4.4 \mathrm{E}-3$ | -4.24E-2 | $1.1 \mathrm{E}-3$ | 2 | 17 | $4.61 \mathrm{E}-2$ | $1.2 \mathrm{E}-3$ | 8.13E-2 | $2.3 \mathrm{E}-3$ |
| 1 | 10 | $7.72 \mathrm{E}-2$ | $2.4 \mathrm{E}-3$ | -1.23E-2 | 6.6E-4 | 2 | 18 | $3.40 \mathrm{E}-2$ | $3.4 \mathrm{E}-3$ | 7.58E-2 | $4.2 \mathrm{E}-3$ |
| 1 | 11 | $4.53 \mathrm{E}-2$ | $9.8 \mathrm{E}-4$ | -3.48E-2 | 9.5E-4 | 2 | 19 | $4.50 \mathrm{E}-2$ | $9.1 \mathrm{E}-3$ | 8.44E-2 | $1.0 \mathrm{E}-2$ |
| 1 | 12 | $7.94 \mathrm{E}-3$ | 8.8E-4 | 7.52E-2 | 7.2E-4 |  |  |  |  |  |  |
| 1 | 13 | -1.99E-2 | 8.4E-4 | -8.40E-3 | 9.0E-4 |  |  |  |  |  |  |
| 1 | 14 | -2.90E-2 | 7.0E-4 | -5.10E-2 | $1.0 \mathrm{E}-3$ |  |  |  |  |  |  |
| 1 | 15 | -1.82E-2 | $2.3 \mathrm{E}-3$ | -1.05E-1 | $2.8 \mathrm{E}-3$ |  |  |  |  |  |  |

Tab. 9: Values of average residual $r_{x, z}$ per each Stave for the Inner Barrel, obtained as the central value of a Gaussian fit of the residuals distributions. $\sigma_{r_{x, z}}$ is the error on the central value parameter obtained from the fit. Values are all expressed in mm. Data plotted in Fig. 123

| L | S | $r_{x}$ | $\sigma_{r_{x}}$ | $r_{z}$ | $\sigma_{r_{z}}$ | L | S | $r_{x}$ | $\sigma_{r_{x}}$ | $r_{z}$ | $\sigma_{r_{z}}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 3 | 0 | -3.55E-1 | $6.6 \mathrm{E}-2$ | $-1.14 \mathrm{E}-2$ | $1.6 \mathrm{E}-2$ | 5 | 18 | $3.20 \mathrm{E}-2$ | $9.1 \mathrm{E}-3$ | $6.11 \mathrm{E}-3$ | $7.8 \mathrm{E}-3$ |
| 3 | 1 | -8.00E-2 | $1.7 \mathrm{E}-2$ | $-4.19 \mathrm{E}-3$ | $9.4 \mathrm{E}-3$ | 5 | 19 | $5.11 \mathrm{E}-2$ | $1.2 \mathrm{E}-2$ | $8.11 \mathrm{E}-3$ | $1.2 \mathrm{E}-2$ |
| 3 | 2 | $-1.16 \mathrm{E}-1$ | $8.5 \mathrm{E}-3$ | $2.92 \mathrm{E}-2$ | $9.4 \mathrm{E}-3$ | 5 | 20 | -8.44E-2 | $5.5 \mathrm{E}-2$ | -9.53E-2 | $3.0 \mathrm{E}-2$ |
| 3 | 3 | $-1.13 \mathrm{E}-1$ | $4.6 \mathrm{E}-3$ | $1.04 \mathrm{E}-3$ | $6.1 \mathrm{E}-3$ | 5 | 21 | -9.81E-2 | $1.8 \mathrm{E}-2$ | -8.68E-2 | $2.5 \mathrm{E}-2$ |
| 3 | 4 | $1.01 \mathrm{E}-2$ | $5.0 \mathrm{E}-3$ | $-3.31 \mathrm{E}-3$ | $7.0 \mathrm{E}-3$ | 5 | 22 | -3.90E-2 | $6.5 \mathrm{E}-3$ | -4.16E-3 | $9.5 \mathrm{E}-3$ |
| 3 | 5 | $3.78 \mathrm{E}-2$ | $4.9 \mathrm{E}-3$ | $1.62 \mathrm{E}-2$ | $6.6 \mathrm{E}-3$ | 5 | 23 | $7.67 \mathrm{E}-1$ | $6.5 \mathrm{E}-1$ | $-1.66 \mathrm{E}-1$ | $1.2 \mathrm{E}-1$ |
| 3 | 6 | -2.39E-2 | $6.4 \mathrm{E}-3$ | $2.49 \mathrm{E}-3$ | $6.3 \mathrm{E}-3$ | 5 | 24 | $1.70 \mathrm{E}-2$ | $5.7 \mathrm{E}-3$ | -6.91E-4 | $4.4 \mathrm{E}-3$ |
| 3 | 7 | -1.01E-1 | $7.8 \mathrm{E}-3$ | $1.32 \mathrm{E}-2$ | $6.0 \mathrm{E}-3$ | 5 | 25 | $1.52 \mathrm{E}-2$ | $3.5 \mathrm{E}-3$ | $-3.78 \mathrm{E}-3$ | $3.7 \mathrm{E}-3$ |
| 3 | 8 | $2.68 \mathrm{E}-2$ | $5.0 \mathrm{E}-3$ | $1.18 \mathrm{E}-2$ | $6.0 \mathrm{E}-3$ | 5 | 26 | $2.19 \mathrm{E}-2$ | $5.5 \mathrm{E}-3$ | $9.96 \mathrm{E}-3$ | $3.3 \mathrm{E}-3$ |
| 3 | 9 | $1.17 \mathrm{E}-1$ | $5.5 \mathrm{E}-3$ | -7.69E-3 | $5.9 \mathrm{E}-3$ | 5 | 27 | -1.43E-2 | $2.8 \mathrm{E}-3$ | $7.96 \mathrm{E}-3$ | $3.2 \mathrm{E}-3$ |
| 3 | 10 | $9.45 \mathrm{E}-2$ | $1.2 \mathrm{E}-2$ | -1.98E-2 | $8.0 \mathrm{E}-3$ | 5 | 28 | -6.26E-2 | $2.8 \mathrm{E}-3$ | -4.10E-3 | $3.4 \mathrm{E}-3$ |
| 3 | 11 | $4.26 \mathrm{E}-1$ | $3.6 \mathrm{E}-2$ | -4.35E-2 | $1.1 \mathrm{E}-2$ | 5 | 29 | -3.13E-2 | $1.9 \mathrm{E}-3$ | $-1.75 \mathrm{E}-2$ | $3.2 \mathrm{E}-3$ |
| 3 | 12 | -4.10E-1 | $3.6 \mathrm{E}-2$ | $-1.97 \mathrm{E}-2$ | $1.3 \mathrm{E}-2$ | 5 | 30 | -2.78E-2 | $2.2 \mathrm{E}-3$ | -2.63E-3 | $3.1 \mathrm{E}-3$ |
| 3 | 13 | $-1.53 \mathrm{E}-1$ | $1.0 \mathrm{E}-2$ | $9.76 \mathrm{E}-3$ | $6.3 \mathrm{E}-3$ | 5 | 31 | -3.67E-3 | $2.5 \mathrm{E}-3$ | -2.64E-5 | $3.7 \mathrm{E}-3$ |
| 3 | 14 | -9.71E-2 | $5.3 \mathrm{E}-3$ | -4.47E-3 | $4.6 \mathrm{E}-3$ | 5 | 32 | $3.43 \mathrm{E}-2$ | $2.3 \mathrm{E}-3$ | $-1.20 \mathrm{E}-2$ | $3.0 \mathrm{E}-3$ |
| 3 | 15 | -8.61E-2 | $3.3 \mathrm{E}-3$ | -7.50E-3 | $4.1 \mathrm{E}-3$ | 5 | 33 | -3.86E-3 | $2.2 \mathrm{E}-3$ | $5.40 \mathrm{E}-4$ | $2.6 \mathrm{E}-3$ |
| 3 | 16 | $1.44 \mathrm{E}-2$ | $3.7 \mathrm{E}-3$ | -4.16E-3 | $4.1 \mathrm{E}-3$ | 5 | 34 | $1.20 \mathrm{E}-2$ | $2.6 \mathrm{E}-3$ | -9.09E-3 | $2.9 \mathrm{E}-3$ |
| 3 | 17 | $5.56 \mathrm{E}-2$ | $3.0 \mathrm{E}-3$ | -2.61E-2 | $4.0 \mathrm{E}-3$ | 5 | 35 | -7.07E-3 | $3.0 \mathrm{E}-3$ | -3.28E-4 | $3.0 \mathrm{E}-3$ |
| 3 | 18 | -1.48E-2 | $3.4 \mathrm{E}-3$ | -4.90E-3 | $4.5 \mathrm{E}-3$ | 5 | 36 | -2.63E-2 | $4.5 \mathrm{E}-3$ | $-2.14 \mathrm{E}-2$ | $3.8 \mathrm{E}-3$ |
| 3 | 19 | $-1.03 \mathrm{E}-1$ | $4.6 \mathrm{E}-3$ | $-2.01 \mathrm{E}-3$ | $3.9 \mathrm{E}-3$ | 5 | 37 | -6.13E-3 | $3.1 \mathrm{E}-3$ | $1.85 \mathrm{E}-3$ | $4.0 \mathrm{E}-3$ |
| 3 | 20 | $1.06 \mathrm{E}-2$ | $3.8 \mathrm{E}-3$ | -1.57E-2 | $3.9 \mathrm{E}-3$ | 5 | 38 | -2.67E-2 | $4.5 \mathrm{E}-3$ | $7.19 \mathrm{E}-3$ | $4.5 \mathrm{E}-3$ |
| 3 | 21 | $1.50 \mathrm{E}-1$ | $4.1 \mathrm{E}-3$ | -2.90E-2 | $4.5 \mathrm{E}-3$ | 5 | 39 | $6.51 \mathrm{E}-2$ | $6.5 \mathrm{E}-3$ | -3.05E-3 | $4.7 \mathrm{E}-3$ |
| 3 | 22 | $1.79 \mathrm{E}-1$ | $7.0 \mathrm{E}-3$ | -7.99E-3 | $7.0 \mathrm{E}-3$ | 5 | 40 | $1.47 \mathrm{E}-1$ | $6.8 \mathrm{E}-3$ | $8.55 \mathrm{E}-3$ | $8.9 \mathrm{E}-3$ |
| 3 | 23 | $4.52 \mathrm{E}-1$ | $2.1 \mathrm{E}-2$ | $1.11 \mathrm{E}-2$ | $1.1 \mathrm{E}-2$ | 5 | 41 | -2.52E-2 | $4.0 \mathrm{E}-2$ | $-1.93 \mathrm{E}-2$ | $1.9 \mathrm{E}-2$ |
| 4 | 0 | -9.93E-2 | $6.0 \mathrm{E}-2$ | $8.08 \mathrm{E}-2$ | $1.7 \mathrm{E}-2$ | 6 | 0 | -8.24E-2 | $6.7 \mathrm{E}-2$ | -4.68E-2 | $4.3 \mathrm{E}-2$ |
| 4 | 1 | -3.04E-2 | $2.3 \mathrm{E}-2$ | $1.53 \mathrm{E}-2$ | $1.0 \mathrm{E}-2$ | 6 | 1 | $9.45 \mathrm{E}-3$ | $2.9 \mathrm{E}-2$ | -4.47E-2 | $3.7 \mathrm{E}-2$ |
| 4 | 2 | -6.94E-2 | $8.3 \mathrm{E}-3$ | $3.32 \mathrm{E}-3$ | 7.3E-3 | 6 | 2 | -6.56E-2 | $9.6 \mathrm{E}-3$ | -2.03E-2 | $1.9 \mathrm{E}-2$ |
| 4 | 3 | -9.34E-2 | $5.8 \mathrm{E}-3$ | $2.06 \mathrm{E}-2$ | $6.7 \mathrm{E}-3$ | 6 | 3 | -8.57E-2 | $1.6 \mathrm{E}-2$ | $-1.43 \mathrm{E}-2$ | $8.7 \mathrm{E}-3$ |
| 4 | 4 | -5.60E-2 | $3.4 \mathrm{E}-3$ | $3.93 \mathrm{E}-3$ | $4.5 \mathrm{E}-3$ | 6 | 4 | $2.62 \mathrm{E}-2$ | $8.9 \mathrm{E}-3$ | $1.48 \mathrm{E}-2$ | $8.7 \mathrm{E}-3$ |
| 4 | 5 | $-1.17 \mathrm{E}-2$ | $5.3 \mathrm{E}-3$ | $1.39 \mathrm{E}-3$ | $5.2 \mathrm{E}-3$ | 6 | 5 | $3.34 \mathrm{E}-2$ | $5.0 \mathrm{E}-3$ | -8.11E-3 | $6.4 \mathrm{E}-3$ |
| 4 | 6 | $4.34 \mathrm{E}-2$ | $3.6 \mathrm{E}-3$ | -5.54E-3 | $5.8 \mathrm{E}-3$ | 6 | 6 | $3.62 \mathrm{E}-2$ | $5.8 \mathrm{E}-3$ | -7.33E-3 | $6.2 \mathrm{E}-3$ |
| 4 | 7 | $-7.47 \mathrm{E}-3$ | $4.4 \mathrm{E}-3$ | $8.31 \mathrm{E}-3$ | $5.6 \mathrm{E}-3$ | 6 | 7 | $4.00 \mathrm{E}-2$ | $5.9 \mathrm{E}-3$ | -5.64E-3 | $6.5 \mathrm{E}-3$ |
| 4 | 8 | -6.15E-2 | $5.4 \mathrm{E}-3$ | $-3.13 \mathrm{E}-2$ | $5.4 \mathrm{E}-3$ | 6 | 8 | $1.73 \mathrm{E}-2$ | $5.0 \mathrm{E}-3$ | $7.09 \mathrm{E}-3$ | $6.4 \mathrm{E}-3$ |
| 4 | 9 | -1.61E-1 | $7.1 \mathrm{E}-3$ | $5.87 \mathrm{E}-3$ | $4.9 \mathrm{E}-3$ | 6 | 9 | -5.46E-2 | $4.0 \mathrm{E}-3$ | $-2.79 \mathrm{E}-3$ | $6.8 \mathrm{E}-3$ |
| 4 | 10 | $5.05 \mathrm{E}-2$ | $3.6 \mathrm{E}-3$ | -5.57E-3 | $4.5 \mathrm{E}-3$ | 6 | 10 | -2.69E-2 | $3.7 \mathrm{E}-3$ | $2.28 \mathrm{E}-3$ | $6.4 \mathrm{E}-3$ |
| 4 | 11 | $7.82 \mathrm{E}-2$ | $3.6 \mathrm{E}-3$ | -6.02E-3 | $4.1 \mathrm{E}-3$ | 6 | 11 | -3.39E-2 | $1.1 \mathrm{E}-2$ | $1.07 \mathrm{E}-2$ | 1.2E-2 |
| 4 | 12 | $8.96 \mathrm{E}-2$ | $7.0 \mathrm{E}-3$ | $1.38 \mathrm{E}-2$ | $6.5 \mathrm{E}-3$ | 6 | 12 | $8.56 \mathrm{E}-3$ | $4.5 \mathrm{E}-3$ | $2.43 \mathrm{E}-3$ | $6.3 \mathrm{E}-3$ |
| 4 | 13 | $1.42 \mathrm{E}-1$ | $1.5 \mathrm{E}-2$ | $2.68 \mathrm{E}-2$ | $1.0 \mathrm{E}-2$ | 6 | 13 | $-1.56 \mathrm{E}-4$ | $3.6 \mathrm{E}-3$ | $-4.25 \mathrm{E}-3$ | $5.8 \mathrm{E}-3$ |
| 4 | 14 | $4.09 \mathrm{E}-1$ | $4.0 \mathrm{E}-2$ | -5.24E-2 | $1.7 \mathrm{E}-2$ | 6 | 14 | $1.90 \mathrm{E}-2$ | $4.5 \mathrm{E}-3$ | $-1.51 \mathrm{E}-2$ | $5.6 \mathrm{E}-3$ |
| 4 | 15 | $1.96 \mathrm{E}-2$ | $1.5 \mathrm{E}-2$ | -2.43E-2 | $1.4 \mathrm{E}-2$ | 6 | 15 | $5.18 \mathrm{E}-2$ | $6.9 \mathrm{E}-3$ | $-1.26 \mathrm{E}-2$ | $6.1 \mathrm{E}-3$ |
| 4 | 16 | -4.75E-2 | $2.0 \mathrm{E}-2$ | -9.66E-3 | $1.1 \mathrm{E}-2$ | 6 | 16 | -2.47E-2 | $6.1 \mathrm{E}-3$ | $3.70 \mathrm{E}-3$ | $5.9 \mathrm{E}-3$ |
| 4 | 17 | $-4.74 \mathrm{E}-2$ | $6.4 \mathrm{E}-3$ | $2.02 \mathrm{E}-3$ | $5.1 \mathrm{E}-3$ | 6 | 17 | -4.21E-2 | $4.4 \mathrm{E}-3$ | $5.59 \mathrm{E}-3$ | $6.5 \mathrm{E}-3$ |
| 4 | 18 | -1.18E-1 | $3.4 \mathrm{E}-3$ | $7.40 \mathrm{E}-3$ | $3.6 \mathrm{E}-3$ | 6 | 18 | -3.59E-2 | $5.0 \mathrm{E}-3$ | $2.02 \mathrm{E}-3$ | $7.4 \mathrm{E}-3$ |
| 4 | 19 | -6.03E-2 | $2.7 \mathrm{E}-3$ | $2.88 \mathrm{E}-3$ | $3.0 \mathrm{E}-3$ | 6 | 19 | -7.66E-2 | $7.6 \mathrm{E}-3$ | $1.84 \mathrm{E}-2$ | $8.5 \mathrm{E}-3$ |
| 4 | 20 | $1.32 \mathrm{E}-1$ | $7.0 \mathrm{E}-3$ | $3.67 \mathrm{E}-3$ | $3.2 \mathrm{E}-3$ | 6 | 20 | $5.59 \mathrm{E}-2$ | $1.4 \mathrm{E}-2$ | $1.50 \mathrm{E}-2$ | $9.3 \mathrm{E}-3$ |
| 4 | 21 | $5.35 \mathrm{E}-2$ | $2.2 \mathrm{E}-3$ | -8.30E-4 | $3.2 \mathrm{E}-3$ | 6 | 21 | -3.22E-2 | $1.5 \mathrm{E}-2$ | $-7.31 \mathrm{E}-2$ | $1.8 \mathrm{E}-2$ |
| 4 | 22 | $-2.04 \mathrm{E}-3$ | $2.7 \mathrm{E}-3$ | -3.58E-3 | $3.6 \mathrm{E}-3$ | 6 | 22 | -5.15E-2 | $4.0 \mathrm{E}-2$ | -5.52E-2 | $4.4 \mathrm{E}-2$ |
| 4 | 23 | -9.93E-2 | $3.8 \mathrm{E}-3$ | $-1.31 \mathrm{E}-3$ | $4.2 \mathrm{E}-3$ | 6 | 23 | $6.27 \mathrm{E}-2$ | 5.3E-2 | -7.78E-2 | $3.9 \mathrm{E}-2$ |
| 4 | 24 | -1.15E-1 | $4.4 \mathrm{E}-3$ | -5.73E-3 | $3.1 \mathrm{E}-3$ | 6 | 24 | -4.09E-2 | $2.1 \mathrm{E}-2$ | -5.95E-3 | $1.7 \mathrm{E}-2$ |
| 4 | 25 | $3.80 \mathrm{E}-2$ | $2.6 \mathrm{E}-3$ | -7.95E-3 | $2.9 \mathrm{E}-3$ | 6 | 25 | $1.27 \mathrm{E}-1$ | $2.4 \mathrm{E}-2$ | $-1.61 \mathrm{E}-2$ | $2.2 \mathrm{E}-2$ |
| 4 | 26 | -4.01E-2 | $1.6 \mathrm{E}-2$ | $-1.15 \mathrm{E}-2$ | $4.5 \mathrm{E}-3$ | 6 | 26 | -6.95E-2 | 1.1E-2 | $2.86 \mathrm{E}-2$ | $1.6 \mathrm{E}-2$ |
| 4 | 27 | $1.02 \mathrm{E}-1$ | $4.6 \mathrm{E}-3$ | -4.03E-2 | $6.4 \mathrm{E}-3$ | 6 | 27 | $2.97 \mathrm{E}-2$ | 1.1E-2 | $2.82 \mathrm{E}-3$ | $2.5 \mathrm{E}-2$ |
| 4 | 28 | $2.13 \mathrm{E}-1$ | $1.2 \mathrm{E}-2$ | -2.57E-2 | $7.6 \mathrm{E}-3$ | 6 | 28 | $3.56 \mathrm{E}-3$ | $7.1 \mathrm{E}-3$ | $-1.05 \mathrm{E}-3$ | 5.7E-3 |
| 4 | 29 | $3.03 \mathrm{E}-1$ | $3.6 \mathrm{E}-2$ | -3.25E-2 | $1.6 \mathrm{E}-2$ | 6 | 29 | $4.54 \mathrm{E}-2$ | $4.4 \mathrm{E}-3$ | $-2.27 \mathrm{E}-3$ | $5.0 \mathrm{E}-3$ |
| 5 | 0 | -4.42E-2 | $2.4 \mathrm{E}-2$ | $4.15 \mathrm{E}-1$ | $3.3 \mathrm{E}-2$ | 6 | 30 | $2.20 \mathrm{E}-2$ | $3.5 \mathrm{E}-3$ | $3.79 \mathrm{E}-3$ | $4.1 \mathrm{E}-3$ |
| 5 | 1 | -3.59E-2 | $8.6 \mathrm{E}-3$ | -2.06E-2 | $1.2 \mathrm{E}-2$ | 6 | 31 | $1.17 \mathrm{E}-2$ | $3.9 \mathrm{E}-3$ | $1.79 \mathrm{E}-3$ | $4.5 \mathrm{E}-3$ |
| 5 | 2 | $5.93 \mathrm{E}-2$ | $1.1 \mathrm{E}-2$ | $1.53 \mathrm{E}-2$ | $6.9 \mathrm{E}-3$ | 6 | 32 | $-1.49 \mathrm{E}-2$ | $3.3 \mathrm{E}-3$ | -9.95E-3 | $4.1 \mathrm{E}-3$ |
| 5 | 3 | $-1.74 \mathrm{E}-2$ | $7.9 \mathrm{E}-3$ | -8.40E-3 | $6.6 \mathrm{E}-3$ | 6 | 33 | -4.97E-2 | $2.4 \mathrm{E}-3$ | -1.86E-2 | $4.4 \mathrm{E}-3$ |
| 5 | 4 | $7.48 \mathrm{E}-3$ | $4.0 \mathrm{E}-3$ | -3.11E-2 | $4.6 \mathrm{E}-3$ | 6 | 34 | -4.58E-2 | $2.6 \mathrm{E}-3$ | $-4.97 \mathrm{E}-3$ | $4.4 \mathrm{E}-3$ |
| 5 | 5 | $-7.69 \mathrm{E}-3$ | $4.0 \mathrm{E}-3$ | -6.81E-3 | $5.0 \mathrm{E}-3$ | 6 | 35 | -4.00E-2 | $3.3 \mathrm{E}-3$ | $1.14 \mathrm{E}-2$ | $4.5 \mathrm{E}-3$ |
| 5 | 6 | $2.29 \mathrm{E}-2$ | $4.1 \mathrm{E}-3$ | $1.30 \mathrm{E}-3$ | $4.8 \mathrm{E}-3$ | 6 | 36 | $2.08 \mathrm{E}-2$ | $3.0 \mathrm{E}-3$ | -6.87E-3 | $4.3 \mathrm{E}-3$ |
| 5 | 7 | $-4.75 \mathrm{E}-2$ | $4.2 \mathrm{E}-3$ | -5.87E-3 | $4.9 \mathrm{E}-3$ | 6 | 37 | $1.71 \mathrm{E}-2$ | $2.5 \mathrm{E}-3$ | $-1.28 \mathrm{E}-2$ | $4.1 \mathrm{E}-3$ |
| 5 | 8 | $-2.81 \mathrm{E}-2$ | $3.0 \mathrm{E}-3$ | -9.08E-3 | $5.0 \mathrm{E}-3$ | 6 | 38 | $4.36 \mathrm{E}-2$ | $3.8 \mathrm{E}-3$ | $7.57 \mathrm{E}-4$ | $3.5 \mathrm{E}-3$ |
| 5 | 9 | $3.76 \mathrm{E}-2$ | $3.5 \mathrm{E}-3$ | $-5.72 \mathrm{E}-3$ | $6.1 \mathrm{E}-3$ | 6 | 39 | $4.11 \mathrm{E}-2$ | $4.6 \mathrm{E}-3$ | $-1.04 \mathrm{E}-2$ | $4.0 \mathrm{E}-3$ |
| 5 | 10 | -6.58E-2 | $5.8 \mathrm{E}-3$ | $1.67 \mathrm{E}-2$ | $6.5 \mathrm{E}-3$ | 6 | 40 | -4.48E-2 | $4.2 \mathrm{E}-3$ | $-1.79 \mathrm{E}-3$ | $3.9 \mathrm{E}-3$ |
| 5 | 11 | $1.81 \mathrm{E}-2$ | $2.8 \mathrm{E}-3$ | $-1.65 \mathrm{E}-3$ | $4.6 \mathrm{E}-3$ | 6 | 41 | -9.83E-3 | 4.1E-3 | $-1.93 \mathrm{E}-2$ | $5.9 \mathrm{E}-3$ |
| 5 | 12 | $6.84 \mathrm{E}-3$ | $3.4 \mathrm{E}-3$ | -6.69E-3 | $4.0 \mathrm{E}-3$ | 6 | 42 | -5.36E-2 | $3.9 \mathrm{E}-3$ | $3.78 \mathrm{E}-3$ | $5.3 \mathrm{E}-3$ |
| 5 | 13 | $-2.65 \mathrm{E}-2$ | $4.0 \mathrm{E}-3$ | -4.95E-3 | $4.1 \mathrm{E}-3$ | 6 | 43 | -4.90E-2 | $5.8 \mathrm{E}-3$ | $1.23 \mathrm{E}-4$ | $5.8 \mathrm{E}-3$ |
| 5 | 14 | $1.01 \mathrm{E}-2$ | $4.6 \mathrm{E}-3$ | $9.23 \mathrm{E}-3$ | $4.8 \mathrm{E}-3$ | 6 | 44 | $3.64 \mathrm{E}-2$ | $9.6 \mathrm{E}-3$ | $2.72 \mathrm{E}-3$ | $6.2 \mathrm{E}-3$ |
| 5 | 15 | $3.26 \mathrm{E}-2$ | $3.3 \mathrm{E}-3$ | $6.16 \mathrm{E}-3$ | $4.5 \mathrm{E}-3$ | 6 | 45 | $7.65 \mathrm{E}-2$ | $9.3 \mathrm{E}-3$ | $2.04 \mathrm{E}-2$ | $1.5 \mathrm{E}-2$ |
| 5 | 16 | $-9.71 \mathrm{E}-3$ | $4.2 \mathrm{E}-3$ | $1.44 \mathrm{E}-2$ | $5.5 \mathrm{E}-3$ | 6 | 46 | -6.23E-2 | $2.9 \mathrm{E}-2$ | $-1.22 \mathrm{E}-2$ | $2.3 \mathrm{E}-2$ |
| 5 | 17 | $1.54 \mathrm{E}-2$ | $6.7 \mathrm{E}-3$ | $-4.89 \mathrm{E}-3$ | $6.7 \mathrm{E}-3$ | 6 | 47 | $1.21 \mathrm{E}-1$ | $3.5 \mathrm{E}-2$ | $1.07 \mathrm{E}-2$ | $2.5 \mathrm{E}-2$ |

Tab. 10: Values of average residual $r_{x, z}$ per each Stave for the Outer Barrel, obtained as the central value of a Gaussian fit of the residuals distributions. $\sigma_{r_{x, z}}$ is the error on the central value parameter obtained from the fit. Values are all expressed in mm. Data are plotted in Fig. 124
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[^0]:    ${ }^{1}$ It is reported that Paul McCartney personally funded the Hounsfield CT project 77

[^1]:    ${ }^{2}$ The water equivalent thickness of a wrapped finger has been estimated with the SRIM Monte Carlo Software, comparing the range of a proton beam in water and in a volume formed by stacked wrapped scintillators. The water equivalent thickness of a wrapped scintillator varies less than $0.2 \%$ in the energy range $70-230 \mathrm{MeV}$.

[^2]:    ${ }^{3}$ The method currently under investigation, is based on a Monte Carlo to correlate the signal sequence in the last 6 hit planes, with the most probable proton stopping point.

[^3]:    ${ }^{4}$ The computation has been performed with the author's personal laptop.

