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Abstract— This paper presents the design, implementation 
methodology, and validation of a multi-bit flip-flop system that 
provides tolerance against Single Event Upsets (SEU) and Single 
Event Transients (SET) caused by radiation strikes. The proposed 
solution also has embedded timing pre-error sensing capability, 
which enables closed-loop integration of digital systems to work at 
optimal operating point (OPP) without any fail. It allows efficient 
real-time Dynamic Voltage Frequency Scaling (DVFS) 
implementation in the digital system. It helps detect aging-related 
and Total Ionizing Dose (TID) induced timing degradation in 
digital circuits. It can be implemented with any standard digital 
cell library (non-rad-hard), thereby providing a cost-effective 
solution for rad-hard applications. The design is implemented in 
ST BCD 90 nm technology in multiple configurations of bit sizes. 
A digital system based on ARM cortex M4 microprocessor has also 
been implemented with the proposed Flip-Flop (FF) and put on 
silicon for testing to validate various capabilities of the proposed 
design. The results are presented based on simulations, electrical 
characterization, and radiation tests. 
 

Index Terms— Soft error-tolerant flip-flop, single-event effects, 
in-situ delay monitors, radiation-tolerant digital circuits. 

I. INTRODUCTION 
IGH resilient systems which are tolerant against radiation-
induced soft errors and adaptable to other device wear-out 

arising during product life-cycle like Negative and Positive 
Bias Temperature Instability (NBTI/PBTI) aging effects, TID 
effects, electromigration, etc. are gaining interest with the 
increased penetration of electronic devices in critical 
applications like medical, automotive, space, etc. These 
systems require innovative methods, architectures, and building 
blocks to achieve the designed tolerance level with minimal or 
no impact on cost, performance, and power consumption. FF 
being the basic building block of any digital system, indeed 
requires innovative and efficient solutions to enable designing 
such systems as the standard solutions fail to do so.  

 

Depending upon the target application and radiation 
environment it will operate in, various hardening techniques 
can be deployed in flip-flops to achieve the required tolerance 
target [2,3,4]. For low radiation terrestrial applications, 
techniques such as BISER [5], Hysteresis [6], Charge Steering 
[7], etc., can be used to meet the target error rate acceptable by 
the application. These methods provide resilience to radiation 
to some extent but are not entirely immune. Other methods 
targeted for either terrestrial or space application but require 
very high tolerance and immunity against radiation are based 
on spatial and temporal redundancy. One of the most common 
hardened circuit architectures based on spatial redundancy is 
dual interlocked storage cell (DICE) [8]. Here, the interleaving 
provides dual node feedback to each storage node, making it 
difficult to change the state in case of a radiation strike. It is 
proven to be effective against SEU, but with lower feature sizes 
its prone to multi-node upsets [1,2] on single radiation strikes. 
Another variant of DICE, known as LEAP-DICE [9], where 
LEAP stands for Layout Design through Error-Aware 
Transistor Positioning, aims to mitigate the impact of multi-
node charge collection but is not entirely adequate. Other cell-
based methods where the redundant element is packed in single-
cell are QUATTRO latch [10], Single Phase Clock Based 
radiation-tolerant flip-flop [11], etc.; all these structures are 
susceptible to multi-node charge sharing and requires the 
design of specific radiation-hardened cells. Another method 
proven to be very effective against SEU and multi-bit upsets 
(MBU) is Triple Modular Redundancy (TMR) [12]. This 
methodology is based on triplicating the FFs spatially and 
voting out the erroneous ones, thereby overcoming SEU faults. 
Its variant Delta TMR [13,14], based on temporal and spatial 
redundancy, deals with SET faults [2] along with SEU. Other 
TMR variants such as scannable TMR, latch-based TMR TSPC 
TMR, and self-correcting TMR, including delta TMR, were 
reported in [15], wherein delta TMR solution was found to be 
an effective rad-hard solution for space applications. Another 
self-correcting TMR solution called Temporal Self Voting 
Logic (TSVL) was reported in [16]. These TMR-based 
methodologies are proven to be very effective against radiation 
effects but are very costly to implement in terms of area, power, 
and timing overheads. There are robust multi-bit solutions that 
aim to reduce effective per-bit cost by grouping multiple bits 
and sharing added logic across multiple bits. One such system 
based upon temporal pulse clocked multi-bit TMR flip-flop was 
presented in [17]. The clock generation circuitry is shared 
across multiple bits, reducing the effective cost. Such a 
mechanism of sharing redundant logic across multi-bits is cost-
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effective and exploited in the proposed methodology. Another 
limitation with the solutions, as mentioned earlier, is that they 
are effective against soft errors only; there is no mechanism to 
protect against slow device degradations caused by radiation-
induced TID effects and aging effects. The standard technique 
of taking extra design margins during the implementation phase 
is used for these effects.  

 

 
Fig. 1. Margins for semi-custom designs account for various variations and 
applications of in-situ delay monitors [8]. 

 
Conventionally semi-custom design flow used for the 

implementation of digital systems is based on the design for 
worst-case scenarios. During the design phase, margins are 
taken to account for voltage, process, and temperature 
variations. Additional margins are taken for aging effects as 
well. This margin leaves the enormous scope of optimization 
(shown in Fig. 1) as the worst scenarios may never occur during 
the product life cycle. In-situ monitoring timing monitoring 
circuits are targeted to exploit these margins to make the device 
work on the optimal operating point. There are techniques 
based on detecting timing errors and correcting them after they 
have occurred, known as Razor. It was first introduced with 
Razor-1 in [18], whose improved version Razor-II was reported 
in [19], and a low-cost iRazor solution was reported in [20]. The 
key idea of Razor is that data is stored in the main flip-flop and 
a shadow latch/flip-flop, which is sampled later. The mismatch 
between the two outputs reveals the occurrence of timing error. 
Here, the timing fault is allowed to occur in the main flip-flop; 
after that, advanced error correction and recovery mechanisms 
such as global clock gating, micro rollbacks, pipeline flushing, 
architectural replays, etc., are deployed to restore the system to 
a normal state. These mechanisms can be very costly, design 
specific, and do not guarantee complete error recovery in all 
scenarios, such as higher error rates. Due to inherent error 
detection capability, some of such designs also offer detection 
of soft errors. In razor-II [19], SEU effectiveness of razor-II 
flip-flop is presented. The errors detected by Razor-II flip-flops 
are recovered through an architectural replay mechanism that is 
very specific to microprocessors. It can be suitable for lower 
robustness applications as it offers no protection against SETs 
and multi-bit errors. Also, it requires designing of specific razor 
cell, which is not available in the standard cell library. There is 
another class of circuits which are based and other based on 

detection of timing pre-error conditions arising when data 
transitions start occurring close to active clock edge wherein FF 
main flip-flop data is not corrupted; these are called canary flip-
flops [18,19,20,21]. The former requires complex error 
recovery mechanisms such as local micro rollbacks, pipeline 
flushing, etc., which may or may not recover errors leading to 
system reset. This methodology ensures that the circuit operates 
with a good safety margin. As demonstrated in [21,22,23,24], 
the canary-based in-situ monitors can be effectively and 
reliably used to provide prior setup violations, enabling 
automatic voltage frequency regulation to overcome cost 
impact, enhance performance, and adapt to device wear-outs. 

The proposed brand-new FF system innovatively exploits the 
spatial and temporal redundancy methodology and embedded 
timing pre-error detection and multi-bit groupings to provide a 
low-cost, efficient, and reliable robust solution that can be 
implemented in any digital system with any non-rad-hard 
standard cell library. The paper is organized as follows: Section 
II illustrates a multi-bit FF system with the help of a 2-Bit 
example; Section III shows the design and implementation of 
various variants and their CAD results; Section IV presents test-
chip implementation and silicon validation results; finally, 
Section V concludes the paper.  

II. MULTI-BIT FLIP-FLOP SYSTEM 

Fig. 2. Proposed Multi-bit FF System Block Diagram. 

 
 In Fig. 2, an n-bit system block diagram is shown. It mainly 

comprises of: 
 Primary FFs: any standard D FF can be used. 
 Replica Secondary Storage Element (SSE) for each 

Primary FF in original system. Here, SSE can be D FF 
or a simple latch as well. However, latch-based designs 
would require large hold margins. In the present scope 
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of paper, we concentrate only on FF based SSE. 
 PGEN: n-bit Parity Generator. It can be an even or an 

odd parity generator. 
 PD: Programmable Delay with select lines to fix the 

timing margin. 
 Error Computation Unit (ECU) based on basic XOR 

gates. Its purpose is to compare the input parity stored in 
FF with parity computed from data stored in primary 
FFs.  

 Output selection unit (MUX or similar logic): depending 
upon error condition it selects whether data stored in 
primary FF should pass through (ERR=0) or from SSE 
(ERR=1).  

 The clock CP2 is skewed with respect to CP1 to provide 
multiple sampling times for D inputs so that any 
transient event due to radiation on D inputs can be 
filtered.  

 Separate reset lines CD1 and CD2 for primary FFs and 
SSE respectively enable the circuit to avoid SET-
induced faults on reset tree. 

 
 

Fig. 3. 2-Bit Even Parity Proposed FF System Circuit Diagram with 
common reset and skewed clock. 

 

 
Fig. 4. 2-Bit Even Parity Flip-Flop System Signal Waveforms in normal 
operation mode.  

 
 

Fig. 5. 2-Bit Odd Parity Proposed FF System Circuit Diagram with 
common reset and skewed clock 

 

 
Fig. 6. 2-Bit Odd Parity FF System Signal Waveforms in normal operation 
mode.  

 

 To explain the system's working under various scenarios, we 
have taken an example of a 2-bit flip-flop system as a reference. 
Two implementations based on even and odd parity are shown 
in Fig. 3 and Fig. 5, respectively. Fig. 4 and Fig. 6 show the 
waveforms of various signals under regular operation for the 
two variants. The parity generators used are XOR (for the first 
implementation) and XNOR (for the second implementation) 
gates. The clock going to secondary FFs is skewed with respect 
to the primary clock. The window of timing error detection is 
based on XOR and XNOR gate delay, respectively; no 
additional delay has been added. To understand the system's 
working, we need to consider different scenarios that could 
arise during the FF operation. These are classified as the normal 
operation mode, radiation strike resulting in SEU in one of the 
FFs, radiation strike resulting in SET in different parts of the 
system, timing error detection, and multiple event upsets. Each 
of the scenarios is explained in detail below. 
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A. Normal Operating Mode: as shown in Fig. 4 and Fig. 6, the 
primary and secondary FFs samples D1 and D2 at clock edge. 
Parity generation based on D1 and D2 (Pi) occurs before the 
clock edge and stores in parity FF (PiR). The same is computed 
based on the output of primary FFs (Po) and is compared with 
the stored parity bit (PiR). Under regular operation, they are 
same, and the error signal is low. With the error signal low, the 
output of primary FFs is passed to Q1 and Q2 outputs. This is 
regular working model assuming no-fault condition arises. 

B. Radiation Strike Causing SEU: in case of a radiation event, 
the data stored on one of the FFs could get disturbed. Here, only 
a single bit upset is considered, as, during physical 
implementation, we are making sure that all the FFs belonging 
to one group are placed at a safe distance from one another so 
that multi-bit upset (MBU) conditions can be avoided as 
explained demonstrated in [12]. More details on placement 
constraints are given in section III. Below we consider the SEU 
event on different FFs present in the circuit. 

B1. Radiation Strike upsets one of the primary FFs: on upset in 
one of the primary DFFs, their output changes, resulting in 
change of output parity signal Po and the input parity bit PiR 
stored in register remains unchanged. Thereby resulting in 
the assertion of the error signal. With error signal high, the 
secondary FF output that hold correct data are passed to Q1 
and Q2 through MUX. Thus, SEU fault gets filtered out 
and final outputs Q1 and Q2 remain correct even if output 
of one of the primary DFFs is altered. An example of such 
scenario is shown in Fig. 7 in error conditions 1 and 2.  

 

 
Fig. 7. 2-Bit Even Parity FF System Signal Waveforms showing radiation 
strike events resulting in SEU faults in different FFs. Condition 1 
illustrates the SEU in primary DFF Q1p, condition 2 shows SEU in primary 
DFF Q2p and condition 3 shows SEU on parity storing DFF. 
 

B2. Radiation Strike upsets one of the secondary FFs (i.e., 
SSE): as shown in Fig. 8, on upset in one of the secondary 
FFs there is no impact on parity generation and comparison 
logic. Hence, no error signal is generated, and the primary 
FF output continue to pass through MUX to Q1 and Q2. 

 

 
Fig. 8. 2-Bit Even Parity FF System Signal Waveforms showing radiation strike 
events resulting in SEU faults in Secondary FFs. Condition 4 illustrates the SEU 
in secondary DFF Q1s and condition 5 shows SEU in secondary DFF Q2s. 
 

B3. Radiation Strike upsets the parity storing FF: as shown in 
Fig.7 (error condition 3) an upset in parity storing DFF 
results in change of PiR, and Po retains its previous value. 
This will result in error signal assertion, but both primary 
FF and SSE have corrected data stored in them, so Q1 and 
Q2 do not change. 

C. Radiation Strike Causing SET: A transient pulse SET could 
occur on any combinational path if radiation strikes on 
combinational logic cells. This may or may not result in change 
of state of FF. However, since the probability is not zero, as 
illustrated in [2], the system must take care of SET events as 
well. We consider different paths below where SET can occur 
and how the impact can be mitigated.    

C1. SET event on Data Inputs: one of the paths, D1 or D2, 
could get a glitch arising due to radiation strike close to the 
rising edge of FF, resulting in incorrect data being latched. 
Multiple sampling points in the proposed circuit effectively 
detects the error introduced due to SET. Different scenarios 
showing SET on the D1 path captured by different FFs are 
shown in Fig. 9. The same is true for D2 input as well. In 
cases when SET is not captured in FFs, there will be no 
impact on the system. In error condition 6, when parity FF 
gets corrupted due to a glitch, the error signal goes high, 
but there is no impact on final outputs Q1 and Q2. In case 
of error condition 7, when primary FF gets corrupted and 
Q1p changes its state resulting in a change of Po and 
subsequently assertion of the error signal, the outputs Q1 
and Q2 comes through Q1s and Q2s, which store good 
values because they are sampling data on skewed clock 
CPSkew. If SSE (Q1s) gets corrupted (error condition 8), 
there is no effect on the rest of the circuit, and the output 
holds a good value. 
 



 
JSSC-21-0430.R1 
 

5

 
Fig. 9. 2-Bit Even Parity FF System Signal Waveforms showing radiation strike 
event resulting in SET faults in Data Path D1 at various time intervals. 
Condition 6 illustrates the SET captured by parity storing DFF, condition 7 
illustrates SET captured by Primary DFF Q1p and condition 8 shows SET event 
captured by secondary DFF Q1s. 

 
C2. SET event on Clock paths: Clock paths are susceptible to 

SET as the data paths. However, due to the construction of 
balanced tree networks to minimize skew, the capacitance 
on nodes is relatively higher, which requires higher energy 
particles to cause meaningful transient on clock path 
resulting in failures. Experimental results reported in [25, 
26] on 28nm and 90nm technology nodes respectively 
show that burst errors due to SET in clock tree start to occur 
for particles with LET > 10 MeVmg-1cm2. The SET on the 
clock path could result in either clock jitter or radiation 
induced clock race. The probability of radiation-induced 
clock jitter resulting in setup violation in flip-flop, is very 
low, and the same can be detected and corrected with the 
timing pre-error detection mechanism of the proposed 
solution. On the other hand, radiation-induced clock race 
could cause an error in the given system. Robust clock tree 
solution such as mesh type [25], hardened clock spine [27], 
etc., can be adopted to mitigate these types of errors. These 
methods are proven to be effective for higher LETs (> 10 
MeVmg-1cm2). In order to make the system more robust 
specially for low capacitance clock nodes, it is best to 
deploy SET mitigation at leaf cell level i.e., the clock input 
of FF. In the proposed system, the clock inputs to primary 
FFs can be connected to clock network through delay 
filters based on guard gates [28] (Fig. 10). These can filter 
out unwanted transient pulses on clock lines. The SSE does 
not require such filters.  

 

 
Fig. 10.   Glitch Filter based on Guard Gate [25] 

C3. SET event on RESET path: - Single Event Transient on 
Reset path could result in localized resetting of flip-flops 
as reset buffer tree could have low capacitance points 

having less critical charge. To avoid this, separate reset 
paths can be used inside multi-bit system, as shown in fig. 
11. In the case of even parity, the DFF storing parity should 
give “1” on reset (i.e., of SET type) and in the case of odd 
parity it should give “0”. This is required to generate error 
condition, when SET event occurs on CD1 (as shown in 
Fig. 12), which eventually makes Q1-Q2 controlled by 
SSE. This requirement of specific polarity on reset also 
results in false error signal assertion in the actual reset 
condition. Normally, this false error assertion is 
automatically ignored by the system as the whole digital 
system will be under reset, but for some specific cases, 
system designer needs to take care of this. In the case of an 
event on CD2, there is no impact as Q1 and Q2 are driven 
by primary FFs, which are unaffected. CD1 and CD2 are 
controlled with same reset signal at the top but the buffer 
tree is different. Another way of managing this is to place 
glitch filtering at the input of each flip-flop reset but the 
penalty of that could be huge in terms of area and power. 
 

 
Fig. 11. 2-Bit Even Parity Proposed FF System Circuit Diagram with sperate 

reset and skewed clock. 

 

 
Fig. 12. 2-Bit Even Parity FF System Signal Waveforms showing radiation 
strike events resulting in SET on reset path CD1 

 
C4. SET event on added circuitry: The added logic of parity 

computation, error detection, and correction is also prone 
to SET faults. Any SET event in the input party generation 
circuit would result in a glitch on Pi input which can be 
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latched and result in corruption of PiR. However this will 
be masked as explained in section B3, and will not affect 
the final output. SET on output parity computation and the 
error generation circuit would result in a glitch on the 
ERROR signal which again will not affect the final outputs 
and can be registered as error event by the system. Any 
SET event on output mux driving final output would result 
in a glitch on outputs which could eventually propagate to 
data inputs of subsequent stage FFs. They are treated like 
SET on data inputs for subsequent stage flip-flops and will 
be filtered by the mechanism already explained in section 
C1. 

D. Timing Pre-error Sensing Mode: the parity generation and 
comparison logic also enable the timing pre-error sensing 
capability. The transitions on data inputs occurring very close 
to the clock edge can be detected. This concept is very well 
illustrated in [21]. The input parity bit computed from D1 and 
D2 gets delayed by XOR gate intrinsic delay and stored in 
parity FF, whereas the parity bit calculated from outputs of 
primary FF will be based upon the data sampled in primary FFs 
without any delay on the same clock edge. When D1 and D2 
change very close to the clock rising edge, the two parity bits 
will be different, resulting in the assertion of the ERROR signal, 
as shown in Fig. 13. The ERROR signal arising due to timing 
is different in terms of periodicity with respect to error from 
radiation events. It is more systematic i.e., it will be asserted 
more frequently. The digital system can work in a closed-loop 
based on this feedback from the FFs as demonstrated in [24]. It 
can take corrective actions like scaling supply voltage, reducing 
clock frequency, etc., to reach the OPP. Here, the primary 
outputs Q1 and Q2 are not affected and store correct value, 
therefore no impact on system functionality. One limitation of 
this logic is that in a particular case, wherein D1 and D2 both 
change simultaneously, resulting in same parity computation, 
the timing sensing won’t be able to detect the data alteration. 
Nevertheless, as timing faults are systematic faults, the error 
could get captured in subsequent clock cycles when parity 
change occurs. In order to tune the window of timing error 
detection, the delay on the input parity generation path can 
further be tuned by including a programmable delay in the path 
or a fixed delay in the path as per system and process 
requirements.  

 
Fig. 13. 2-Bit Even Parity FF System Signal Waveforms showing timing pre-
error sensing capability. Condition 1 and 2 illustrate the transitions on D1 input 
close to clock edge. Condition 3 and 4 illustrate the transition on D2 input close 
to clock edge. 

E. Multiple Event Upsets: Apart from various scenarios 
discussed above, there is one particular scenario of multiple 
events wherein multiple strikes could result in the accumulation 
of bitflips in flip-flops. This condition would arise if the digital 
system is in power saving mode by applying clock gating, and 
no refresh cycle is provided to correct the data stored in primary 
and secondary FFs. The proposed system does not 
automatically correct the data stored in FFs. It only detects and 
masks the bit upsets introduced due to radiation event. 
Typically, such bit upsets are automatically corrected through 
subsequent clock pulses or dedicated refresh cycles, or 
dedicated self-correcting designs are needed, like self-
correcting delta-TMR [15]. The detection capability of the 
proposed system allows the system designer to use the ERROR 
signal to detect radiation strike event and provide refresh cycles 
to the system so that accumulation of errors can be avoided and 
good functionality of the system can be maintained. However, 
an actual error condition might still happen if the ERROR 
signal is not asserted on the first radiation strike and the 
subsequent strike happens on the same flip-flop group, but the 
probability of such occurrence is very low.     

We have explained the different working modes of the 
proposed system under various scenarios and demonstrated the 
single event error detection and mitigation capabilities of the 
system. Now, in the next section, we will look into the 
implementation of proposed FF and placement constraints 
which helps in avoidance multi-bit upsets due to multi-node 
upsets and charge sharing. Its application in digital systems and 
the impact on power, performance, and area. Its relative 
performance with respect to existing standard solutions. 

III. DESIGN, IMPLEMENTATION AND COMPARATIVE ANALYSIS  

 
Fig. 14. Digital System based on Proposed 2-bit FF. 

As mentioned earlier, the proposed circuit can be designed 
with standard library cells. It does not require the designing of 
specific rad-hard cells. With certain design constraints, any 
digital system can be implemented with standard semi-custom 
design flow using proposed FFs. In a generic digital design, the 
sequential elements can be replaced with proposed FF with 
grouping of FFs belonging to similar power and clock domains. 
An example of a typical digital system path with the proposed 
2-bit implementation is shown in Fig. 14. The ERROR signals 
coming from different groups are combined with OR logic, then 
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passed to a sample and count circuit to generate the error signal. 
For timing error, count should be more than two in reasonable 
time window, whereas for other cases where the count is less 
than two, they can be treated as radiation error.  

A. Timing Constraints with Proposed Design: Additional 
logic required for the proposed circuit does impose a timing 
penalty on the digital system along with particular constraints 
for the proper functioning of the system. The overall impact on 
performance and timing constraints required for the proposed 
methodology can be well understood by the below equations. 
For a standard digital system design, basic timing constraints 
are given by: -  

TCKPeriod > TpdFF + Tcomb + TsetupFF + Tmargin - Tskew   (1) 
Tcomb + Tskew > TholdFF              (2) 

 
Where TCKPeriod is Clock Period, TpdFF is CP-Q delay of STD 

launch FF, TsetupFF is setup time of STD capture FF, Tcomb is 
combinational delay between launch and capture FF, Tskew is 
clock skew between launch and capture FF clock, TholdFF is hold 
time STD FF and Tmargin is extra time margin taken to account 
for PVT variations, voltage drops, jitter, aging etc. as shown in 
Fig. 1. Maximum frequency of digital design is limited by 
equation 1 where Tmargin has significant weight. In the proposed 
multibit system, timing margin can be squeezed with help of 
timing pre-error detection. The timing constraint equation for 
maximum frequency is given by equation 3 and for hold time 
equation 4. 
 TCKPeriod > TpdFF + Tcomb + TsetupFF + Tmux + TPGdelay  

+ Terror - Tskew              (3) 
Tcomb + Tskew +Tcpskew > TholdFF           (4) 
Tmargin > Tmux + TPGdelay + Terror            (5) 
Tcpskew < TpdFF + Terror               (6) 

 
Here, Tcpskew is introduced clock skew between primary and 

secondary FFs, Tmux is the delay of output mux of launch FF, 
TPGdelay is the delay of input parity generator of capture FF, Terror 
is the propagation delay of ERROR signal from output of 
primary launch FFs. For the system to be effective and efficient 
with no impact on the target frequency of original design, time 
margins taken during implementation should compensate for 
the increase in delay components as shown in equation 5. 
Usually, margins taken for the desired operating point are 
sufficient to offer optimization, even after compensating the 
additional delays [18-24]. This has been demonstrated in the 
subsequent sections with experimental data. The input and 
output parity generator delay becomes the timing margin 
window for detecting timing pre-errors and limiting factor to 
the number of bits that can be grouped. As for higher bit groups, 
the parity generator delay would be more. 

As explained in section II-C-2, the width of SET that can be 
filtered on D inputs of FF is driven by clock skew introduced 
between primary and secondary FF. To filter wider pulses, more 
clock skew needs to be introduced. An increase in clock skew, 
firstly, impacts the hold timing constraints as per relation given 
in equation 4; secondly, it is also limited by internal cell delays 
as equation 6. Using this relation and knowing the desired pulse 
widths to be filtered, appropriate skew values can be 
introduced.  

B. Digital Design Flow with Proposed Design:  A standard 
digital implementation flow diagram is shown in Fig. 15, along 
with additional steps required to insert multi-bit FFs. The 
grouping of FFs is done after compiled netlist is available 
during synthesis flow. The grouping is done for FFs with 
common clock and power domain and at the same hierarchy 
level. After grouping, FFs are replaced with equivalent multi-
bit FFs. Thereafter, a new netlist is generated along with 
additional timing constraints, without any change in cell list and 
placement constraints. The generated netlist is verified with 
respect to original netlist with a formal equivalence checking 
tool by setting appropriate black-box definitions and constraints 
on added logic. After checks with this new netlist and 
constraints, DFT insertion continues, and synthesis is 
completed. The gate-level netlist and constraints are passed to 
the backend implementation tool for the next steps.  

 
Fig. 15. Digital Implementation flow diagram. 

 

 
Fig. 16. Multi-bit FF based ARM blocks layout view showing placed cells. 
Instances in red colour are showing 2-bit grouped flip-flops. In the zoomed 
view, instances of three different 2-bit groups are shown as example in blue, 
magenta and green colour. With the help of placement constraint, a minimum 

distance of 10um is maintained within the cells belonging to same group.   

The following backend implementation flow in green in fig. 
15 is a standard one with just one additional placement 
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constraint during the placement step wherein spacing between 
cells belonging to one FF group is forced during the cell 
placement step to avoid multi-bit/multi-node upsets on cells of 
same group. This is shown in fig.16 where cells of the same 
group are placed at least 10um apart from each other, avoiding 
MBU within the same group. This space is filled with other 
design cells, not causing any area penalty. However, for higher 
bit groupings, the congestion issues do appear. Finally, signoff 
checks are performed on design after clock tree build-up, 
routing, and timing optimizations.  

C. Comparative Study: The proposed system is implemented 
in 90 nm ST BCD technology based on a High Vt standard cell 
library. We performed a comparative analysis on standalone 
FFs and microcontroller (MCU) implementation trials based on 
different FFs.   

C1. Standalone Flip-flop implementation and comparison: For 
comparative study, we have taken standard dual clock phase 
master-slave D FF (STD FF) shown in fig. 17 (a) as reference. 
Based on the same STD FF, 2-bit, 4-bit, and 8-bit even parity 
versions of the proposed system are implemented along with 
TMR and delta-TMR [15]. Simulations were caried out on all 
FFs to characterize various parameters of FFs under default 
working mode with no error condition. Table 1 summarizes the 
main characteristics of the architectures mentioned above.  

 

 
Fig. 17. Flip-flops under comparison (a) Standard D Flip-flop Circuit (STD 

FF), (b) TMR FF (c) Delta-TMR flip-flop 

Effective per bit data of proposed FF on standalone basis 
shows 2x impact on CP-Q delay, ~3.5x increase in area, ~5x on 
switching power, and ~1.5x impact on setup time with respect 
to STD FF. These results are in line with other standard robust 
solutions TMR and delta-TMR. In delta-TMR FF, where 
temporal hardening is used by adding clock skew, the impact 
on timing is very high as it requires at least two flip-flops 
sampled to be resolved so that the majority voter could 
converge to valid output. In the proposed system, the setup time 
and propagation delay are independent of delay in input party 
logic and clock skew, as in default case of no error condition, 
the final outputs are governed by primary FFs passing through 
output mux. It is also observed that with higher bit groupings in 
the proposed methodology, the area and power show 
improvement  and performance remain the same. Therefore, it 

is recommended to go for higher bit grouping configuration of 
the proposed system for the digital system design but upper 
limit is restricted by constraints mentioned earlier in section III-
A and III-B.  

Table 1. Standalone Simulation results for different FF variants at typical 
process, 1.0 V and 25°C. Data is normalized to STD FF data.  

  STD 
FF 

TMR 
FF 

Delta-
TMR 

FF 

2-Bit 
FF* 

4-Bit 
FF* 

8-Bit 
FF* 

CLK Cap 1 3.01 3.03 1.97 1.63 1.48 

CP-Q Delay 1 1.86 1.88 2.04 2.02 2.03 

Setup 1 1 7.05 1.46 1.46 1.46 

Area 1 3.9 4.5 3.85 3.51 3.18 

Switching 
Power 25% 

Data Activity 
1 4.23 5.52 4.99 5.02 3.74 

Min Captured 
Pulse Width on 

D inp 

87.5 
ps 

87.5 
ps 

285.5 
ps 

142.5 
ps 

150 
ps 

165.5 
ps 

SET Tolerance No No Yes Yes Yes Yes 

SEU Tolerance No Yes Yes Yes Yes Yes 

Timing Pre-
error Detection 

No No No Yes Yes Yes 

* Data reported is scaled to single bit for one-to-one comparison with other 
FFs 
 

 
Fig. 18. Graph showing Number of FFs Failing with change in time difference 
between data and clock. Data obtained from Monte Carlo simulations at 
nominal operating conditions. TE suffix denotes number of FFs showing timing 
pre-error and OF denotes actual operation failures in FFs.   

 
We also computed minimum SET pulse which different FFs 

can capture. The TMR and STD DFF can capture pulse widths 
more than 87 ps, delta-TMR can filter up to 285 ps, and the 
proposed DFF with single buffer clock skew can filter up to 142 
ps, 150 ps, and 165 ps respectively for 2-, 4- and 8-bit 
implementation respectively. The same can be enhanced by 
increasing clock skew respecting timing constraints given in 
equations 4 and 6. The timing window for pre-error detection is 
shown in Fig. 18 for different implementation configurations. 
As discussed earlier, the input parity logic delay governs the 
window size, and it can be enhanced by adding additional delay 
in the path. It also impacts the optimization efficiency of the 
system as more margins would translate into a less efficient 
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system. The 8-bit FF has largest window size as input parity 
logic has more delay with respect to 4-bit and 2-bit 
configurations.  

 
C2. Digital system implementation and comparison: A Digital 
MCU (shown in Fig. 19) based on ARM cortex M4, memory, 
and basic peripherals like GPIO, registers bank, counter, etc., is 
implemented with the proposed system to study its implications 
in an application. The design is approximately 200K gates 
having 4.82k FFs based on standard D ones. We replaced all the 
FFs in the design with the proposed robust FF system as per the 
design flow mentioned in section III-B. Only 2-, 4-, and 8-bit 
configuration are chosen as for higher 16-bit configuration 
trade-off is very poor. We also implemented TMR FF based 
MCU to benchmark against a standard radiation hardening 
methodology. Similar placement constraints are followed for 
TMR implementation as well. 
 

 
Fig. 19 Microcontroller (MCU) architecture implemented. 

Table 2.  Place & Route data from MCU implementation done with different 
FF variants. Data is normalized to STD. FF data. 

 
Flip-flop 

Variant used STD FF TMR FF 
2-Bit 

FF  
4-Bit 

FF 
8-Bit 

FF 
Core Area 

(with Macros) 1 1.39 1.36 1.33 1.31 

Core Area 
(without 
Macros) 

1 1.78 1.71 1.64 1.60 

Num. of FF 1 3.00 2.51 2.29 2.19 

Leakage Power 1 1.43 1.49 1.43 1.37 
Vector less 

Dynamic 
Power 

1 1.84 1.91 2.11 2.16 

 
Table 2 shows the results obtained with implementation trials 

using the Cadence Innovus tool at 18 ns clock period and 
signoff corner wc_1.00V_125C.  The timing margin for robust 
MCUs is reduced by 300ps for implementation trials, to account 
for additional logic delay. We tried to minimize the area for the 
given target frequency till no timing and design rule checks 
(DRC) violations were observed. The results are in line with the 
hardening benchmark of TMR FF. With the higher grouping of 
FFs, the area, leakage power, and number of FFs added reduces, 
whereas vector less dynamic power reported by tool increases 
due to more switching in redundant logic.  Fig. 20 shows the 
percentage share of different bit groupings formed in different 
implementations of the proposed multi-bit system. It shows that 

in the given design more than 95% of the flip-flops can be 
grouped in either 2-, 4- or 8-bit groups. Fig. 21 shows the 
number of paths and timing slack for different implementations. 
It shows that at worst corner wc_1.00V_125C, approximately 
15% of the paths have slack < 500ps, and the rest have more 
than 500ps margin. Also, the worst critical path delay scenario 
may or may not occur during the device lifetime. Therefore, 
there is a sufficient margin for the typical operating range, 
which can be optimized with the help of timing pre-error 
detection, and OPP can be found.  

 
Fig. 20. Percentage Number of different FF groupings in different MCU 
implementation  

   
Fig. 21. Timing Graph showing timing slack vs number of paths at worst corner 
for different FF implementations.  

IV. TEST-CHIP IMPLEMENTATION AND TEST RESULTS 

 
Fig. 22. Test Setup. 

The LPTCHIP (30 mm2) implemented in ST BCD 90 nm 
technology is based on multiple implementations of the same 
MCU, but with different FF variants, i.e., STD FF, DICE based 
FF [8], TMR FF [12,15], and the proposed multi-Bit FF system 
based on up to 2-bits of grouping with single buffer clock skew 
and common reset as shown in Fig. 3. In the MCU reported in 
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previous section in Fig. 19, the RAM used for storage is 
protected with single error correction and double error detection 
error-correcting codes (SECDED). If a single bit error condition 
is detected in memory, the peripheral logic automatically 
corrects and stores the correct data to avoid error accumulation 
in memory. The code stored in ROM is a mix of bubble sort, 
matrix multiplication, floating-point addition, and FIR filter. A 
failure is reported in case of wrong computation outcomes, or 
the MCU itself stops responding. The failures reported are 
mainly due to SET and SEU occurring in the digital logic of the 
CPU. For Multi-bit FF based implementation, error signal 
coming from MCU is observable through primary output of the 
chip and a closed-loop test system is implemented externally 
based on this signal, as shown in Fig. 22. The daughterboard, 
which hosts the Device Under Test (DUT) is controlled and 
observed with a motherboard containing ST Nucleo board with 
STM32 microcontroller. The power supply to the DUT can be 
controlled with an external voltage regulator, which provides 
precise voltage steps of 1 mV. This enables the automatic 
voltage regulation scheme based on timing error signal coming 
from DUT.  

 
Fig. 23. Max Frequency Data of Multi-bit DFF based MCU. 

 
Fig. 24. Power Consumption at 1.2V room temperature for different MCUs at 
different clock frequencies. 

Multiple packaged samples of the above-described test-chip 
have been characterized electrically and under radiation. 

CPGA144 package with no covering on top is used to avoid any 
effect of package material during radiation tests. We measured 
the maximum frequency of multi-bit MCU operation at various 
voltage and temperature points based on actual hard faults 
where the device gives incorrect responses and based on timing 
error signal. The data is plotted for multiple samples and shown 
in Fig. 23. It is observed that the error signal coming from the 
timing sensor always flags error before actual failures in design. 
The timing error margin window at the system level can also be 
computed with the help of the graph. In a typical corner (1.2 V 
and 25°C), it comes out to be around 350 ps. In Fig. 24 
percentage differences of dynamic power with respect to 
reference FF are plotted at room temperature and 1.2 V 
operating voltage for various frequencies. It is noted that robust 
FF increases the consumption by 20% for dice DFF and by 50% 
for both TMR and the proposed FF. With automatic voltage 
regulation application in multi-bit MCU, power consumption 
can be brought down to 12% gain with respect to standard DFF 
MCU. The multi-bit MCU can operate at 0.91 V for a frequency 
target of 75 MHz as we move at higher performance operating 
points, the gain in power reduction reduces linearly. We reach 
the limit of lowering supply voltage at 0.8 V wherein memory 
minimum supply is hit, and supply cannot be scaled down 
further. Therefore, power gain becomes constant at lower 
operating frequencies. 

Radiation tests are carried out mainly with Alpha particles. 
A radioactive Americium-241 (241Am) source capable of 
generating 5.486MeV alpha particles 85% of the times [31] was 
used at the Dept. of Information Engineering, Padova, Italy, and 
the chip was irradiated at room temperature for 24hrs. At the 
nominal voltage of 1.2V, few failures were observed in STD FF 
based MCU, while others based on robust structures showed no 
fails. At 0.9 V, some failures are observed in robust structures; 
the results are shown in Table 3 in the form of an effective FIT 
rate. The FIT rate [2] is calculated as per the below equation: - 

𝐹𝐼𝑇 = 𝑁𝑎𝑡𝑢𝑟𝑎𝑙  × 
#𝑒𝑟𝑟𝑜𝑟𝑠 ×  (10  × 10 )

𝑇𝑒𝑠𝑡 × 𝑇𝑒𝑠𝑡𝑇𝑖𝑚𝑒 × #𝑐𝑒𝑙𝑙𝑠
  (7) 

The Failure in Time (FIT) rate is the number of errors 
expected on 1Mega cells in 1Giga hours. The natural radiation 
flux used for computation is 10-3 for alpha particles, and test 
flux is 18200 particles·cm-2·s-1. The FIT rate of different flip-
flops implemented as shift-registers is reported in our previous 
work [11], according to which STD FF has FIT rate of 500 at 
0.9V and negligible for robust flip-flops. In case of MCUs, the 
effective FIT rate for STD FF comes down much lower ~30 
because of logical error masking. There are almost negligible 
errors in robust structures at lower frequencies but at higher 
clock frequencies they show few errors. These can be due to 
SET faults captured by FFs.  

 
Table 3.  Alpha radiation test results in terms of FIT rate at 0.9 V bias. 

  STD FF DICE FF TMR FF Multibit FF 

1MHz 28.3 0.9 0.6 1 
54MHz 31.6 6 4.9 5.3 
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Fig. 25. Alpha particle radiation test results showing number of fails reported 
with test time at 0.9V room temperature. 

 

Fig. 25 shows the number of fails reported with test time. It 
is noted that robust DFFs show good resilience with respect to 
standard DFF. But as test time progresses error accumulation in 
FFs and high probability of SET induced faults with time results 
in failures in robust solutions. 

 

 
Fig. 26. Nickel Ion radiation results showing number of fails reported 
with test time at 0.9 V and room temperature. 

 
Table 4.  Nickel Heavy Ion Cross-Section (cm2) at 0.9 V bias and room 

temperature. 
 

STD FF DICE FF TMR FF MBIT FF 
1.15E-08 6.25E-09 1.87E-09 8.33E-10 

 
Heavy ions tests are conducted at the SIRAD line of the 

TANDEM accelerator at the Laboratori Nazionali di Legnaro, 
Padova, Italy. The tests are performed with nickel heavy ion, 
which is a high LET particle (28.4 MeVmg-1cm2). It represents 
a worst-case for terrestrial application wherein particles are 
dominated by mainly alpha (LET below 1) and neutron 
byproducts (LET < 15 MeVmg-1cm2). Fig. 26 shows the 

number of failures observed over time on exposure to Nickel 
ions at room temperature and 0.9 V operating voltage. The tests 
were conducted for 80s only due to the limited availability of 
stable particle accelerator. Also, we calculated the effective bit 
cross-section [2] given by:  

 𝜎 =
#

 ×  ×#
                     (8) 

and measured in cm2. Flux for nickel ions measured from test 
setup is 12450 particles·cm-2·s-1. The bit cross section indicates 
the sensitivity of a bit to a certain particle. The results are 
tabulated in table 4. The DICE and Standard FF based MCUs 
had many errors on exposure of few seconds due to SEU in FFs 
and SETs in clock, data path etc. while TMR and Multibit 
Based MCUs showed good resilience as SEUs are negligible. 
The errors reported are due to SETs in clock and data paths and 
error accumulation in FFs and memory. 

V. CONCLUSION 

A Multi-bit FF system has been presented, which can be 
adopted in any digital system with standard library cells and 
standard digital design flow. The functionality and design 
constraints required for the proposed system have been 
explained in detail. Through architectural explanations and 
experimental data, it has been shown that the proposed flip-flop 
has high tolerance against both SEU and SET. Further, the 
effectiveness of timing pre-error sensing has been 
demonstrated, which helps in efficient voltage and frequency 
regulation. Area overhead due to redundant logic is similar to 
standard robust solution TMR, delta-TMR, etc. Overall, the 
proposed system offers both radiation robustness and 
adaptability, a combination of which is missing in conventional 
robust architectures. Application developers can exploit this 
peculiarity to make resilient and efficient digital systems. 
Future work is planned to analyze implementations with higher 
bit configurations, and with proper circuit tuning for SET 
protection on silicon, and further tests need to be conducted to 
study aging effects, TID effects, and exposure to more radiation 
particles. 
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