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Abstract
Social network-based approaches in epidemiological outbreaks surveillance

By Honoria Ocagli

In public health, determining the population’s size is an important issue, especially for those who are
hidden or hard to reach. Prevalence estimates are required in three key areas: resources of the target

population and public health surveillance and epidemiology.

Different techniques are available in the literature to estimate these populations, such as the
enumeration method, capture-recapture technique, multiplier method, and the network scale-up
method (NSUM). This last method was developed to count the death after an earthquake in Mexico
and was then widely applied in the field of a hard-to-reach population.

This thesis is developed in five chapters. The first chapter is the introduction to the problem. The
second chapter presented a systematic review retrieving studies proposing methodological
developments and applications of the NSUM estimator. The third and fourth chapters proposed a
modified parametrization of the Bayesian formulation of the Maltiel NSUM method accounting for
a short-form questionnaire to reduce the non-response bias. The proposed estimator considers the
network size as partially unknown; only one (randomly sampled) question is posed to the respondents
among the known populations, typically used in an NSUM parametrization to estimate the network

size.

The third chapter is a study protocol proposing the application of modified NSUM for estimating the
prevalence of COVID-19 undocumented cases during the early waves of the pandemic. A simulation
study is also presented in this chapter. The proposed estimator demonstrated a slightly higher bias
and variability in the estimates compared to the original Maltiel’s formulation. A great advantage is

reducing the non-response bias and the drop-outs compared to a long-form questionnaire as typically



used for an NSUM estimation. The study protocol in this chapter was published in the International

Journal of Environmental Research and Public Health (DOI: 10.3390/ijerph18115713).

The fourth chapter reports the results of the Hidden COVID-19 Cases Network Estimation
(INCIDENT) study, as reported in the study protocol, estimating the prevalence of COVID-19 cases
and undocumented cases in the Veneto, Piemonte, and Lombardy regions. The number of people that
transferred from one region to another after the lockdown restriction and the number of cohabitants

of subjects affected by COVID-19 were also considered hidden populations.

The fifth chapter reports the conclusion of this thesis. The method proposed in this work tries to
overcome some limitations of the original NSUM. To evaluate the performance of this method, it will

be helpful to compare a different survey to the original one.
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Chapter 1

Introduction

Including all populations in studies in the public health field is an important issue. In developed
countries, studies are often based on the response from a specific population, such as the middle class
[1]. Also, in clinical trials has been noted that minorities are not always represented, as shown in the
review of Heiat et al. [2]. The problem of reaching all the subset of the population is reported
especially for disadvantageous groups. “Hard to reach” [3] are defined as those who are difficult to
access. Instead, hidden populations are those who, for various reasons, do not want to be reached,
e.g., homeless, criminals, HIV positive [4]. In this framework arise two problems, one is to include
these subjects in health and medical research, and the second is to count them. The first hurdle can
be solved through interventions that go from sampling to retention [1]. This thesis will focus on the
second topic. In literature, as will be shown later, various methods are used to count these hidden
populations, such as the capture-recapture technique, enumeration methods, and multiplier estimates
[5]- These methods, along with the Network Scale-Up method, are suggested by the UNAIDS and
WHO as the primary instruments to quantify key populations at risk for HIV [6]. These methods can
be divided into two categories, as Abdul-Quader et al. [7] suggest: i) collect data directly from the
key population at risk, ii) collect data from the general population. The first category includes the
capture-recapture technique, enumeration, multiplier, and census. In the second category are included

survey and NSUM.

The methods that directly access these hidden populations have substantial limitations, considering
the difficulty of reaching them. Moreover, the estimates derived are uncertain and often produce
different results from each other [7]. Also, NSUM features these disadvantages, but the fact that it
does not require direct access to the hidden population is very promising. In this thesis, the first
chapter presented a systematic literature review on studies that have applied the NSUM. The review
was done in two steps: in the first were searched all the articles that used NSUM, so both application
and methodological studies are included. The second step considered only those who applied the

NSUM. Moreover, the first search was done in four databases and the second in only one.

The network scale-up method “is based on the assumption that personal networks are, on average,
representative of the general population”[8]. So, the method can be divided into two parts: one for
estimating the network size and the other to estimate the hidden population. Both dimensions are
based on the concept of “knowing someone”. In surveys that use NSUM is essential to define the

meaning of knowing someone. Bernard et al., in their study, define knowing someone as follows:
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“you know them, and they know you and you have been in contact with them in the last two years”
[5]. The systematic review provides an overview of the modifications of the NSUM to overcome
some biases that arise because the assumptions are strong. The main biases are transmission bias,
recall bias, and barrier effect [5,9]. To estimate the network size of the respondents in the surveys are
always reported questions related to the dimension of the known population. All the methods use a
significant number of questions since it has been reported that the model estimates better with more
than 20 known populations [10]. Using such a great number of questions could reduce the response
rate, especially when the survey has multiple purposes. The response rate is lower for long
questionnaires [11]. This limits the usability of the NSUM in studies that inquire about other themes
than the estimation of the hidden population. So, from this standpoint, the third and fourth chapters
of this thesis reported the protocol and then the results of a new modified version of the NSUM
estimator. Chapter three is presented the statistical assumption behind our new model. Specifically,
we propose a modified parametrization of the Bayesian formulation of the Maltiel NSUM method
accounting for a short-form questionnaire to reduce the non-response bias. To determine the network

size, only one question was randomly selected.

Another novelty of the use of the NSUM in this thesis is related to its use in the undocumented cases
of COVID-19. Specifically, this population has been considered hidden due to its characteristics in
the first wave of the pandemic. The fourth chapter reports the results of applying the modified NSUM
to our survey. Defining the number of undocumented cases of COVID-19, especially in the period
considered, was a real challenge [12]. Undocumented cases, including asymptomatic and
paucisymptomatic, have shown the same transmissibility as symptomatic ones [13]. During the first
wave, the virus was relatively new, and the measures used by policymakers to contain the contagion
were pervasive [14]. Hence, undocumented COVID-19 cases could be defined as a hard-to-reach

population since there are difficult to recognize.

The proposed modified version of the NSUM tries to overcome some limitations of the original
estimator. Applying this method to a population related to clinical research may introduce new aspects

that go beyond public health purposes.
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Chapter 2.

A systematic review of network scale-up use: from the traditional model to its modifications

2.1 Introduction

The estimate of prevalence is a crucial issue in public health studies. However, some groups of the
population are “hidden”, “do not wish to be found or to be contacted” [4], or are “difficult to reach”.
Researchers must endure physical and geographical efforts to involve these groups in a study [3].
These key populations are still difficult to estimate and require looking for data difficult to obtain or
make assumptions specific for each key population. Collecting data that are representative of all of
the population is the base for helping policymakers reduce the inequalities [1]. Including all the
population groups can be handled at different stages of the research, like sampling, recruitment,
methods to improve response rate, use of inclusive language, intervention phase, and retention, as the

systematic review of Bonevski et al. [1] reports.

In key populations, direct methods of size estimation are often impractical or unreliable: hence the
need for indirect methods of estimation. Those methods aim to analyse the observed data set or
combine it with other information to estimate the key population and then estimate the desired
prevalence. In literature, there are different indirect estimation methods, such as the capture-recapture

technique, multiplier method, the wisdom of the crowd, and the network scale-up.

The capture-recapture technique is a method recommended by the World Health Organization/Joint
United Nations Programme for defining the prevalence of HIV/AIDS [15,16]. This method, in the
first stage, “captures” a group of the key population, “tags” them, and then “releases” back them. The
second sample in a second moment is “recaptured” independently. Some of the recaptured individuals
have been previously tagged. The proportion of tagged and recaptured members is used to estimate
the key population of the whole population [17]. This method is based on two critical assumptions:

the two samples should be independent, and there is no migration among the people.

The multiplier method also requires two sources of data: one is a direct count of the target population;
the other is a representative sample. The size is then estimated by multiplying the number of those

who have received the service by the proportion reporting the service [18].

The enumeration method creates a sample of the population, selects a part of it, and counts it [6]. The
number derived is scaled up to the size of the sample defined. This method performs well, with some

uncertainties for hidden populations [18]. The study by Mutagoma et al. [18] estimated the size of
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female sex workers (FSW) in Rwanda using the capture-recapture technique and the enumeration
method considering the overall population. The multiplier method was used instead in the city of
Kigaly. In this case, the methods provided similar results and suggested combining different size

estimation methods.

The limit of these methods is that they rely on the need to access directly to the population and to
have two independent samples with the assumption to have the same probability of appearing in each

list, this is not always possible [19].

Other methods are based on social link tracing. For example, the “wisdom of the crowd” is a method
“based on the assumption that the central tendency in the response of a population on the number of
population members approximates or is proportional to the actual number of members in that
population” [20]. This method is based on the discovery of Galton [21] in 1906. In his statistical
analysis on the guess on the actual weight of an ox he found out that the collective guess was better

than that of the winner of the contest and than the guesses made by cattle experts.

The NSUM estimates the size of the key population without direct access to it, and in the survey,
participants are not asked direct questions related to their behaviours. This method relies on the
assumption that the social network of a single individual is representative of the general population
[5]. The NSUM, compared to the other indirect estimation methods, is an easy tool to use when it is
not possible to access the key population directly. Two recent reviews have been published related to
the NSUM. The first is the one of McCormick [22], in which the method is considered through NSUM
application. The second review is by Laga et al. [9], in which the NSUM is explored, as said by the

authors, through the modeling perspective.

Instead, this article systematically reviews the literature to search for articles related to the network
scale-up method and its application. This work aims to identify all the studies associated with the

NSUM and summarize the findings.

2.2 Methods

Despite not being a systematic review focusing on evaluating the effect of the intervention or
exposure, this review has been based on the Preferred Reporting Items for Systematic reviews and

Meta-Analyses (PRISMA) statement [23] as a basis for reporting this systematic review.
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2.2.1 Information source and search strategy

Databases search includes Pubmed (through Medline), Embase, CINHAL, and Scopus. The last
search was conducted on the 6 of September 2021. The reference list of other systematic reviews
and included studies were also screened (backward citations searching). The search string is the
combination of the concepts “network scale-up” and “hidden/hard to reach” population. Keywords

are combined with the Boolean operators AND or OR. Table S1 reported the full string search.

2.2.2 Inclusion criteria

In the review are included articles that consider the NSUM approaches from a methodological and
applied perspective. Systematic reviews, editorial, and commentaries were excluded. Studies not

published in the English language were excluded too.

2.2.3 Study selection

The whole phase of the screening was done independently by two reviewers on the Covidence
platform [24]. Disagreements were solved through discussion and, when needed, consulting another

author. Figure 1 shows the phases of the study selection according to Prisma 2020 [25].

2.2.4 Data extraction

Two reviewers independently assessed extracted data on a form prepared in Covidence. A pilot data
extraction test was conducted at first for three articles and then finalized for whole articles retrieved.
The collected information are the following: author, country, study design, number of participants,
hidden population considered, sampling technique, age of participants, response rate, number of
questions to define the network size, the method for defining “knowing someone”, the reporting of a

comparative approach and the bias quantification.

2.2.5 Assessment of risk of bias

The articles considered are heterogeneous concerning their study design, so a systematic scoring for
evaluating the risk of bias (rob was not used). In the systematic review of Bonevski et al. [1]
regarding strategies to improve health and medical research with a hard-to-reach population, a
graded system of evidence based on study design was applied. Even this method was not suitable
for this systematic review because the study design of the totality of the studies is observational,

with a poor level of evidence.
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2.3 Results

The electronic searches yielded 1366 articles from the three different databases, 66 were considered

in the final analysis as reported in the PRISMA flowchart (Figure 1).

Identification of studies via databases and registers

- 1366 Records identified from:
=] Databases Records removed before
o (PubMed n = 195, screening:
EE Embase n = 265, Duplicate records removed
b= Scopus n = 440, (n = 399)
5 CINHAL n = 67)
v
Records screened N Records excluded™**
(n = 568) (n = 486)
v
Reports sought for retrieval Reports not retrieved
] (n=82) " -0
‘=
)
=
u '
7]
Reports assessed for eligibility
(n = 82) —{ Reports excluded:
Wrong outcome (n = 22)
Other language (n = 8)
Double (n =5)
S

Studies included in review
(n = 66)

Reports of included studies
(n = 66)

Figure 1 Prisma Flowchart diagram

Table 1 reports the characteristics of the selected studies. Most of the included articles were based on
research conducted in Iran, 29 (46%), while 9 (14%) were conducted in the United States of America.
The number of participants in the study ranged from 72 participants in the study of Snidero et al. [26]
to 12960 in the study of Rastegari et al. [27]. This difference in the sample size is related to the fact
that in the first case, the participants were medical specialists. In contrast, in the second case, the

study was conducted nationwide in 31 provinces of Iran on the number of abortions.
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The number of known populations varies from a minimum of 5 [28] and 6 [29,30] to a maximum of

48 in the studies of Jing et al. [31,32].

2.3.1 Study characteristics

The studies are mainly structured as interviews or surveys. According to what was reported by the
authors, the response rate is higher in studies that use interviews than surveys. Survey’s response rate
range between 38.18% [33] to 97.7% [34], instead interviews response rate goes from 87% [35] to
99% [36].

Participants are usually enrolled through random sampling 15 (%), 11 (%) through multistage
sampling, convenience sampling 9 (%), and the remaining in a mix of random cluster sampling, two-

stage cluster sampling, and street-based random sampling.

Most of the studies have a cross-sectional study design. Some are methodological studies, and results
are based on simulated data or data from other works. The data of the four telephone surveys of
McCarty et al. [37] were used in the study of McCormick et al. [22,37,38], and Maltiel et al. [39]
used the data on heavy drug users in Curitiba, Brazil [40,41].

2.3.2 Hidden population

The hidden population mostly considered among the selected studies are drug users, female sex
workers, people at risk for HIV/AIDS, smoking habits, abortion, men who have sex with men, raped
women, and extramarital sex. Other minor populations considered as hidden were people with cancer,
choking injuries, religious status, earthquake death, people living with a disability, number of people
unsatisfied, suicide deaths, and attempts of suicide. Table 1 reported the complete list of articles

retrieved.
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Table 1 Full lists of the retrieved studies.

‘. . . . Respons N known
Author year Country N participants Hidden population Sampling method e rate population
Ahmadi-Gohari Shokoohi et al.
2019 Iran 363 alcohol users, drug users RS 2010
Bernard 1989 Mexico 400 quake victims RS 6
Bernard 1991 Mexico quake victims, raped woman RS 6
BPUZ?)II(; CIF Georgia 1015 drug users: intravenous CRS 24
Carletti 2017 Ttaly 299 number of people un-satisfied CS 38.18 15
Ezoe 2012 Japan 1500 Men who have sex with men CS 23 10
Feehan 2016 Rwanda simulated 5000 Populations at risk for HIV/AID TSC 97 22
Fechan 2016 Africa 4669 Female.sex workers, Men Who have sex with men, drug STSC 97 2
users: intravenous, male clients of female sex workers
Female sex workers, Men who have sex with men, male
Guo 2013 China 2957 clients of female sex workers, drug users: intravenous, and MS 97.7 19
others
Habecker 2015 United States 550 People who have moved 'g)leNSbsraska from another state in RS 275 18
Haghdoost 2015 Iran 3023 Cancer CS 99
Halimi 2020 Iran 461 drug users: Marijuana MRS 92.2 6
Heydari 2019 Iran 2550 Methadone maintenance therapy users MS 87 25
Jafari 2014 Iran 500 Female sex workers, drug users, rpale clients of female sex PS 29
workers, men who have sex with men, alcohol users
James 2013 UK aﬁ ciliglilthern 513 performance-enhancing drugs/substances CS
Jing 2014 China 319 Men who have sex with men STSS 96.4 48
Jing 2018 China 7964 female sex worker TSC 0.11 48
Kadushin 2006 United States 5892 drug users: heroin 6
Kanato 2015 Thailand 3790 Injecting drug users SFSS 19
Kazemzadeh drug users, Friendship and close relations with the opposite Rastegari et al.
Iran 563 SS
2016 sex, alcohol users 2013
Killworth 1998 United States 1524 Seroprevalence RS 26
Killworth 1998 United States 1554 Seroprevalence, women raped, homelessness 29
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Mazggizudl Iran 839 drug users, female sex workers s
Maghsoudi smoking: cigarette, hookah, drug users: tramadol, opium, CS
Iran 390 . 20
2017 extra/pre-marital sexual contact, alcohol users
Maltiel 2015 Brazil Salganik et al. 2011 HIV/AIDS positive RS 29
Mcg(c))ir(l)nck United States McCarty et al. 2001 HIV positive, women raped, homelessness RS 29
Mcg(c))ignck United States McCarty et al. 2001 HIV positive, women raped, homelessness
Mcgg?;lle United States McCarty et al. 2001 HIV positive
erzz gfzdeh Iran 265 HIV risk behaviours MS
Mohebbi 2014 Iran 3023 living with a disability RS 99 Rastegan et al.
Moradinazar .. RS Rastegari et al.
2019 Iran 500 suicide deaths 94.3 2013
Motazedian .
2020 Iran 86 network size 5
Narouee 2019 Iran 1000 drug users RS Rastezg(? lr 13 ctal
Nasiri 2019 Iran 200 drug users: tramadol CS
Nikfarjam 2016 Iran 7535 drug users: opium RSS Rastezggl lr ; ctal
Nikfarjam 2017 Iran 12293 alcohol users MS Rastezggl lr ; ctal
Rastegari 2013 Iran 7454 network size MS 23
Rastegari 2014 Iran 12960 Abortion MS Rastezg(;i I ; ctal
Sajjadi 2018 Iran 801 Students with high-risk behaviours CS
Salganik 2011 Brazil 500, 303, 6006 drug users RS
Salganik 2011 Brazil 294 drug users
Scu;e(}rlnzcmc Kazakhstan HIV risk behaviours
Sharifi 2017 Iran 1337 female sex worker RS
Shati 2014 Iran 1029 Social network size CS 13
Sheikhzadeh .
Iran 420 drug users, Alcohol users, Extra-marital sex RSS 84

2016
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Sheikhzadeh alcohol users, extramarital sex, drug users: opium RS
2016 Iran >00 ’ intravenou; y P 84 >
Shokoohi 2010 500 network size RS 6
drug users, males who have extra-marital sex with females,
Shokoohi 2012 Iran 500 clients of female sex workers, alcohol users, men who had APS
sex with men
Snidero 2007 Italy 72 chocking injuries CS 25
Snidero 2012 Italy 1081 chocking injuries RS 33
Sulgl())eiréldze Georgia 1015 Men who have sex with men sTsc
Sully 2020 Africa 6648 Abortion TSC
Teo 2019 Singapore 199 femalfz sex workers, Men Who have sex with men, drug 19
users: intravenous, male clients of female sex workers
Vag%agam Iran 1995 Cancer MCS 86.7
Verdery HIV positive
Wang 2015 China 3907 Men who have sex with men MS
Yang 2017 United States Christians and Buddhists R
Zahedi 2018 Iran 2157 smoking, drug users, alcohol users MnRS 83.6
Zahedi 2019 Iran 1730 extra/pre-marital sexual behaviors, drug users CS 80.2
Zamanian 2016 1275 MS 25
Zamanian 2016 Iran 1275 network size MS 25
Zamanian 2018 Iran 1275 Abortion MS 25
Zamanian 2019 Iran 1020 Abortion MS 70.3 25
Zamanian 2019 Iran 2550 Abortion RS 25
Zheng 2006 United States McCarty et al. 2001 people in prison 29

Abbreviations: APS, Adaptive purposive sampling; CS, convenience sampling; MS, multistage sampling; MCS, multistage cluster sampling; MnRS, multistage non-random sampling; PS,
purposive sampling; RS, random sampling; RSS, random stratified sampling; SFSS, stratified four stages sampling SS, stratified sampling; STSC, Stratified two-stage cluster; TSC, two-
stage cluster
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2.3.3 Estimation of the network size in a different survey

The estimation of the network size in a separate study than the one used to estimate the hidden
population has been performed in some studies. Shati [42] et al. estimated the social network size of
Tehran inhabitants as 259.1 (CI95%: 242.2, 276); Motazedian [43], instead, estimated a social
network size of 17 for children of Shiraz. The choice to calculate the network size has been considered
mainly by a group of researchers from Iran. This approach could not necessarily be applied in all
contexts. Even these authors reported different network sizes according to the diverse populations
considered, with values that go from 234 people [20] in Kermanian women to 303 in Kermanian

males.

Other authors, instead, estimated the whole network size at the country level; Rastegari et al. [44] the
entire country defined at 308 people, Shokoohi [45] of the kermanian males estimating at 303 people,

and Zamanian et al. [46] have estimated that kermanian women know about 234 people.

2.3.4 NSUM modifications

The most used revised version of the NSUM approach is proposed by Killworth et al. [47], called the
maximum likelihood estimator (MLE). Habecker et al. [48] presented a modified version of the MLE
to control for the increased variance using one or more known populations of small size. In this
formulation, they choose a known population of similar size and adjust the mean of sums (MoS)
estimator for survey characteristics. A generalized scale-up estimator (GNSUM) has been proposed
by Feehan and Salganik [49], requiring additional data collected directly from the hard-to-reach
population. The GNSUM has been implemented by Verdery et al. [50] in the venue-based generalized
scale-up estimator (VBGNSUM), which requires a venue-based sampling. The Bayesian models'
framework has also been used to control for biases; for example, the transmission bias added large
overdispersion, so Zheng et al. [51] proposed the overdispersed model inquiring on the relationship
between known subpopulations and the overdispersion. To account for recall bias, McCormick et al.
[38] introduced latent non-random mixing, adding in another work the use of MCMC to estimate an
unknown population [52]. Maltiel et al. [39] considered five models: the random degree model, the
barrier effects model, the transmission bias model, the combined model, and the recall bias
adjustment. Also, Teo et al. [53] account for transmission error and barrier effects in their two models
that incorporate demographic characteristics as a coefficient. Through the years, has been an increase

in the complexity of the models proposed. However, the NSUM in its simplest form is the most used,
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as also reported in the work of Josephs et al. [54]. This is probably because guidelines report a guide
on implementing a survey in key populations using the network scale-up approach based on the
traditional NSUM estimator. Moreover, as McCormick et al. [38] suggested, if the survey is well-

designed, then simple models can have a suitable level of accuracy compared to more complex ones.

To overcome transmission error, some authors have estimated the transmission rate of a
subpopulation, defined as the visibility factor. So, the crude NSUM estimate is divided by the
visibility factor. This factor estimates the proportion of respondent’s aware of their behaviour [55].
Haghdoost et al. [56] reviewed the methods to assess VF in-network scale-up studies. The methods

applied were the game of contacts, expert opinion, social respect, and the coming out rate.

2.3.5 Agreement among the different NSUM

The estimates obtained with different methods vary widely. In the study of Salganik et al. [41], the
generalized NSUM estimator was compared with the multiplier methods without reaching a clear
conclusion. The NSUM estimator produces a higher prevalence of 5-10 times compared to standard
methods [41]. Even the various version of the NSUM provided estimates that are not similar. The
study of Laga et al. [9] selected different models and applied them to the dataset of heavy drug users
of McCarty [37]. In this simulation, even slight differences in the modeling could produce different
estimates [9]. The accuracy of estimates is difficult to compare even among the NSUM. The limits
of comparison are related to the fact that other methods may require additional information. For
example, Laga et al. could not apply the model of e McCormick et al. [38] and McCormick and Zheng
[52]. Those studies require data from another population. Also, the method of Verdery et al. [50] was

not applied since it requires a different sampling.

Recently, to estimate the size of the hidden population, multiple methods to derive the best estimates
have been proposed [7]. Okal et al. [20] estimate the size of people at risk for HIV infection using the
WOTC method, multiplier method, literature review, and stakeholder consensus. In this review, we
have also retrieved articles that, along with NSUM, use other indirect methods to have a more precise
estimate or to overcome some biases. Jing et al. combined the randomized response technique (RRT)
with NSUM to adjust for the response bias and then compared it to a multiplier method. In this case,
the adjusted NSUM estimate was close to the estimate of the multiplier method and in line with

official data [31].
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2.3.6 NSUM use in official reports

The NSUM estimator was also used to produce reports by official organizations. The Rwanda
biomedical center [57] technical report estimates the size of the key populations at higher risk of HIV
infection, and one of the Bemoni Public Union (BPU) estimates the number of people who inject

drugs in Georgia [58] are some examples.

2.4 Discussion

The NSUM, as evidenced in this literature review, has been widely used to determine the size of the
hard-to-reach population for more than 30 years. The main advantage of this method relies on the fact
that to obtain the estimates, there is no need to access the target population at the individual level.
Moreover, the questionnaire can be structured in order not to ask directly to the respondents about
their behaviours or opinions and, in a single survey is possible to estimate the size of multiple hidden

populations.

Despite these advantages, the guidelines for estimating the size of populations most at risk of HIV by
UNAIDS and WHO suggest using first the census, the capture-recapture technique, and the multiplier
method rather than NSUM [6].

The NSUM limitations rely on assumptions typically violated in a real research setting. The first
assumption is that the probability of knowing someone in a subpopulation is equal for all the
responders (barrier effects bias); the NSUM moreover assumes the respondent is aware of the
subpopulation belonging to each individual in the personal network (transmission bias); the third
NSUM assumption relies on the fact that each responder can recall everyone in their network (recall
bias) [9,37,47,59]. To overcome these biases, several variants of the NSUM have been proposed.

These variants have been widely explained in the methodological review of Laga et al. [9].

There is no consensus on which one of the different modifications is the most suitable despite the
presence of various estimation methods. Halimi et al. [29], for example, compared the NSUM and
the proxy respondent method (PRM) and found that the frequency of PRM was closer to the real data,

whereas the NSUM underestimated the phenomenon.

Determining the minimum number of questionnaires to collect to obtain reliable estimates in the
hidden population investigated is a critical issue, as suggested in a recent work [54]. In our review,

the size of the population considered in the studies that apply the NSUM varies from a few tens to
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tens of thousands. Josephs et al. [54] proposed a sample size heuristic that can be applied in NSUM
studies. They apply their method to published studies finding that the sample sizes of the studies
considered are larger than the minimum retrieved using their sample size technique. Defining the

sample size would help reduce the costs related to the interviews and survey duration.

2.5 Conclusion

This review offers a comprehensive overview of the network scale-up method regarding
methodological aspects and its applications. The main issues that arise from this work are related to
the several biases that still affect this method, given its strong assumptions. The attempt to overcome
these biases has brought to the creation of models that had increased complexity in their structure,
such as the one based on a Bayesian framework. However, it is still difficult to handle all the main
biases together. Even the study that proposed to balance all the three main issues in the same model

suggests accounting for recall of bias in a postprocessing phase [39].
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Chapter 3.
Using Social Networks to Estimate the Number of COVID-19 Cases: The Incident (Hidden
COVID-19 Cases Network Estimation) Study Protocol

3.1 Summary

Recent literature has reported a considerable percentage of asymptomatic or paucisymptomatic cases
in subjects with COVID-19 infection. This proportion can be difficult to quantify; therefore, it
constitutes a hidden population. This study aims to develop a proof-of-concept method for estimating
the number of undocumented infections of COVID-19. This is the protocol for the INCIDENT
(Hidden COVID-19 Cases Network Estimation) study, an online, cross-sectional survey with
snowball sampling based on the network scale-up method (NSUM). The original personal network
size estimation method was based on a fixed-effects maximum likelihood estimator. We propose an
extension of previous Bayesian estimation methods to estimate the unknown network size using the
Markov chain Monte Carlo algorithm. On 6 May 2020, 1963 questionnaires were collected, 1703
were completed except for questions to define the network size (random question), and 1652 were
completed in both demographics, target question, and network size question. The algorithm was
initialized at the first iteration and applied to the whole dataset. Knowing the number of asymptomatic
COVID-19 cases is extremely important for reducing the spread of the virus. Our approach reduces
the number of questions posed. This allows us to speed up the completion of the questionnaire with

a subsequent reduction in the nonresponse rate.
This chapter was published as:

Ocagli H, Azzolina D, Lorenzoni G, Gallipoli S, Martinato M, Acar AS, Berchialla P, Gregori D, On
Behalf Of The Incident Study Group. Using Social Networks to Estimate the Number of COVID-19
Cases: The Incident (Hidden COVID-19 Cases Network Estimation) Study Protocol. Int J Environ
Res Public Health. 2021 May 26;18(11):5713. doi: 10.3390/ijerph18115713. PMID: 34073448;
PMCID:PMC8198250.
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3.2 Introduction

Since December 2019, China and subsequently the whole world has been dealing with a pandemic
due to a beta coronavirus related to the Middle East respiratory syndrome virus (MERS-CoV) and
the severe acute respiratory syndrome virus (SARS-CoV?2), named COVID-19 by the World Health
Organization (WHO) [60]. The virus quickly spread globally [61,62]. In the Italian territory, the

outbreak started with cases of pneumonia of unknown etiology at the end of January 2020.

Recent literature has highlighted a high percentage of undocumented cases among COVID-19-
infected subjects. Such cases are mostly asymptomatic or paucisymptomatic, as their lack or scarcity
of symptoms does not reach the attention of the healthcare system. Undocumented cases have been
found to expose a higher proportion of the population due to the lack of quarantine measures [63] and
to be hard to recognize, as asymptomatic or mildly symptomatic patients often do not seek medical
attention due to a lack of symptoms [64]. While challenging, the prevalence estimation for
asymptomatic and mildly symptomatic cases is fundamental given the highly contagious nature of
the virus. Zou et al. [65] reported that the viral load in asymptomatic patients was similar to that in
symptomatic carriers. Therefore, both asymptomatic and symptomatic patients may have the same
transmissibility potential. Confirmed positive but asymptomatic people also need to be isolated to
limit their contact with others. Consequently, accurate epidemiological monitoring of COVID-19
prevalence in asymptomatic people may further decrease viral contagion. Moreover, it will help

properly distribute resources, and tailor the prevention program to the outbreak’s containment [66].

Several studies have tried to reveal undocumented cases. For example, using a networked dynamic
metapopulation model and a Bayesian inference in mobility data within China, Li et al. [62] estimated
that 86% of all infections were undocumented (95% CI: 82-90%) before the 23 January 2020 travel
restrictions. In this model, the authors considered both the spatial distribution of people and their
mobility. This method was used mainly to describe epidemic outbreaks taking into count the
connectivity among people. Mizumoto et al. [67], in their study conduc