SOBOLEV REGULARITY FOR NONLINEAR POISSON EQUATIONS WITH
NEUMANN BOUNDARY CONDITIONS ON RIEMANNIAN MANIFOLDS

ALESSANDRO GOFFI AND FRANCESCO PEDICONI

ABSTRACT. In this paper, we study the Sobolev regularity of solutions to nonlinear second order ellip-
tic equations with super-linear first-order terms on Riemannian manifolds, complemented with Neumann
boundary conditions, when the source term of the equation belongs to a Lebesgue space, under various
integrability regimes. Our method is based on an integral refinement of the Bochner’s identity, and leads
to “semilinear Calder6n-Zygmund” type results. Applications to the problem of smoothness of solutions to
Mean Field Games systems with Neumann boundary conditions posed on convex domains of the Euclidean
space will also be discussed.

1. INTRODUCTION

The purpose of this paper is to establish Sobolev a priori estimates for solutions to the Neumann problem
for semi-linear elliptic equations on a Riemannian manifold (M, g) whose prototype is

{Au(x) + H(z,du(z)) = f(z) inQcM

Oyu(z) =0 on 0f) (L)

where A is the Laplace-Beltrami operator of (M,g), H : T*M — R is a nonlinear function which has
superlinear growth v > 1 in the second entry, Q C M is a domain satisfying suitable geometric conditions
(see Remark, 0, is the normal derivative and the source term of the equation f is unbounded and belongs
to some Lebesgue space L?(€2,R). Such PDEs with superlinear first-order terms appear naturally in several
fields, such as Stochastic Control Theory [6] (where builds upon a stochastic differential equation with
controlled drift and reflection at the boundary), Differential Geometry [20] and in the recent literature of
Mean Field Games [28].

In particular, we will focus on two type of gradient estimates for solutions of such equations. First,
we ask which integrability on the source term f is necessary to achieve LP-gradient bounds. Second, we
study an optimal L%-regularity estimate, and ask whether for some integrability range ¢ > ¢ > 1, a control
of f € LI(Q,R) implies bounds on the same Lebesgue space for the terms on the left-hand side of ,
meaning that there is no loss of regularity in the equation.

Since we suppose that solutions to our problem are smooth (or at least strong, see Remark , our
results are closer to the domain of a priori estimates rather than to regularity ones, as it happens in Calderon-
Zygmund regularity theory (see [22, Chapter 9]).

Our starting point is the so-called Bochner Identity, which states if (M, g) is a d-dimensional Riemannian
manifold and u : M — R is of class C3, one has

A(3IVul?) = g(V(Au), Vu) + [D*uf® + Ric(Vu, Vu)

where D denotes the Levi-Civita connection, V the Riemannian gradient and Ric the Ricci curvature of
(M, g). Then, following the notation from Gamma-calculus [3], if we consider the symmetric bilinear forms
on C*(M,R) defined by

L(u,v) = g(Vu,Vv), Ta(u,v):= %(A(F(u,v)) —T'(u, Av) — F(U,Au)) ,
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together with the associated quadratic forms I'(u) = |Vu|? and Ta(u) = [y (u, u), it is immediate to realize
that the Bochner Identity implies that

[y (u) = |D*ul* + Ric(Vu, Vu) .

Therefore, the Cauchy-Schwarz Inequality and a uniform lower bound on the Ricci curvature Ric > —kg
give the so-called curvature-dimension inequality (see [3])

To(u) > L(Au)? — kT(u) . (1.2)

This simple and deep algebraic inequality plays a pivotal role in deriving quantitative results such as gradient
estimates, which in the PDE literature are part of the so-called Bernstein gradient estimates, see e.g. [27]
31, 37, [7, 16]. As it is well-known, these bounds are the lynchpin to derive many other qualitative and
quantitative properties of solutions to nonlinear PDESs, such as Harnack inequalities and Liouville theorems
[33][I8], and even compactness theorems for linear and nonlinear PDEs. Actually, even beyond the application
to PDEs, the curvature-dimension inequality, combined with the properties of the heat semigroup, is the
cornerstone to connect the geometry of the manifold with some of its global properties, see [21], 5] and the
references therein.

In this paper, starting from the above observations, due to the presence of data belonging to Lebesgue
spaces, the application of the pointwise Bernstein argument via the maximum principle (see e.g. [29]) is
ruled out, and one needs to develop an integral method. To this aim, with a slight abuse of terminology,
we develop a kind of nonlinear integral curvature-dimension inequalities or, alternatively, integral Bernstein
arguments, to study some regularity aspects in the scale of Sobolev spaces for nonlinear equations of the
form . To do this, we borrow several tools from [31l 27, 4] and [I6], where similar regularity properties
have been analyzed through the so-called integral Bernstein method and its refinements.

Our first main estimate, that is the content of Theorem [3.1] gives the following. When f € L4(Q2,R) for
some ¢ > d = dim M and

H(z,du(x)) = L|Vu|” + g(B, Vu) ,

Ty
with v > 1 and B € L*(Q,TM|q) for some s > d, we prove that Vu € L"(2,TM|q) for any 1 < r < oco.
This step is achieved by first testing (1.2)) by suitable powers of I'(u) = |Vu|? and then plugging the equation
(1.1) in (1.2) to gain additional coercivity, that is

D2u? > L(Aw)? = L(H = f)? ~ 1| Vul?’ — o f? |

This step is crucial in many results in the PDE literature, both from a quantitative perspective, see [31, 27|
12, 29] among others, as well as for qualitative aspects like Liouville theorems, cf [33, BI, B7]. The boundary
terms are handled assuming a condition on the second fundamental form of the boundary 92, which in
the Euclidean case reduces to the convexity, that leads to the “good sign” for the exterior derivative term
0,|Vul?, see |30, 12} [36] for similar assumptions and contexts. Then, a combination of Holder, Young and
Sobolev inequalities allows to get the conclusion through classical absorption schemes typical of regularity
analyses for linear and nonlinear PDEs, see Section [3.1] for the details of the estimates. The first result
dates back to [3I] when (M,g) = (R%,(,)) equipped with Dirichlet boundary conditions, see also [27] for
local estimates when f € L°°, both of them when B = 0. The presence of a drift term has been addressed
in [4] for elliptic equations with leading operator in non-divergence form with Sobolev diffusion matrix and
first-order terms with natural growth. Finally, when B = 0 and (M, g) = (R4, (,)) with Q C R¢ convex, or
B=0and (M,g) = (T =R4/Z4,(,)) with Q = T¢, the results can be found respectively in [1Z] [35].

Our second main estimate, that is the content of Theorem is much more delicate and exploit a further
generalized version of (1.2)), following the lines of [I6]. In particular, we prove that for a suitable C?-function
h = h(t) of one real variable, with h'(t) > 0 and h”(t) < 0 for any ¢ > 0, we have

A(h(3Vul?)) = 1 (3|Vul?) (|D*ul* 4+ T'(u, Au) + Ric(Vu, Vu)) + b (3[Vul?) | D*u(Vu)?

which leads, through the Cauchy-Schwarz inequality, to a weighted version of (L.2)). As a further additional
step in the program, the integral version of the method requires to work on suitable restricted domains (i.e.
on super-level sets of the gradient). Differently from Theorem the classical absorption scheme leads to



an “unbalanced” inequality of the form

d—2

b u oIVl 2 kD) e [ (Vi = R
{IVu|>k}

for all k > 1, where ( = ((t) is a continuous function such that ¢{(t) — 0% as ¢ — 0%. Since 432 < 1, one
cannot apply the Young inequality to obtain the desired bound |Vu|? € L%(2,R). Nonetheless, one can
get an estimate through a continuity argument introduced in [16], see also [23] for similar bounds in energy
spaces of suitable powers of |u|. This allows to reach an estimate below the threshold ¢ = d and prove that

f € LYQ,R) for some ¢ > max {d%,Z} = |Vu|” € LY, R)

and get even higher regularity for the second derivatives from the equation itself through Calderén-Zygmund
theory, cf [22 [34] 24]. We remark that such an estimate fits within the so-called mazimal L?-regularity
estimates, and has been proposed in a series of seminars by P.-L.. Lions and recently addressed for problems
posed on the flat torus, typical of ergodic control theory, in [I6] under the same integrability conditions. Here,
as suggested by P.-L. Lions himself in his conferences, we continue the analysis initiated in [I6] and drop
the periodicity condition, working with problems posed on Riemannian manifolds equipped with Neumann
boundary conditions, providing a further technical advance in the field.

We emphasize that the proofs of Theorems and [3:2] adapt, with minor modifications, to PDEs posed
on compact Riemannian manifolds without boundary, for which the results to our knowledge are new (see
Remark. A different approach to tackle interior bounds to such problems has been recently implemented
in [I7] through a blow-up method in the superquadratic regime. Let us finally remark that our methods do
not allow to treat the parabolic version of . In this direction, rather different methods based on duality
techniques recently appeared in [14] [15].

As a byproduct of Theorem we show that such a level of regularity allows to improve the range of
the smoothness of solutions to the following system of PDEs arising in the theory of Mean Field Games
introduced by J.-M. Lasry and P.-L. Lions [28], posed on a convex domain  C R? of the Euclidean space,
which describes the configuration at equilibrium of differential games with infinitely many indistinguishable
rational agents:

—Au(z) + H(z,du(z)) + A =m*~ e,
—Am(z) — div(9,H (z, du(z))m(z)) = 0 r e,
du(x) =0, dym(z)+ (0,H(z,du(z))-v)m(z) =0 =z,
Jom(z)dz =1, m(z)>0 zeEN.

In the above system, H is the so-called Hamiltonian (while 0,H (z,p) denotes the partial derivative of H
with respect to the second entry) and the variables m : @ — (0,400), u : € — R and A € R describe
respectively the equilibrium configuration of the agents, the equilibrium cost of a prototype player and the
ergodic constant. In our analysis, it is composed by a Hamilton-Jacobi equation with a Hamiltonian term
having superlinear growth in the gradient entry, i.e. H(x,du(z)) ~ |Vu|? for some v > 1, and a stationary
Fokker-Planck equation driven by the (optimal) vector field d,H (z,du(x)) ~ |Vu|"~!, which heuristically
describes the optimal strategies of the average player. In particular, we show in Theorem [I.]] that for such
a model problem, there exists a classical solution (u, A\, m) provided the exponent « satisfies

’
~ ’ oy
@< g s where 7' = 13-

This improves upon the known results in the literature for problems with Neumann boundary conditions, cf
[12] 32], and also the better range found in the periodic setting [I3], see Remark and, finally, is flexible
enough to cover problems with multi-populations.

Plan of the paper. In Section [2] we collect some preliminaries of Differential Geometry and Geometric
Analysis. Section [3] contains the statements and the proofs of our main results, that are Theorem [3.1] and
Theorem [3.2] Finally, in Section [4] we provide the above mentioned application of our estimates, that is
Theorem F11
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2. PRELIMINARIES OF GEOMETRIC ANALYSIS

2.1. Riemannian geometry.

Let (M9, g) be a smooth Riemannian manifold of dimension d > 3. From now on, we will always assume
that (M, g) is connected, orientable and not necessarily complete.

We denote by d the exterior derivative, by D the Levi-Civita covariant derivative and by wye the Rieman-
nian volume form. Furthermore, we denote by Rm(X,Y) := Dix y] — [Dx, Dy| the Riemannian curvature
tensor and by Ric(X,Y) := Tr(Z — Rm(X,Z)Y) the Ricci tensor. Notice that the Riemannian volume
form induces a measure vol on M by setting

vol(E) = fE wyol for any Borel subset E C M .

We also denote by | - | the norm induced by g on the tensor bundle over M. For example, given a field of
endomorphisms A € C°(M,End(TM)), we have

[N

A M SR, |A], ::(igm(Ax(ei)7ej)2) :

i,j=1
where (e;) is any orthonormal frame for the tangent space T, M.
Given a sufficiently regular function v : M — R, we denote by Vu the gradient of u defined by
g(Vu, X) :=du(X) forany X € C*(M,TM)
and by D?u the Hessian of u defined by D?*u(X) := Dx(Vu). We also denote by
Au:=Tr(Z — D*u(Z)) = div(Vu)

the Laplacian of u. Here, div(X) := Tr(Z — DzX) denotes the divergence of the vector field X. We also
recall the following well-known

Proposition 2.1 (Bochner Formula). Let u € C3(M,R) be a function and set w := 5|Vul®. Then, it holds
that

Aw = g(V(Au), Vu) + |D*u|? + Ric(Vu, Vu) . (2.1)

Proof. By definition we get dw(X) = g(Dx(Vu), Vu) for any smooth vector field X, hence
Vw = D*u(Vu) . (2.2)
Therefore, if we fix a point z € M and a local frame (e;) in a neighborhood of x such that (e;), is an

orthonormal basis for T, M and (De;), = 0, from (2.2)) we get

Aw =" g(De, Dy, Vu, e;)

=1
= Z g(DVuDeivuv ei) + Z g(D[ei,Vu]vuv ei) - Z g(Rm(e'w VU)VU, ei)
i=1 i=1 i=1

n

= ZEVu(g(DeiVu, e;)) + Z 9(De; Vu, ei)? + Zg(Rm(Vw e;)Vu,e;)
i=1

ig=1 i=1
= g(V(Au), Vu) + |D?ul? + Ric(Vu, Vu)

where £ denotes the Lie derivative. This completes the proof. O

Notice that the Bochner Formula implies the following

Lemma 2.2. Let u € C*(M,R), w = 1|Vul?, h: [0,+00) — R of class C* and set
z=nhw), 2N :=nw), 2@ :=n"w).
Then
Az = z(l)(g(V(Au), Vu) 4 |D*ul* + Ric(Vu, Vu)) + 23| D2u(Vu)|? . (2.3)
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Proof. Observe that
Az = A(how) = (Row) Aw + (h"ow) |[Vuw|* .

Therefore, by (2.1) and (2.2)) we obtain (2.3)). O

Let now 2 C M be a domain, i.e. a non-empty, connected, open subset, and assume that the boundary
0f) is an orientable, embedded hypersurface of class C*°. This implies that there exists a non-vanishing,
unitary, normal, outward-pointing vector field v € C*®(9Q,TM|sq) on the whole 9Q. Then, from the
Stokes” Theorem we get the following

Proposition 2.3 (Integration by parts Formula). Let us consider a function u € C1(Q,R)NC°(Q,R) and a
vector field X € C*(Q, TM|q) NC*(Q,TM|g). Then

/ 9(Vu, X) wyol +/ wdiv(X) wyel = / wg(X,v) 190" (Vawyel) , (2.4)
Q Q 90
where 1pq denotes the canonical embedding of O into M and 150™* (Vawyel) = Wyol (1/7 duoa(),. .. ,dZaQ(')) 18

the induced Riemannian volume form on the boundary OS).
Proof. We first observe that
Lx(Uwyol) = (Lxu) wyol + U (Lxweol) = g(V, X) wyol + udiv(X) wyol -
Moreover, by the Cartan Magic Formula
Lx (uwyor) = d(u X swyer) + X ad(uwyer) = d(u X Lwyol)
and so, by the Stokes Theorem

/g(VmX)wVOl—l—/udiv(X)wv01:
Q Q

:/d(UXJwvol):/ ZaQ*(UXJOJvol):/ wg(X,v) 90" (Vawya) |
Q 90 99

which concludes the proof. O

For the sake of notation, we denote by d,u the normal derivative

Ou = g(Vu,v) .
Moreover, we recall that the second fundamental form of 09 is the symmetric (0, 2)-tensor field
II:ToNRTIN =R, II(X,Y):=—g(DxY,v) forany X,Y € C>®(9Q,TON) . (2.5)

For the sake of shortness, we introduce the following notation:

Definition 2.4. We denote by O the class of all the domains Q C M with the following property: 2 has
compact closure and the boundary 0fQ is an orientable, embedded hypersurface of class C*°. For any 2 € O,
we denote by v the non-vanishing, unitary, normal, outward-pointing vector field on 92 and by II the second
fundamental form of 0€2. Furthermore, we define the subset

Ot = {Q € O : the second fundamental form IT of 9 is non-negative deﬁnite}

We stress that a domain Q € O belongs to the class O if and only if it is locally geodetically convez, i.e. for
any x € 0f there exists a neighborhood U, C M of x such that the intersection U, N2 is geodetically convex
[8]. Moreover, if (M, g) has nonpositive sectional curvature, e.g. the Euclidean space or the hyperbolic space,
then the following strengthened version of this result holds true: a domain 2 € O belongs to the class OF if
and only if it is geodetically convex [2, Theorem 1]. According to this fact, the following lemma is a direct
generalization of [30, Lemme I.1].

Lemma 2.5. Let Q C M be a domain in the class O and u € C*(2,R) a function satisfying the Neumann
condition dyu =0 on 9Q. If w = $|Vu|?, then

Oyw = —1I(Vu, Vu) .
In particular, if Q € OF, then d,w < 0.
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Proof. Notice that the Neumann condition d,u = 0 is equivalent to the gradient Vu being tangent to the
boundary 9€). Then, by (2.2) and a straightforward computation

d,w = g(D*u(Vu),v) = g(Dv,Vu,v) = —11(Vu, Vu)
and so we get the thesis. O

2.2. Sobolev spaces and inequalities.

Let 2 C M be a domain in the class O and E — M a vector bundle of tensors over M, e.g. the tangent
bundle TM — M or the bundle of symmetric endomorphisms Sym(7TM,g) — M. For any smooth tensor
field T € C*°(Q, E|q) and for any 1 < p < oo, we set

HTHLP(Q,EIQ) = (fgz|T|pwvol>
Furthermore, given k € Z, k > 0, we define
k
1Tl wer@.El0) = D IDTlo@po)g »  with B9 = (T*"M)¥ 0 E
§=0
where DIT denotes the j-th covariant derivative of 7. Then, we define the Sobolev space W*P(Q, E|q), resp.
W(f’p(Q, E|q), as the completion of C>(Q2, E|q), resp. C°(£, E|q), with respect to the norm || - lwer©,E)0)-
As usual, we adopt the notation LP(Q, E|q) == WoP(Q, E|q). Here, C°(2, E|q) denotes the space of smooth
sections of F with compact support in Q. In the special case of the trivial line bundle £ = M x R, we use
the notations LP(Q,R) and W*?(Q,R).
Being ) compact, it holds that the definition of W*P(Q, E|q) does not depend on the Riemannian metric
g [25, Proposition 2.2] and that W*4(Q, E|q) C W*P(Q, E|lg) € WFL(Q, E|q) for any 1 < p < ¢ < o0.
Moreover, the following Sobolev embeddings hold (see [25, Chapter 10]).

3 =

Proposition 2.6 (Sobolev Inequality). Let & C M be a domain in the class O. Then W2(Q,R) C
L%(Q,R), i.e. there exists a constant Cson(2) > 0 such that

||U||L%(97R) < Csob () ([IVull L2, r0110) + NlullL2(0.r)) (2.6)

for any function u € WH2(Q, R).

As in the Euclidean case [I, Thm 5.22], the following extension result holds true for domains in the class
O. For the sake of completeness we sketch the proof, which is very similar to the Euclidean counterpart.

Lemma 2.7. Let Q;,Qs C M be two domains in the class © such that Q; C Qs. Then, there exist a linear
operator

T.C® (M, R) — C(2, R)

which verifies the following properties:

a) for any u € C? (ﬁh R) it holds

(Tu)lg, =u;
b) for any k>0 and 1 < p < oo, T can be extended to a bounded linear operator
T:WhP(Q1,R) — WP (Q,R) .
¢) for any 1 < p < oo, there exists a constant K, > 0 such that
AT )| Lo () < Kp [ AUl Lo (0, r)
for any u € C? (ﬁl, R)

Proof. In the following proof, we denote by B(0,7) := {y € R?: |y| < r} the Euclidean ball in R? of radius

r > 0 centered at the origin and by B,(z,r) the open ball in M of radius r > 0 centered at the point z € M
determined by the Riemannian distance d, induced by g. Moreover, for any subset £ C R?, we set

ECO =ly=(y' ..,y eE:y? >0}, EEY ={y=(@"...y")eE:y* =0},
E(<0) . {y= W, ..y e Byl < 0}, EZ0 . g0 p(=0)
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By hypothesis, there exist € > 0 and a finite sequence of points {x1,...,2x} C 991 on the boundary of
1 such that, setting U; :== B, (z;, €), the following properties hold true:
i) {Z/ll, .. .,Z/lN} is a finite open cover of 99, and U, C Qs for any 1 < s < N;
i) for any 1 < s < N there exists a smooth diffeomorphism ¢, : Us — B(0,1) such that ¢s(zs) = 0 and
Ys(Us M) = B0,1)Y 4 (Us N 0Q) = B(0,1)=7 (U \ ) = B(0,1)<0) ;
ii1) there exists § > 0 such that the tubular neighborhood N := {x € M : dg(x,9Q;) < 6} verifies

Nc | v '(B03);

1<s<N

iv) the pulled-back metrics g, == (1 1)*g extends smoothly to B(0, 1) and verifies
(95)i5(0) =855, 65 < (gs)ij(y) < 26;; as bilinear forms for any y € B(0,1) ;
v) for any £ > 0 and 1 < p < oo, there exists Cp, > 0 such that

| (2q W) o (U . wnuy)) Hwk,pws(usmuq)) < Cyyp forany1<s,q<N withUds NU; #0,
1(gs)ijllwrr(Bo,1)) < Crp forany 1<s< N, 1<4,j<d.

Let us consider the open set
Q= {(,y") R xRy < by’ <} R

and observe that B(0,3) C Q C B(0,1). Hence, the open sets V := 1, '(Q) C Uj, form a finite open cover
of N/. We also choose another open set Vy C €, bounded away from 9, such that {Vy,V1,...,Vn} is an
open cover of 2. We then take a smooth partition of unity {no,n1,...,nn} subordinate to {Vo, V1,...,Vn}
and we assume that for any £ > 0, 1 < p < oo it holds

||n5||wk,p(g27R) <Cip foranyl1<s<N.
Fix u € C* (ﬁl,R) and, for any 1 < s < N, define

us = (ns o (V5 po,1ye0)) - (wo (U5 Hponen)) -

Since supp(u,) C Q=9 we can trivially extend it to a function u, € C>°((R?)(Z% R). By [I, Thm 5.21],
there exists a linear operator

T:C®((RHEY R) — ¢ (R R)
such that, for any v € C* ((Rd)(>0) R) with supp(v) € Q29 the following properties hold:
- ify = (y,y?) with y? > 0, then (T)(y) = v(y);
. supp(fv) C Q;
||TUHWkp (@R) < Crp lvllwer Q0 R) for any k>0, 1 < p < oo;
- for any 1 < p < oo there exists K, > 0 such that HA(TU)HLp oRr) < K, AV e (o0 R)-

In the last two properties above, the Laplacian and the Sobolev norms in @ C B(0, 1) are taken with respect
to the standard Euclidean metric.
Let us define now

N
Tu = (no-u)+ Z(Tus) o 1s .
s=1

Then, it follows by construction that Tu € C° (€2, R) and that (T'w)(z) = u(x) for any « € Q;. This gives
rise to a linear operator T : C*° (ﬁl,R) — C° (QQ,R) satisfying claim (a). Moreover, a direct computation
shows that for any & > 0 and 1 < p < oo, there exists a constant L = L(k, p, d, Cy p, Q1,Q2) > 0 such that

1 Tullwer,ry < Lllullwes o r)

from which claim (b) follows. Finally, a similar computation proves claim (c). O

Therefore, from Lemma and [24) Thm 4.1], the following Calderon-Zygmund inequality holds.
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Proposition 2.8 (Calderon-Zygmund Inequality). Let Q C M be a domain in the class O. Then, for any
1 < p < oo there exists Coz (), p) > 0 such that
ID%ul| Ly (@, 8ym(rar,g)l0) < Coz(,p) [ Au] Lo o) (2.7)
for any function u € C*(Q,R).

3. MAIN RESULTS OF THE PAPER

Let (M9, g) be a Riemannian manifold and consider the Neumann problem

{—Au + 1|V +g(B,Vu) = f imQCM 51)
d,u=20 on 0f)
under the following assumptions on §2:
) C M is a domain in the class O7 ; (D1)
vol(2) < p,
Ric,(&,€) > —k|€]? for any 2 € Q, £ € T, M, (D2)

the constant Csop(€Q2) in (2.6) can be chosen such that Cgon(2) < o
and the following assumptions on the ingredients:

feCt QR NCQR), ~v>1; (Inl)
B €C' (2, TM|q)NCO(Q,TM|g) and there exists s>d such that || B|:@qr) <0 . (In2)
Notice that in the conditions above x, p, 0,6 denotes some given positive constants.

It is well-known that in the Euclidean space (R%, (,)) the geometry of the domain plays a crucial role. In
particular, it is shown in [30, Lemme I.1] that when Q is convex one has 9,|Vu|?> < 0. Then, after applying
an integral Bernstein argument as in [31], one gets the result, see [I2, Theorem 19]. Here, we prove a more
general version of [I2] assuming an appropriate counterpart of the above convexity assumption in the more
general realm of Riemannian manifolds, see Lemma [2.5] when the equation is perturbed with a first-order
term having an unbounded coefficient. The gradient estimate is then achieved via a refined version of the
Bochner’s identity, see Lemma and adapting the integral technique in [27, [31]. Here, we stress that we
work with classical solutions (or even strong solutions, cf [I6] Remark 3] or [4]), but bounds will depend
only on the integrability properties of the data and, additionally, to a lower bound on the Ricci curvature
coming from Bochner’s formula, so this can be regarded as an a priori estimate.

Our first main result reads as follows.

Theorem 3.1. Let u € C3(Q,R) N C3(,R) be a solution of the Neumann problem (3.1) and assume that

(D1), (D2), (Inl), (In2)) hold true. Then, there exists ¥ = 7(d,~) > 1 such that, for any r > 7, there exist a
constant C' = C(d,~, k,p,0,0,7,8) > 0 and an exponent ¢ = q(d,r), with 1 < ¢ < d, such that

IVullr@rmie) < COA+ 1 fllzear) » TE{?OO q(d,r) =d~ . (3.2)

As a byproduct of Theorem [3.1] one has for any 1 < < co the existence of a constant C' > 0 such that
IVuller@rmia) < CO+ [ fllLuam) -

This can be seen as nonlinear counterpart of [I0] for the case p = 2 and in the presence of lower-order terms
with superlinear growth. By exploiting the regularizing property of the equation we also have

feLYQR) for some g >d = Vuel®Q,TM|q). (3.3)

Indeed, if f € L1(Q,R) for some g > d, then by it follows that Vu € L"(Q,TM|q) for all r > 7(d,~)
and so, by using equation together with condition and the Holder Inequality, it follows that
Au € L1(Q,R) as well. Therefore, the Calderon-Zygmund Inequality (see Proposition and the Sobolev
embedding W4(Q, TM|q) < L>(Q,TM|q) (see [25, Chapter 10]) allow to conclude the assertion (3.3). We
emphasize that the restriction ¢ > d is necessary to ensure L*°-gradient estimates even for linear equations
in the Euclidean setting, see [26] and also [14] for an explicit counterexample in the parabolic case via the
fundamental solution of the heat equation.



We now turn to maximal L?-regularity properties for the equation (3.1)). Here, we assume
B=0 (In2)

instead of and we shall use the same scheme developed in [I6]. Nonetheless, compared to [I6], here
we face two additional difficulties. First, we treat the Neumann problem and hence handle boundary terms.
Second, we have additional terms involving the Ricci curvature that can be absorbed via a suitable application
of Young’s inequalities. Our proof instead here builds upon a generalized Bochner’s formula proved in Lemma

Theorem 3.2. Let u € C3(Q,R) N C2(,R) be a solution of the Neumann problem (3.1) and assume that
(D1)), (D2), (nl), 1' hold true. Assume that there exist an exponent q and a constant K > 0 such that

q > max {d%ﬂ} o M llzar) + IVUllpi@rme) < K-
Then, there exists a constant C = C(d,v, Kk, p,0,q,K) > 0 such that
[Aul|Lar) + IVl [[Leor) < C - (3.4)

We remark that, by exploiting again the Calderon-Zygmund Inequality (see Proposition [2.8]) together with
a bootstrapping argument, one can even obtain from Theorem estimates on ||D2U||Lq(Q7Synl(TM7g)|Q).

3.1. Proof of Theorem [3.1]
The proof is accomplished in several steps and auxiliary results to control the terms coming from the
integral Bochner’s identity, see (3.5)) below.

Let u € C3(Q,R) NC*(€2, R) be a solution to the Neumann problem (3.1) and set w := 1|Vu|?. By (2.1)),
we obtain the following integral Bochner’s identity for solutions to (3.1)

—/ Awwpwvol—i—/ | D?ul? wP Wyl =
Q Q

= —/ (V" "2g(Vu, Vw) w? wye — / 9(V(g(B,Vu)), Vu) w? wye
Q Q

—/Ric(Vu, Vu)wpwvol—l—/g(Vf,Vu) wP wyer  (3.5)
Q Q

for any p > 1. We are going now to estimate each term appearing in the equation (3.5)). We begin with the
terms on the left hand side.

Lemma 3.3. There erists a constant C; = C1(d,~) > 0 such that

d—2 p+1
(p+1)d d y—1 Py
2 4 1
_ Aw wP Wyol = 402(1,11)2 (/ w o a—2 Wvol) — T)Jﬁ)g VO](Q) P+ </ wP+’Y Wvol) , (36)
Q Q Q
2,12 1 2,12 27 -1 2 1 2
/ ‘D U| WP wWyol > 5/ |D u| WP Wyl + m/ wp+’ywvol - C (/ ‘BI wht wvol+/ f wpwvol> .
Q Q Q Q

(3.7)

Proof. First, by using the integration by parts formula (2.4]), Lemma and the chain rule, we obtain
—/ Aw wP wyo = —/ div(Vw) wP wyel
Q Q
= / g(Vw, V(wP)) wyol — / wP g(Vw, v) 190 (Vawyor)
Q o0
>p [ 0 Vul e
Q

p+1

_ _4p 2
— it [ |0 P
Q
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p+1

By the Sobolev’s inequality (2.6]) applied to the function w2 , we get

d—2
(p+1)d d p+l 2
1 == 1
202 (/ w 42 Wvol) S/ |VU} 2 ’ Wyol + wp-‘r Wyol
Q Q Q
d—2

(p+1)d i
2 4 1
— /S;A'LU wp Wyol Z Wil)g (/{;w d-2 WVO1> — ﬁ/{;wp-i_ Wyol - (38)

Since vol(€2) < oo and v > 1, it holds that

Pl
1 p+y
/Q W gy < vol(9) ( /Q Wt wvol) (3.9)

and so (3.6)) follows from (3.8) and (3.9).

We now handle the second estimate. By the Schwarz inequality, it is easy to see that

and so

|D*ul” > L(Au)? . (3.10)
This observation allows to gain additional coercivity from the equation, and get
ID%uf? > 3(XVul" + g(B,Vu) - f)* .
Moreover, we recall that simple algebraic calculations lead to
(a+b—c)? >a*—2a(|b| +]|c|]) for any a,b,c € R with a >0 . (3.11)

Then, by using (3.10), (3.11]) and by plugging the Hamilton-Jacobi equation (3.1]) we obtain

/|D2u|2wpo.)v01 > %/ |D2u|2wpwvol+Qfld/(Au)prwvol
Q Q Q

Y

%/ |D2u|2wpwvol+ﬁlgd/ |Vu|?Y wP wyo — %/ |B| |V T wP wyol
Q Q Q
~ 1 [ 111 (3.12)
Q
U D2 w? e+ 2o [P g — 22 [ Bt
3 vol ~2d w Wyol ~d w Wyol
Q Q Q
ol
- %/ ‘flwp-i-% Wyol -
Q

By the generalized Young’s inequality, it follows that there exist C},C{ > 0 depending on d,~y such that

~

+1
272 4 atl 1 + , 2 +1
5 /|B|wp T wvol < g | W wva +C1 | BT wP T war
Q Q Q
x
22 +3 1 + 1" 2
W/ |f‘w;0 2 Wyol S 472d/wp ’wiol“v‘Cl / f wpwvol
Q Q Q

and so (3.7) follows from (3.12) and (3.13) by taking Cy = max{C], C'}. O

We now estimate the first-order nonlinear terms. More precisely

(3.13)

Lemma 3.4. There exist constants C = C(d,~) > 0 and Cy = Cs(d,p) > 0 such that

C
—/ |Vu|""2g(Vu, Vw) w? wye < p—|—1(/ |D2u|2wpwvol+/ wP™ wvol) , (3.14)
Q Q Q

- / 9(V(g(B, V1)), Vi) P ey < L / | D2ufPw? woy + C / B ey (3.15)
Q Q Q
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Proof. By using again the integration by parts formula (2.4]), the Young’s inequality and the Neumann
boundary condition, we obtain

/ |Vu|""2g(Vu, Vw) w? wye = T}rl g(|Vu] 2V, V(wP™)) wyel
Q Q

—p—il/gdiv(\VuP_QVu) wP Tt wvol—ﬁ/{z|Vu|“’_2wp+18,,uzag*(wwvol)

= -2 g(V|Vu|" "2, Vu) wPt wye — r}ﬂ/ [Vu " Auw? ™ wyr -
o) o

(3.16)
Then, by (3.10)), (3.16) and the Young inequality, we obtain

—/ [Vu|""2g(Vu, Vo) 0P wye < 222 / | D?u|| V|~ 2Pt wvol—l—p—‘@l/ | D?u||Vu| 2wl T w
Q Q Q

p+1

2 2 d P pty
=922 1M |D2u|w2w 2 Wyol
p+1 Q

c
< (/ DQuIQw”wvoﬁ/w””wvd)
p+1\Jg Q

for some C' = C(d, ) > 0 and so we get (3.14)).
We now handle the second estimate. From ({2.2)), (3.10)), the integration by parts formula (2.4)), the Young
inequality and the Neumann boundary condition, we get

_/Qg(V(g(B,Vu)),vu) wpwVOl:/

g(B, Vu) div(wPVu) wyel — / g(B, Vu) wPd,u1s0™ (Vawye)
Q

o0

:p/ (B, Vu) g(Vw, Vu) wP ™! wye —l—/ 9(B, Vu) Auw? wyel
Q Q

< p/ |B| |[Vul|® | D?u| wP ! wye +/ |B| |Vu| |Au| wP wyol
Q Q
< (2%p—|— v2d)/ |B|w% |D?u| w? wyol
Q

< é/ |D2U|2wpwvol+02/ | B2wP T wy
Q Q
for some Cy = Cy(d, p) > 0. Hence, (3.15]) follows. O

We estimate now the last terms.

Lemma 3.5. There exists a constant C3 = C3(d,p) > 0 such that

p+1

. Py
—/ Ric(Vu, Vu) w? wye < 2HV01(Q)PT‘1 (/ wP ™ wvo1> , (3.17)
Q Q
—/ g(V [, Vu) wP wye < %/ | D?u|? wP wyo) + Cg/ 2 wP wyor - (3.18)
Q Q Q
Proof. By the lower bound on the Ricci tensor, we get
— / Ric(Vu, Vu) w? wye < 2/1/ wPT Wy (3.19)
Q Q

and so (3.17)) follows from (3.19) and (3.9).

We now handle the second estimate. By using integration by parts formula (2.4) and the Neumann
boundary condition, it follows that

—/ g(V f, Vu) wP wyel = / fdiv(wPVu) wyol —/ FfwPo,u1a0™ (Vawyol)
Q Q o0 (320)

_ / £ o(V(wP), Vit) weot + / F AU oy .
Q Q
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Since a direct computation shows that
|9(V(wP), Vu)| < 2pw?|D?ul , (3.21)
from (3.10)), (3.20), (3.21) and the Young inequality, we get

- / 9(Vf, V) P ey < / 11 |9(V (), V)| wyor + / 1 1A 0P wyey
Q Q Q

IA

(Vd +2p) /Q D] ] wPinen

IA

% / |D2’LL|2 wP Wyol + CB/ f2 wpwvol .
Q Q

for some C5 = C3(d,p) > 0. Hence, (3.18) follows. d
The last lemma that we need is the following

Lemma 3.6. Let s >d and 0 > 0 as in (In2)). Then, there exists Cy = Cy(d, v, p,0,p,s) > 0 such that

p+1
d s Pty
02/ |B|2w‘”+1 Wyol S #W (/ w(p'H) diQ wv01> + 052_‘104 </ U)p+’y OJVO]) . (322)
Q Q Q

Proof. By the Holder’s inequality

s—2

/ |B|2 wp-i—l Wvol < (/ |B|swvol> (/ w(p+1)ﬁ wvol)
Q Q Q

Owing to the fact that s > d, we have 1 < %5 < %2’ and hence p+1 < (p+1)25 < (p+ 1)%2, by
lwl|},t, for t = € € (0,1), so that

. . t
interpolation we have ||wl| 1=, < ”w”ﬁp“)d%‘

s—2 d—2 s—d
s s d s s
(/ w(p+1)572 wvol) < (/ w(erl)‘d’Z wvol) (/ wp-i-l wvol)
Q Q Q

Then, by using the Young Inequality with exponents &, - we get

d—2 s—d
4 s s s
02/ |B‘2 wp-‘rl Wvol < </ w(p+1)m wvol) . CQ (/ |B|S wvol) (/ wp-‘rl wvol)
Q Q Q Q
2 =2

d S

S W </ w(p‘i’l)ﬁ wvol) -+ Ci </ |B|S wvol) / prrl Wvyol (323)

Q Q Q

for some C} = C)(d,p,0,s) > 0. Therefore, (3.22)) follows from (In2), (3.9) and (3.23). O

We are now ready to complete the proof of our first main theorem.

Proof of Theorem[5.1 From now until the end of the proof, we will denote by C;, i € N, constants that
depend only on the data (d,~, &, p,0,0,p,s). On the other hand, we remark that the constant C coming
from depends only on the data (d,~).

Notice that, back to and owing to the previous estimates , , (3.14), (3.15), (3.17), (3.18),

we end up with

(p+1)d d 2 19 v
L W T2 Wyl + 1 | | D*u)Pw? + 253 [ wPT wy <
o%(p+1) o 6 o 272d 0

~ p+1
C(d s

< o) (/ \DQuIprwvol-F/ wpﬂwvol) +C5( (/ wp“wvol)p ’ +/ f? wpwvol> . (3.24)
p+1 Q Q Q Q

We then apply the Young Inequality to the third term of the right-hand side of (3.24)) to get

p+1
+ R N e
C5 wP™ Wyol S 4~72d w Wvyol + CG .
Q Q
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Henceforth, after absorbing the first term of the right-hand side on the left-hand side of (3.24)), it follows
that there exists p = p(d,v) > 1 such that

(p+1)d K8 9
2 W A2 Wyg <O 1+ | f2wPwyol (3.25)
Q Q

for any p > p. We now handle the term involving the source f. We use the Holder inequality, with exponents

1)d 1)d
B = (p+1) and f3, = (p+1)

» = (d2)p = “a¥2p

together with the the generalized Young inequality to obtain

Ed—2))p 1
(p+1)d p+1)d Pp
2 2
Cy f WP wyo1 < Cy (/ w d4=2 WVO]) f Pr Wyol

Q Q Q

d—2
(p+1)d kS 2(p+1)
- ( / = wvol) (1l 2o )2
Q

(3.26)

Let us set now
d
ri= Q(Zfé) . q=20,.
Then, by means of (3.25)) and (3.26)), it is straightforward to see that there exists 7 = 7(d,~y) > 1 such that,

for any r > 7, there exist a constant C = C(d, v, &, p, 7, 60,7,s) > 0 such that
IVullpr@,rmig) < CA+1fllar)) -
Moreover, we get 7 — +00 and ¢ — d ~ as p — +o0. This concludes the proof. 0
3.2. Proof of Theorem [3.2]
The proof of Theorem [3.2]is a consequence of the following Proposition [3.7] We follow the presentation

given in [I6]: we first state, without proving, Proposition and we show how to apply it to prove Theorem
Subsequently, we prove Proposition

3.2.1. Proof of Theorem[3.%: Part I.
Let us define the function

146

h:[0,+00) =R, h(t):=2(1+t)"2  with 0 < § < 1 to be chosen later

and set
w=3Vul*, z:=hw).
We will work on super-level sets of z, and so we define
2= (z—k)" and Q. ={reQ:z2>k} foranyk>0.
The main result of this section is the following
Proposition 3.7. There exists § = 6(d, v, &,q) € (0,1) and a continuous function ¢ : [0,+00) — [0, +00),

which depends on d,~y, K, q, K, such that
lim ¢(t) =0"

t—0+
and, for any k > 1, it holds that

av_ d av_
</ Zp*e wvol) < / 25" wyol 4+ ¢ (vol(Q)) - (3.27)
Qk Qk

that implies Theorem We show here how to use it to get the maximal regularity estimate. Notice that
it is the same proof of [I6], that we propose here for the convenience of the reader.

Proof of Theorem[3.3. Let us set

and define the function
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so that (3.27) is equivalent to
b(y) < C(vol(Q))  for any k=1 (3.28)

Notice that ¢ has a unique maximizer y* = (df)%, with corresponding value ¢* = ¢(y*) > 0. Moreover,

for any (16 [0,¢"), the equation ¢(y) = ¢ has two roots, that we denote by y=((), such that 0 < y~({) <
y* <yt (¢) <1. Since ((t) — 0T as t — 0T, there exists t* = t*(d,~, p, K) such that

0<tr<¢™, ()<t forany 0<t<t". (3.29)
By the Chebyshev inequality [9, p.6]
2 1 1
vol(2) = vol({x eN: w(x)% > ((H2k) o 1) : }) < 2 T / W? Wyol
(30 -yt
2
and so , .
IVullporae) < V2((R2k) ™ —1)2 = vol(Q) <t*. (3.30)
Set
146

* 2\ 2
k= 25 (14 3 (F IVul @)
and notice that by (3.28]), (3.29) and (3.30])
o(yr) <t for any k > k™,

which provides the alternative 0 < y;, < y* or y* < yi < 1 for any k > k*. By the smoothness assumption
on u, the function k + yj is continuous and it eventually vanishes for large values of k. Hence, we deduce
that

0<yp <y* foranyk >k™.
Standard properties of the Lebesgue spaces give

146

~ _ 146 148 148 _ ot
196 gy = MU0, o < 2N+ 0) L =2 (4 0) e -
Then
* * 4 xy LE8 * 4
el s gy < 125+ 7l ) < oy YOI < () 4 kvol@ % (331)
from which it follows that there exists C = C(d,~, k, p, 0, q, K) > 0 such that
IVl Ls@r) < C - (3.32)
The estimate on [|Aul|zq(q,r) follows readily by using the equation itself and (3.32). O

3.2.2. Proof of Theorem[3.%: Part II.
We proceed now with the Proof of Proposition It is easy to verify that for any ¢ > 0

W < (1+1)7 (3.33)
while for t > 0 and § € (0,1) straightforward computations lead to
B'(t) + 2th" (t) > 6K/ (t) . (3.34)

Moreover, for the sake of notation, we set
2= R'(w) and 22 = h (w) .

and we observe that

%

—1
5—1

20 = (14 w) = (%@ﬁ , (3.35)
Notice that, by the regularity of u, it holds z, € W1>°(Q, R). Since by and the chain rule it hold
V(%|VU|A’) = |Vu|""2D*u(Vu) and Vz=:YD>u(Vu),

by (2.3), (3.1) and 1} we get the following equation satisfied by z:
— Az + 2V|D%u)? + 2P| D%u(Vu) |2 + 2V Ric(Vu, Vu) + |Vu| "2g(Vz, Vu) = zVg(Vf,Vu) . (3.36)
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We pick 8 > 1 to be chosen later and we multiply (3.36]) by z,’f . Since z, vanishes on 2\, integrating over
Q and ), is the same, so we get

- Az z,f Wyol + / (z(l) |D?ul? 4 2 |D*u(Vu)|?) z,’f Wyol =
Qe Qp

Qp

— —/ |Vu‘7*2 g(Vz,Vu) z,f Wyol — / (D) Ric(Vu, Vu) z,f Wyol + / ey g(Vf,Vu) zf wyol - (3.37)
Qk Qk
Lemma 3.8. The following integral inequality holds:

z(l)|D2u\zz,f Wyol + <I>/ 2" z,f Wyol <

1
B 2 V2P we + %/

Qp

< %‘l’y) /Q z(l)(l + f2) z,f Wyol — ; fz(l)z,’fAuwvol — A fz(Z)zfg(DQu(Vu),Vu) Wyol
k k k

- B fz(l)szlg(Vz, V) wyol — / |Vu""2 g(Vz, Vu) z,’f Wyol — / A Ric(Vu, Vu) z,’f Wyvol 5 (3.38)
Qi Qp Qp

where c(y) = max{l —2%2} b= 2 (ﬂ)% and n = 291
Y) = ) ,),2 Y T 272(1 2 77 T 1+6

Proof. As for the first term in (3.37)), notice that
VZk =Vz in Qk s

zr,=0 on NN, (3.39)
8,2 =219,w <0 on 0 NN,

where the last inequality holds because of Lemma and the fact that z() > 0. Hence by (2.4) and (3.39)

we get

— Az z,’f Wyol = / g(V(z,f),Vz) Wvol —/ z,f(“),,z 190" (Vawyel) = B z£_1|Vz|2wVO1 . (3.40)
Q. Qe 00, NON Qp

As for the second term in (3.37)), notice that

(a—b)? > %2 —2b?  for any a,b € R . (3.41)
Then by the Cauchy-Schwarz inequality, , and we get
[D?uf? > 3(Au)? > g [Vul* = 512 (3.42)
Moreover, since h”(t) < 0 for any ¢ > 0, from we get
2D D2u? 4+ 2| D?u(Vu))? > (R (w) 4 2wh” (w)) | D?ul* > 621 | D%u? (3.43)

and therefore, by (3.42) and (3.43)

> $2W|D%uf? + g 2M |V — 520 f2 (3.44)

d
Note that, since v > 1 and w > 0, one has (1 +w)? < 2771(1 +w?) and so
w? > 2871+ w) 1,
which implies, together with (3.35)), that

8D |yy? = %2%2(1 +w) T w?

4~v2d
5—1 -1
Z 2’52d(1+w)7+7 _ %2"/72(1+w)7
29+8-1 9~45-1 _
— g (81) S e 345
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Set c(v) = max {1, 21—;2}, b = ﬁ‘zd(‘s‘g—l) T and 7= %. As a byproduct of (3.44]) and (3.45)), it
holds that

/ (z(l)\D2u|2 + z(z)\DQU(VU)P) zfj Wyol >
Qg
8 1) n2,,12,8 n B _ Se(v) L1
> 8 2D ul* 2y, wyor + @ 2" 2, Wyol 3 (1 + f )zk Wyol - (3.46)
Qp Qp Qp
As for the last term in (3.37)), by (2.4), (3.39) and the Neumann boundary condition we get

/ 20 g(Vf,Vu) z,f Wyol =
Qp

= — | fAiv V) we + / F2W 2] dyu190" (Vawol)
Qe 90, NON
=-_ ; fz(l)z,f*lg(Vz,Vu) Wyol — A fz(Q)zfg(D2u(Vu),Vu) Wyol — ; fz(l)zfAuwvol . (3.47)
k k k
Hence, (3.38) follows from (3.37)), (3.40), (3.46) and (3.47). O

We now estimate all the terms on the right-hand side of (3.38). We start with the one involving the Ricci
curvature.

Lemma 3.9. There exists C; = C1(d,~,d,k) > 0 such that

—/ 21 Ric(Vu, Vu) z,f Wyol < i(b/
Qi

2N z,’f wyol + C1 / z,f Wyol - (3.48)
Qe

Q

Proof. By the lower bound on the Ricci tensor and by (3.35)), we have

—/ 2 Rie(Vu, Vu) Z,fwvm < 25/ 2(1)25(1+w)wv01
Qp Qe

:2/-@/ zk(1+w) = Wyol

Qp

=r(l+ 6)/ zz,f Wrol - (3.49)
Qp

Notice now that, being v > 1, it holds that 27%3571 > 1 and so, by the weighted Young’s inequality with the
pair of exponents (7, %), we get

zz,f:zzké zf( ) < 4K(1+5)<I>2 zk +Cy zk (3.50)

for some C| = C1(d,d,~, k) > 0. Therefore, ) follows from ) and (3.50). O
We now handle the first three terms on the right-hand side of . We now set

p=2 d('i/ LA 22 and B:= 77(”712;175 . (3.51)

From now on, we will assume that p > 2, i.e. that y¢ > =5. For the case p < 2, we postpone the reader to

the comments given at the end of the proof
Lemma 3.10. There ezists Co = Ca(d,v,d) > 0 such that
@/ 2 (1 + f ) 2y, Wyol — fz(l)z,fAu Wyol — fZ(Q)Z}fg(DQU(VU), V) wyep <
Q Q Q

< %/ |D2U\22(1)2,fwvol+i®/ 2" zngolJrCz/ L+ [fP) wyol - (3.52)
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Proof. We use Cauchy-Schwarz inequality and the fact that 2th”(¢) < h/(t) to obtain

@/ (1 + f )zk Wyol — fz(l 2y Auwvol — fz(Q)z,’fg(D2u(Vu),Vu) Wyol <
Qe Qp Qp

< %‘ﬂ)/g z(l)(1+f2) z,fwvol+(2+\/(§)/ﬂ |f|z(1)z,f|D2u|wv01.
k k

Moreover, by the Young’s inequality

FESERIRNES |D2uf22MW 20 + ¢y 2220

2(2+f)
for some C% = C}(d, d) > 0, so that
# / (1 + f ) zk Wyol — fz(l)z,fAu Wyol — fz(2)z£g(D2u(Vu), Vu) wyol <
< g/ \D2u|22(1)z£ wyol + CF 1)(1 +f )zk Wyol , (3.53)

with CY = (%ﬁ) + (24 Vd)Cy). Since ¢ > @ by hypothesis, in view of (3.51)) it is easy to check that

@ < p < q. Owing to these choices, we have § > 1 whenever § is sufficiently close to 0 and

5— _
77:271—:51:%;;%—'_ﬁp%2’ (3.54)

2
(B+1)g5 = 7 . (3.55)

Going back to (3.53)), we use the Holder inequality, the Young inequality, equations (3.35]), (3.54) and the
fact that z; < z to obtain

C’é’/Q 2 (1+f)zkwv01 cy /Q(lJrf) ,fwvol

< Cé/(/ Zﬁpjz - wvol) ’ </ (1 + fQ)g wvol) ’ (356)
Qk Qk

< %fb/ 2" Z][:wvol‘f'CQ/ (L4 |f17) wyor
Qp Qp

=2

s

T @
]

s

for some Cy = Ca(d,~y,d) > 0. Therefore, ) follows from (3.53) and (3.56). O
Lemma 3.11. There exists C3 = Cs(d,~,0,q) such that

8 / F2D (2, V) trer <
Qp

<ip \VZ|QZ£_10JV01+ i‘l’/ 2" Z,f wv01+03(||f||Lq(Q,R))p(/ (1+w)za-r
Qp Qp Qp

t\:\o.
.a
E
<
e
N——
Q
—
w
ot
3
~—
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Proof. We use now the inequality (3.33]), and combine the Hélder, Young and the Cauchy-Schwarz inequalities
to get

_B fZ(l)Zg_lg(vz,vu) Wyol S
Qg

<V28 | 11+ w)2 Va2 el
Qp
a—=p p—=2

1 a—p 1
q pq Pq 2 _ p 2p
ﬁﬁ(/ |f|quol> (/ (]- + w)g a-—r wvol) </ |VZ‘2Z£71 wvol) (/ Z]E;B 1)p72 wvol)
Qk: Qk Qk Qk

-1 (B-1)3%5
%B/ |VZ‘22;I€ Wyol + %‘b/ 2}, "7 Wyl
Qp Qp
q

+03</ |f|quol>q</ (1—|—w)gqmpwv01> !
Qk Qk

for some C5 = Cs3(d,,d,q). Since z > k > 1 on Qi and z; < z, by (3.54]) we get

(B-1) 25 B35 — 25 2 _1-56_p_
/ zy P e = [ 27 TRl e < Pz e = [ 272 wial
Qp Qi Qp Qe

and then (3.57)) follows. O

We now focus on the integral term involving the Hamiltonian part of the equation.

Lemma 3.12. There exists Cy = Cy(d,~,0,q) > 0 such that

—/ |Vu|""2 g(Vu, Vz) z,’f Wyol < %ﬂ/ |Vz|22571 Wyol + i@/ z"z,f Wyol + C4/ z,f”’ Wyol - (3.58)
Qi Qe 0 Qp

Qp,

IA

IN

Proof. By the Young inequality

7/ \Vu|7*2g(Vu,Vz) z,f Wyol < %/ |Vzk|2z£71wvol + % \Vu\zh*l)z,f“wvol .
Qe Q

k Qp

Since f+n = 2L and t3 < h(t)flé, using once more the weighted Young’s inequality with the pair (), n%),

115 I
we get
3 2(y—1) ,B+1 3 20=D  g41
15 |Vul O )z,f Wyol < @/ 2 1¥8 z,f Wyol
Qk Qk
Bn—1) B
3 —1, o utl
=15 2"z, Tz Wyol
Qp
1 +
< g(b/ P wv01+04/ 20 w0
Qp Qp
for some Cy = Cy(d,~,d,q) > 0. Hence, we obtain ([3.58]). O

We finally plug (3.48)), (3.52), (3.57) (3.58) back to (3.38)), so that

/ |VZ]€|2 Z]f_l Wyol S C'5 (/ (1 + |f|p) Wyol +/ Z]f+n Wyol +/ z}f Wyol
Qi Qp Qp Qp,

+(||f||L‘1(Q,]R)>p</Q (1+w)gqpquvol> ' ) (3.59)

for some C5 = C5(d,~,d,k,q) > 0.

Proof of Proposition[3.7] We start with the inequality (3.59). We handle the term on the left-hand side of
(3.59) via the Sobolev inequality (2.6]), and infer the existence of a constant Cg = Cs(d,~,d,0,q) > 0 such

that
d—2
3 s 2 (B+1)d e
/ |Vz|2z,f lwvolz/ |V(zk 2 )| Wyol > Cg ((/ 2, 7° wv01> —/ z,f“wvc,l) . (3.60)
Qe Qp Qp Qp,
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The third term on the right-hand side of the equation can be estimated through the Young’s inequality as

/ zf Wyol < ﬂi Z;fﬂ Wyol + ﬁVOI(Qk) ) (3.61)
Qe Q

k
We now discuss the remaining terms on the right-hand side of (3.59)). We choose § > 0 sufficiently small so
that § % < 1. Therefore, by the Holder’s inequality

/Q (L4 1 F17) weo < vOL(Q) + (1 | o(rmy)? vol(2) 7 (3.62)

and

t\:\m

5 e _
a=p P wvo1> < (/ vV 1+ U)UJV01> VOI(Q}C)¥7P5
Qp

< vol(Q) 7 <H,/1+ |Vu|2 leR)) vol(Q,) @ 7.

Therefore, by (3.59) and (3.60)), (3.61), (3.62), (3.65) we get

g
Gt 2 B+1 B+n e L2 —po
2, Wyol < Cy 2y Wyol+ 2y T wyol +vol(Qg) +vol(Qx) @ +vol(Qy) T« (3.64)
Qe Qe Qe

for some C7 = Cr(d,~, K, p,0,q,K). Moreover, by suitably applying the weighted Young Inequality twice,
we get, using that 5+ n = £L along with the relationes p < ¢ and L = (8 + 1)%, that

(/Qk(ler)

(3.63)

149 1+86 —
(B+1)d
C7/ Z£+n Wyol < %/ 2 4= Wyol —l—CgVO].(Qk) (365)
Qp Qe
and
(B+1)d
Cy / 2 g < 4 / 2,7 Wyol + Covol(Qy) (3.66)
Qk Qk

for some positive constants Cg, Cy depending only on’ (d,~, K, p,0,q). Therefore, by setting
C :=2max (C7,Cs,Cy) and ((t) = (t+t 7 +t——p6) :

the thesis follows from (3.64)),(3.65) and (3.66). We finally remark that, when p defined in (3.51)) does not
satisfy the condition p > 2, it is enough to take some p satisfying p < p < ¢, with p > 2 and argue as above.

Then, the identity (3.55]) becomes now the strict inequality

d g
1)—— > ——
G5~ 145
Therefore, one can conclude by a further application of Holder’s and Young’s inequalities to achieve the same
conclusion, which results in an additional term involving vol(€2) in ¢ to prove Proposition O

3.3. Final remarks.

Remark 3.13. Theorem [3.1| appears to be new even in the Euclidean setting (M, g) = (R%, (,)), with the
condition -

Q c R? is a bounded, convex domain with boundary of class C? and d > 3 , (D1)
in the presence of a linear first-order term with unbounded coefficient in Lebesgue spaces. A similar proof
would lead to the same result (with the same restrictions on the integrability of the data) for problems posed
on the flat torus (as analyzed in e.g. [35]), and the result seems new even in this framework.

Remark 3.14. It is easy to realize that Theorem [3.2] yields maximal regularlty for the Neumann problem
in the Euclidean space (R%,(,)) by assuming the hypothesw , , This geometric as-
sumption on the domain is quite natural when dealing with gradient estlmates for elhpt1c problems with
Neumann boundary conditions, see [30L [12], 36, 29], and at this stage we do not know whether it can be
dropped. However, we mention that for problems with more regular data a different function w allows to re-
move this geometric restriction [29, Proposition 7.1], even for equations driven by mean curvature operators
[36, Lemma 2.3].
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Remark 3.15. Both Theorem and Theoremhold true when (M, g) is a compact Riemannian manifold
without boundary and Q = M. In this case, since 9Q = @, the condition is trivially satisfied and one
can avoid all the boundary terms coming from the integration by parts formula.

Remark 3.16. We remark that, when ¢ < d 7771, maximal regularity in general fails due to a counterexample
found in [I6, Remark 1]. We remark that the presence of a zero-th order term in the equation allows to get
the maximal regularity property, at least when v < 2, at the borderline integrability threshold g := dVTfl
(see [15]). We do not know whether a smallness condition for the norm of f in L9(Q,R) would allow to
obtain the maximal regularity as well.

Remark 3.17 (Classical vs. strong solutions). As remarked in e.g. [I6l Remark 3] or [4] in the Euclidean
case, our Theorem [3.1]and Theorem [3.2| hold for strong solutions of class W24(Q, R) "W 197 (0, R) and avoid
to require classical regularity on the data (so, for instance, assumptions and can be dropped)
arguing from a variational viewpoint, as done in [I6].

Remark 3.18 (General first-order terms). As discussed in [I6, Remark 4|, one can treat more general
Hamiltonians in Theorem and Theorem . For example, both results apply to equations of the form
—Au(z) + H(z,du(z)) = f(x)
where H : T*M — R satisfies the following property: there exists an exponent v > 1 and two positive

constants ¢, co > 0 such that

|H(z,p) —c1lp|”| < co  forall (z,p) e T*"M .
For instance, the Hamiltonian
H(Iap) = Cl|p|’y - I’L(.’,E) +A )
with ¢; > 0, h: Q — R bounded and A € R satisfying A > A\ for some fixed constant Ay € R, fits within the
setting of Theorems [3.1] and Indeed, it is sufficient to consider the equation
—Au+c1|Vul|? = fg, with fg(z) = f(z) — X — h(x)

and observe thatm under the standing assumptions, it holds || fx || s(o,r) < [|f]l£e(,r) + ¢ for some constant
¢ > 0 independent of u and depending only on A9 and infg h. Nonetheless, our Theorem allows even

the presence of unbounded ingredients. In particular, one might consider more general Hamiltonian terms
depending explicitly on x and satisfying

2 —1 *
05, H (2, p)| < C(1+[p|"™") forall (z,p) € T"M|g ,
where C' > 0 is a constant and 5‘%10 denotes the mixed partial derivatives with respect to the first and second

entry, respectively. This results in the presence of an additional integral term that can be treated as in
Lemma 4.3 in [35].

Remark 3.19. An integral approach similar to Theorem can be found in [II] for equations driven by
the p-Laplacian without lower-order perturbations. Indeed, the technique in [II] relies on multiplying the
equation against Au and integrating over the super-level sets of the gradient. This heuristically corresponds
to the method used in Theorems and with the choice 8 =0 and A'(t) = 1. In particular, if one puts
the argument e.g. of Theorem [3.1] in a variational setting, the underlying idea is to use as a test function
a p-Laplacian with a suitable (large) p. This refinement is needed due to the presence of a first-order term
with superlinear growth, unlike [IT].

4. APPLICATIONS TO STATIONARY MEAN FIELD GAMES SYSTEMS

In this section, we restrict to the Euclidean setting (M, g) = (R?, (,)) and we apply our Theorem (see
Remark to the following Mean Field Games (MFG) equipped with Neumann boundary conditions on
convex domains:

—Au(x) + H(z,du(x)) + A = V(m(x)) xeQ,

—Am(;v div (8, H (x, du(z))m(z)) = 0 e,
bu(z) =0, d,m(z)+ (8pH( x,du(x)) - ) m(z) =0 z€9,

me(:c)dx 1, m(z)>0 reN.

(4.1)
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Here, the unknowns are (u, A\, m), A being the so-called ergodic constant, and 9, denotes the partial derivatives
of H(x,p) with respect to the second entry. This coupled system of PDEs arises within the theory of Mean
Field Games introduced in the mathematical community by J.-M. Lasry and P.-L. Lions [28], which models
differential games with infinitely many indistinguishable rational agents. In particular, system describes
the so-called Nash equilibria of a population of agents which aims at minimizing some long-time average
criterion.

In this section we drop the periodicity condition, which is usually considered in most of the literature to
avoid technicalities, and treat problems confined in a domain € satisfying the condition . In particular,
this means that the state space for the players is set on €2 and their trajectories follow a stochastic differential
equation with brownian noise v/2B; with reflection at the boundary 992. We refer to [12] [32] for a detailed
discussion on such MFG systems, and for further references on the subject.

Our main result for states the existence of classical solutions when the function V' depends locally
on the density m, i.e. it is a local coupling function, in the so-called defocusing regime [I3]. In particular,
we will assume that

V 1 [0,+00) — R is of class C' and there exist a >0, Cy > 1 such that

—1,_a-1 / 1 (MFG1)
Cy,ym*™ " <V'(m) <Cy(m® " +1) forany m >0 .
We also assume that
H(z,du(x)) = %|Vu(av)|7 — b(x) for some b € C*(,R) with 9,b >0 on 99 (MFG2)
and
v > 74, a<{ji§/_,y, ij;i, (MFG3)
where +' = ﬁ Here, we restricted, for simplicity, to v > ﬁ to have the sole restrictiong > < from

Theorem [3.2] One can weaken the condition on ~ lowering the constraint on «, but we avoid this technical
step.

Theorem 4.1. If hypotheses 1) IMFG1), (MFG2)), (MFG3)) hold, then there exists a classical solution
(1)

(u, \,m) to the Neumann problem

Proof. We claim that, under the above restrictions on « one can prove a priori bounds for second-order
derivatives of solutions of . Indeed, existence theorems can be obtained by implementing a regularization
procedure along with a fixed-point theorem that exploits the duality structure of the system, see e.g. [12]
Theorems 4 and 7|. The former consists in replacing V' with a regularizing functional

Ve(@) = V(m*xe(x)) * xe(x) , 7€Q

where Y is a positive, symmetric mollifier with supp(x) C © and x.(z) := e~ %x(e~'x). Here, we denoted by
* the convolution of functions. One then proves bounds on the sequence (uc, A¢, m.) that are independent
of € and pass to the limit as € — 0. Note that m in the second equation satisfies fﬂ m =1 and m > 0.
We now detail how to get the conclusion via standard elliptic regularity and bootstrapping arguments once
bounds for

—d

|D?u|, |Vucl” € LYQR)  for some g > 21

are established, assuming the a priori information V' (m) € LI(2,R). First, note that
|Vue|” € LY, R), g > @ — O H(du) € L*(Q,RY) for some s > d .

Then, one can invoke [I2, Proposition 12], applied with ¢ = %, to prove that m € L*°(Q,R). We can
then plug this information back to the Hamilton-Jacobi equation and conclude that V(m) € L (€, R), and
finally use [I2, Theorem 19] or Theorem to get u € W2"(Q,R) for r > d. This implies, by Sobolev
embeddings, that u € Cl’é(Q,R) for some 0 € (0,1), so that Vu is Holder continuous. This allows then
to regard the Hamilton-Jacobi equation as a Poisson equation with source term in a Holder space. We
then apply the Schauder estimates to conclude the claimed regularity for u. Moreover, the drift of the
Fokker-Planck equation is now Hélder continuous, and hence one gets m € C? (€, R) for some o € (0,1).
The equations are now linearized and one can go beyond and get additional regularity by bootstrapping
arguments (see e.g. [12], Step 5 in Theorem 7]).
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We now briefly describe how to set up the procedure and get bounds of V(m) € L1(£, R) independently
of u,m and e. For the sake of notation, in the following we will denote by dx the d-dimensional Hausdorff
measure on R? and by ds the (d—1)-dimensional Hausdorff measure on d2. First, arguing as in [I2, Lemma
11] we claim that there exists a constant C' > 0 such that

/ [ x x| A da <(C foranye>0, (4.2)
Q

ie. ||m| 4@ < oo. This implies that
L a-2 (QR)

[l ;

LT ® a5z (R) <
so this ensures the bound of V' (m) in the same Lebesgue space due to the standing hypotheses on the coupling.

Moreover, A is bounded by the maximum principle, see e.g. [12, Theorem 7]. Therefore, we can apply
Theorem combined with Remark (note that L'-bounds on Vu are straightforward by integrating

the equation), and conclude that |Vu|" € L(Hé)ﬁ(Q,R) provided that is satisfied (note that,
when d = 3, the condition (14 1)-4> > % is always realized for any a > 0). Then, 9, H (du) € L" (2, R%),
for some r > d and one can proceed as outlined at the beginning of the proof to get the conclusion.

We now discuss . We test the Hamilton-Jacobi equation with Am, the Fokker-Planck equation with
Avy and use the boundary conditions to find

- / Tr(0;,H(Vu) (D*u)?) mdzx + %/ m O, |Vu|? ds =
Q [219)

:/V[V(m*xe)*xe]~dex+/Vb~dex. (4.3)
Q Q

Since 2 is convex, we have 9,|Vu|? < 0 on 909, so that fmm&,WuP ds < 0 since m > 0, while the
properties of the convolutions readily imply

/QV[V(m*XE) *Xe| - Vmdz = /QV[V(m*XE)] -V(m* xe) dz
Then, we integrate by parts the last term in , use the conditions , fQ m =1 and m > 0 to find
/ VIV(im*xe)] - V(im*xe)de < —
We then apzly the chain rule to V' and find
[V mexdVim x0) - Vims x0) do < D esymg e
Finally, leads to
[ mexgm19m s = [ [91mx0) I do < Db .50, 0

and then by the Sobolev inequality
_d_
/ m %2 dz < Co|| D) 1 (0,5ym, ) »
Q

which concludes the proof. O

maybds+/ m Abdz < || D?b|| 1o (,8ym,,(R)) -
o Q

Remark 4.2 (Comparison with the literature). The results in [12] state that one has classical regularity for
(4.1]), cf 12, Remark 8], when
a< A withd>3 .

This range was later improved by the same author in [I3, Theorem 1.4, where it was proved the smoothness
of solutions to (4.1) when

’
e _d_
a<d7,y,, Y>> =1

It is immediate to see that for any v > 1 we have the inequality

1 ’Y/ ’y/
max { 713, d—fy’} R s e
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and therefore our results provide a wider range for the exponent o guaranteeing the smoothness of solutions
to these PDE systems. We mention that [32] Proposition 3.6] provides (local) classical regularity for the
Neumann problem when v < % via different methods of variational nature that allows to treat only slowly
increasing first-order terms, while classical regularity of solutions has been obtained in [I3} Theorem 1.4] in
the same range for v for any a < oo via different PDE arguments. We emphasize that the approach used
here is designed to handle first-order terms growing more that % (indeed % > 1 whenever v > %), SO

our results complement [I3, Theorem 1.4] and [32, Proposition 3.6].

Remark 4.3 (Multi-population MFGs). The results can be extended to more general MFG structures, such
as for multi-population MFG systems, as studied in [12] B2], under the same assumptions of [I2] Theorem
7] for the coupling V(m), improving the existent results in the literature. We do not detail the proof to gain
classical regularity being the same of the case of one population described above.

Remark 4.4. The same method through second order estimates allow to treat second order Mean Field
Games systems posed on compact Riemannian manifolds without boundary or, more generally, PDE systems
on the same framework of Theorem [3.2] In these directions, some results for second order stationary Mean
Field Games on sub-Riemannian geometries with more regular data can be found in [I9].
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