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Abstract— Many neural networks for graphs are based on the
graph convolution (GC) operator, proposed more than a decade
ago. Since then, many alternative definitions have been proposed,
which tend to add complexity (and nonlinearity) to the model.
Recently, however, a simplified GC operator, dubbed simple
graph convolution (SGC), which aims to remove nonlinearities
was proposed. Motivated by the good results reached by this
simpler model, in this article we propose, analyze, and compare
simple graph convolution operators of increasing complexity that
rely on linear transformations or controlled nonlinearities, and
that can be implemented in single-layer graph convolutional
networks (GCNs). Their computational expressiveness is char-
acterized as well. We show that the predictive performance of
the proposed GC operators is competitive with the ones of other
widely adopted models on the considered node classification
benchmark datasets.

Index Terms— Deep learning, graph convolution (GC), graph
neural network (GNN), machine learning on graphs, structured
data.

I. INTRODUCTION

IN THE past few years, there has been an increasing
interest in the machine learning models able to deal with

graph-structured data, including kernel methods [1] and neural
networks [2]. The idea of graph neural networks (GNNs) is
to define a neural architecture that follows the topology of the
graph. Then a transformation is performed from the neurons
corresponding to a vertex and its neighborhood to a hidden
representation, which is associated with the same vertex in
another layer of the network. A new transformation is then
performed for each hidden layer of the GNN. Each of these
transformations depends on some parameters, which may be
shared among all the vertices, obtaining graph convolutional
networks (GCNs).

All these models share the intuition that nonlinearities are
essential to obtain models with high accuracy. Recently, this
idea has been questioned by the proposal of simple graph
convolution (SGC) [3], which remove the nonlinearities from
a popular GCN model, showing that it did not significantly
impact on the resulting predictive performance.
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The SGC convolution is defined to have the minimum num-
ber of parameters possible, which is the input size multiplied
by the output size [4]. While this simple structure offers a
considerable speed-up of the training process, it might limit
the model in terms of expressiveness and the class of functions
that can be learned. In this article, we study the role of such a
simple convolutional filter and investigate how the adjunction
of additional parameters and nonlinearities in the filter function
influences the explored hypothesis space and the efficiency of
the method. Pursuing this aim, we introduce simple convolu-
tional models similar to the SGC that are able to represent
overlapping and larger classes of functions. Maintaining the
SGC approach of not being based on message-passing, but
defining a single layer that considers a variable receptive
field, we explore a landscape of related graph convolutional
filters with increasing complexity and expressiveness to better
understand, empirically and theoretically, how they behave in
terms of expressiveness, efficiency, and efficacy when applied
to tasks of increasing complexity.

As a first alternative to SGC, we consider a convolutional
model based on one of the simplest and most widespread linear
recursive filters, i.e., the exponential filter. Compared with
SGC, the resulting exponential graph convolution (ExpGC)
exploits one additional filter parameter that can be learned and
interpreted as a diffusion rate on the graph. ExpGC shows a
competitive and in some cases a better predictive performance
than SGC. In general, the classes of functions represented by
ExpGC and SGC are, up to particular cases, disjunct.

As a still simple but more expressive and general linear
model, we then consider linear graph convolution (LGC) [5].
The LGC model incorporates k + 1 parameters as coefficients
of a polynomial convolutional filter. Neglecting a slightly
differing normalization factors in the convolutional operation,
the LGC model is more general than ExpGC and SGC and
includes all the functions that can be represented by ExpGC
and SGC.

We then study a new way of increasing the expressive
power of such simple convolutions by defining a mechanism
based on simple hypernetworks to dynamically adapt the
convolution parameters to the input node, obtaining Hyper-
ExpGC (hExpGC) and Hyper-LGC (hLGC). We provide an
analysis of the expressiveness (i.e., the class of functions
that can be represented by the applied convolutions) and
the Rademacher complexity of our proposed simple graph
convolutions, showing the hierarchical relationship among
their hypothesis spaces. Having several increasingly complex
hypothesis spaces to exploit (from different graph convo-
lutions) allows to consider the specific convolution as an
hyperparameter, finding the most suitable model for the task at
hand. The relationships among the classes of functions that can
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Fig. 1. Relationships among the classes of functions that can be represented
by different graph convolutions. The circles represent the class of functions
that the various convolutional operators can model. We use cylinders to
describe the ability of the hypernetwork-based architectures to have different
parameters for each node.

be represented by the different convolutions are summarized
in Fig. 1.

We also show that hExpGC is able to provide a hint about
what is the neighbor size (i.e., how many hops from the node
should be performed) most relevant to the generation of the
output, thus providing a simple explainability mechanism.

From the experimental point of view, we considered six
datasets in our experimental comparison and show that the
proposed models achieve competitive predictive performance.
Finally, we include a detailed comparison on the computational
requirements of our proposed methods, showing that three
of our proposals are among the fastest methods in literature.
Through the experimental results, we also investigate when it
is more convenient to use a simpler model to maximize the
ratio between computation time and performance.

II. BACKGROUND

In the following, we denote scalars with lowercase letters,
e.g., x , vectors with bold lowercase letters, e.g., a, and matrices
with bold uppercase letters, e.g., M. When referring to the
elements of a matrix, we use the row and column indices
as subscripts, and the same letter is used for the matrix
in lowercase, i.e., mi j denotes the element at the i th row,
j th column of M. Furthermore, we denote sets with uppercase
letters, e.g., S.

Let G = (V , E, X) be a graph, where V = {v0, . . . , vn−1}
denotes the set of vertices (or nodes) of the graph, E ⊆ V ×V
is the set of edges, and X ∈ R

n×c is a multivariate signal on the
graph nodes with the i th row representing the attributes of vi .
We define A ∈ R

n×n as the adjacency matrix of the graph, with
elements ai j = 1 ⇐⇒ (vi , v j ) ∈ E and ai j = 0 otherwise.

A. Graph Convolutions

The derivation of the graph convolution (GC) operator
originates from graph spectral filtering [6], [7]. Let us fix a
graph G. Let x : V → R be a signal on the nodes V of the
graph G, i.e., a function that associates a real value to each
node of V . Since the number of nodes in G is fixed (i.e., n) and
the set V is ordered, we can naturally represent every signal
as a vector x ∈ R

n. To set up a convolutional network on G,
we need the notion of a convolution ∗G between a signal x
and a filter signal f . However, as we do not have an inherent

description of translation on G, it is not so obvious how
to define the convolution directly in the graph domain. This
operation is therefore usually defined in the spectral domain
of the graph, using an analogy to classical Fourier analysis
in which the convolution of two signals is calculated as the
pointwise product of their Fourier transforms.

For this reason, we first provide a definition of the graph
Fourier transform [8]. Let L be the (normalized) graph Lapla-
cian, defined as L = In − D−(1/2)AD−(1/2), where In is the
n × n identity matrix, and D is the degree matrix. Since L is
real, symmetric, and positive semi-definite, we can compute
its eigendecomposition as L = U�U�, where � is a diagonal
matrix with the ordered eigenvalues of L as diagonal entries,
and the orthonormal matrix U contains the corresponding
eigenvectors {u0, . . . , un−1} of L as columns. In particular,
going back to our spatial signal x, we can define its graph
Fourier transform as x̂ = U�x.

Using the graph Fourier transform to switch between the
spatial and spectral domains, we are now ready to define
the graph convolution between a filter f and a signal x as
follows:

f ∗G x = U
�
f̂ 	 x̂

� = U
��

U�f
� 	 �

U�x
��

(1)

where f̂ 	 x̂ denotes the componentwise Hadamard product
of the two vectors x̂ and f̂ . The Hadamard product f̂ 	 x̂ can
be formulated in matrix–vector notation as f̂ 	 x̂ = F̂x̂ by
applying the diagonal matrix F̂ = diag(f̂). According to (1),
we therefore obtain

f ∗G x = UF̂U�x. (2)

We can design the diagonal matrix F̂ and, thus, the spectral
filter f in various ways. The simplest way would be to define
fθ as a parametric filter, i.e., use F̂θ = diag(θ), where θ =
(θ0, . . . , θn−1)

� is a completely free vector of filter parameters
that can be learned by the neural network. However, such a
filter grows in size with the data, and it is not well-suited
for learning. A better option pursued in this work is to use a
polynomial parameterization based on powers of the spectral
matrix � for the filter, such as

F̂θ =
k�

i=0

θi�
i . (3)

This filter has k + 1 parameters {θ0, . . . , θk} to learn, and it is
spatially k-localized on the graph. One of the main advantages
of this filter is that we can formulate it explicitly in the graph
domain. Recalling the eigendecomposition L = U�U� of the
graph Laplacian, (2) and (3) combined give

fθ ∗G x = UF̂θU�x = �k
i=0 θi Li x. (4)

Kipf and Welling [9] propose to fix the order k = 1 in (3)
to obtain a linear first-order filter for each graph convolutional
layer in a neural network. These simple convolutions can then
be stacked to improve the discriminatory power of the resulting
network.

The authors additionally use a renormalization trick to
limit the eigenvalues of the resulting matrix: they replace
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In + D−(1/2)AD−(1/2) by D̃−(1/2)ÃD̃−(1/2), where Ã = A + In

and (D)i i = �n
j=0(Ã)i j .

Applying this convolution operator to a multivariate sig-
nal X ∈ R

n×c and using m filters, we obtain the follow-
ing definition for a single graph convolutional layer: H =
D̃−(1/2)ÃD̃−(1/2)X�, where � ∈ R

c×m .
To obtain a GCN, several graph convolutional layers are

stacked and interleaved by a nonlinear activation function,
typically a rectified linear unit (ReLU).

If H(0) = X, we obtain the following recursive definition
for the kth graph convolutional layer:

H(k) = ReLU
�

D̃− 1
2 ÃD̃− 1

2 H(k−1)�
�
. (5)

Although GC can also be applied to other settings, we will
from now on focus on the task of multiclass classification.
In the last GC layer (say the lth), the ReLU activator is
replaced by a softmax classifier (that is a multinomial logistic
regression) to output the predictions.

B. Simple Graph Convolution

In [3], a simplification of the convolution operator in (5) is
proposed, dubbed SGC. The idea is that perhaps the nonlin-
ear operator introduced by GCNs is not essential. However,
stacking multiple GC layers has an important effect on the
locality of the learned filters, i.e., after k GC layers, the hidden
representation of a vertex considers information coming from
the vertices up to distance k, i.e., the filters on the kth layer
are k-localized. Let us rewrite, for ease of notation

S = D̃− 1
2 ÃD̃− 1

2 (6)

then a GC layer as defined in (5) (not considering the ReLU
nonlinearity) becomes H(i) = SH(i−1)�. If we stack k such
layers with no nonlinearity, and we apply a softmax classifier
at the end, the output after k hidden layers is

Y = softmax

⎛
⎝ k
 �� 

S . . . S X�(0) . . .�(k−1)

⎞
⎠. (7)

Since the SGC model is linear, we can reparameterize it as
� = �(0) . . .�(k−1) obtaining

Y = softmax
�
SkX�

�
. (8)

The great advantage of this model is a reduced number
of parameters compared with classical graph convolution.
Moreover, Sk can be computed only once, with a dramatic
speed-up compared with GCNs.

III. PROPOSED GRAPH CONVOLUTIONS

In the following, we present the main contributions of this
article. We introduce several simple convolutional models with
increasing number of parameters to analyze how the model
complexity influences its expressiveness and learnability of
function classes. We first use (an approximate) exponential
graph filter to define a respective convolutional network which
we refer to as ExpGC. Compared with SGC, it exploits an
additional parameter for the filter function.

We then present a more general and expressive model than
ExpGC and SGC, the so-called LGC [5]. The LGC, differently
than SGC and ExpGC, contains all the linear combinations
of monomials up to a degree k as possible filter functions.
Thanks to this general definition, the LGC model can represent
larger classes of functions compared with SGC and ExpGC.
For these three simple models, we present upper bounds for
their Rademacher complexity. Since the considered models use
a single graph convolution layer, these bounds can be directly
used to estimate the generalization error.

Finally, we define even more expressive convolutions, the
hExpGC and the hLGC, which introduce gating-like functions
depending on a number of parameters that are linear in the
size of the graph. These functions are implemented via para-
meterized (and learnable) networks that generate the values of
the convolution coefficients depending on the considered input
vertex.

A. Exponential Graph Convolution

In the following, we introduce the ExpGC operator based
on the coefficients of the exponential power series. It is one of
the simplest linear filters on graphs and its action to a graph
signal can be interpreted as a diffusion process on the graph.
Our aim is to have an extremely simple graph convolution
at disposition that is theoretically grounded in graph spectral
filtering and that yields a predictive performance comparable
or better than SGC.

We revisit the definition of parameterized filters in (3),
considering an exponential filter instead of a polynomial one

F̂β = eβ� =
∞�

i=0

β i

i ! �i . (9)

Recalling the eigendecomposition L = U�U� [similar to what
we did in (4)], we can derive the corresponding convolution
in the graph domain

fβ ∗G x = U

� ∞�
i=0

β i

i ! �i

�
Uᵀx =

∞�
i=0

β i

i ! Li x = eβLx.

Truncating the series to a maximum number k and applying
this filter to a multivariate signal and m outputs, we obtain
one layer of the ExpGC as

H(k) =
k�

i=0

β i

i ! Li X� (10)

where β and � are the parameters to be learned, and k is an
hyperparameter.

Note that in the limit k → ∞, we get

H(∞) = lim
k→∞

H(k) = eβLX�. (11)

This can be derived from the following approximation error
of our truncated ExpGC with respect to H∞:��H(∞) − H(k)

�� =
�����

∞�
i=k+1

β i

i ! Li X�

�����
≤ |β|k+1�L�k+1

(k + 1)!
�X��

1 − |β|�L�/(k + 2)
(12)
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where �·� denotes the spectral norm for matrices. In partic-
ular, this estimate guarantees that for a truncation number k
large enough, the polynomial ExpGC model mimics a graph
convolution with an exponential kernel. As the solution of
the diffusion equation on the graph is determined by the
exponential kernel eβL, the input and output layers in the
ExpGC model are linked by a diffusion process on the graph
nodes. Moreover, during the training process the diffusion rate
β is optimally adjusted to the given training set. This yields
a first improvement over the SGC model introduced above in
which the propagation matrix Sk was a priori fixed and just the
weight matrix � is determined during the learning process.

Instantiating the single-layer neural network with the pro-
posed ExpGC filter, we obtain as final model

Y = softmax

�
k�

i=0

β i

i ! Li X�

�
. (13)

B. Linear Graph Convolution

By considering the ExpGC formulation in (13), we observe
that the single parameter β determines the weights assigned
to all the components in the summation (via the exponential
series expansion). In this way, possible graph convolutions
in the network are limited to those described by exponential
filters. In particular, these filters act as low-pass filters that
emphasize the contributions of the low-order monomials in the
representation of H more than the high-order ones. This might
be a restriction for some applications.

To allow larger families of polynomial filters in a network
layer and to increase the expressive power of the convolution
operator, we therefore study in this section also LGCs. The
main idea is to replace the terms (β i/ i !) with learnable
parameters, one for each i , obtaining the following general
formulation for a single layer:

H =
k�

i=0

αi Li X�. (14)

Similarly as before, we can define a single-layer LGC neural
network as

Y = softmax

�
k�

i=0

αi Li X�

�
. (15)

Note that in this work we derived the ExpGC and LGC
formulation in terms of spectral filters based on the graph
Laplacian L, while the SGC operator can be written as a
monomial of the perturbed operator S. In fact, using S instead
of L and fixing the coefficients α0 = · · · = αk−1 = 0,
and αk = 1, we see that the SGC operator fits as well in
this more general LGC framework, if we ignore the slightly
different normalization for S. Compared with the fixed SGC
scheme, and the ExpGC scheme with one additional parameter
β, the more flexible LGC formulation allows to learn k + 1
coefficients for the convolution in the network layer.

This added expressiveness does not allow us to bound the
approximation error introduced with respect to the version

with k = ∞. In fact, having no constraints on the αi parame-
ters, each term of the summation can potentially significantly
contribute to the final representation.

C. Rademacher Complexity for SGC, ExpGC, and LGC

The simple single-layered structure of the SGC, ExpGC,
and LGC networks allows to obtain explicit estimates for
their Rademacher complexity, a measure for the learnability of
function classes in the respective networks. While bounds of
the Rademacher complexity have been proven for deep GCNs
with particular graph topologies [10], the simplicity of our
networks allows for slightly tighter bounds that hold true for
general graphs.

For a set F of real-valued signals f : V → R on the
graph and a sampling set U = {u1, . . . , uL } ⊂ V (usually
i.i.d. random nodes distributed according to a given proba-
bility measure on the domain V ), the empirical Rademacher
complexity of F with respect to U is defined as follows:

R̂(F) := E�

�
sup
f ∈F

1

L

L�
�=1

�� f (u�)

�

where E� denotes the expectation with respect to a uniform
distribution of � ∈ {−1, 1}L . Note that in the literature there
exists a second variant of the Rademacher complexity, the
so-called transductive Rademacher complexity [11]. Compared
with the empirical setting used in this work, the transductive
complexity also takes the nonsampled nodes into account.

Theorem 1: Let a, b > 0, sup j, j � |X j, j � | ≤ M , and consider
the set

FLGC =
�

Y = σ

�
k�

i=0

αi Li X�

�
| �α�∞ ≤ a, ���1 ≤ b

�

where σ is any Lipschitz-continuous activation function with
Lipschitz constants � and � ∈ R

c. Then the Rademacher
complexity of FLGC with respect to any sampling set U ⊂ V
of size L is bounded by

R̂(FLGC) ≤ abM�√
L

�
�L�k+1

1 − 1

�L�1 − 1

�
. (16)

Proof: Without loss of generality, we can assume that
u1 = v1, . . . , uL = vL . Since the activation function σ is
Lipschitz with constant � > 0, we can use the contraction
property of the Rademacher complexity and obtain

R̂(FLGC) ≤ �

L
E�

�
sup

�α�∞≤a
sup

���1≤b

L�
�=1

��

�
k�

i=0

αi Li X�

�
�

�

≤ sup
�α�∞≤a

sup
���1≤b

�

L

�����
�

k�
i=0

αi Li

�
X�

�����
∞

E�

�����
L�

�=1

��

�����
≤ bM�

L

�
k�

i=0

a�L�i
1

�√
L

= abM�√
L

�
�L�k+1

1 − 1

�L�1 − 1

�
.

Here, in the last step we used Jensen’s inequality. �
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As expected, this theoretical estimate indicates that the bound
on the Rademacher complexity of the LGC increases as soon
as the degree k of the polynomial kernel or the length para-
meters a and b in FLGC increase. Similarly as in Theorem 1,
we get the following estimates for the Rademacher complex-
ities of the SGC and ExpGC networks.

Theorem 2: Let b, d > 0, sup j, j � |X j, j � | ≤ M , and consider
the sets

FExpGC =
�

Y = σ

�
k�

i=0

β i

i ! Li X�

�
| |β| ≤ d, ���1 ≤ b

�

FSGC = �
Y = σ

�
SkX�

� | ���1 ≤ b
�

where σ is any Lipschitz-continuous activation function with
Lipschitz constants � and � ∈ R

c. Then the respective
Rademacher complexities with respect to any sampling set
U ⊂ V of size L are bounded by

R̂�FExpGC
� ≤ bM�√

L
ed�L�1 , R̂(FSGC)≤ bM�√

L
�S�k

1. (17)

For proper choices of a and d and using the matrix L in
SGC instead of S, the sets FExpGC and FSGC are subsets of
FLGC. In this case, the Rademacher complexities of FSGC

and FExpGC are per definition smaller than the Rademacher
complexity of the larger set FLGC. This is also visible in the
respective Rademacher bounds in (16) and (17), where for
properly chosen lengths a and d , the bound in (16) dominates
the bounds in (17). While the bound for R̂(FSGC) depends
on the polynomial degree k, it is interesting that the bound
for R̂(FExpGC) is independent of k and depends rather on the
range of the exponential rate β. In particular, if the norm
of S is precisely 1, the Rademacher bound for R̂(FSGC)
remains constant for increasing k, while we can expect that
the complexity of FExpGC gets larger for increasing d .

Due to the simple one-layer structure of our networks,
we got explicit upper bounds for their Rademacher complexi-
ties. This is not necessarily the case for more complex archi-
tectures where two or more layers are stacked. For these type
of networks, it gets more difficult to derive meaningful bounds
since a bound on a single layer has to be combinatorially
reused leading in general to pessimistic upper bounds. For
GCNs with one hidden layer, such tight upper bounds have
been found in [12]. Tight upper bounds (with an additional
logarithmic factor in L) for deep GCNs have been derived
in [10] for specific graph topologies.

D. Expressive Power of SGC, ExpGC, and LGC

The Rademacher complexity analysis given in Section III-C
provides us with a powerful tool to study the expressive power
of the proposed graph convolutions. However, the available
upper bounds for those complexities do not always allow to
properly characterize the relationships among the different
classes of functions that the applied convolutions are able to
represent. In this section, we compare the expressive power
of the three convolutions SGC, ExpGC, and LGC, in the
sense of the family of functions that the convolutions in the
single networks can represent. Let us refer as HSGC, HExpGC,
and HLGC the family of functions that can be represented by

SGC, ExpGC, and LGC, respectively. In the following, we will
always use the graph Laplacian L instead of S in the SGC
network.

Theorem 3: LGC in (15) is more expressive than SGC
defined in (8).

Proof: Obviously, HSGC ⊆ HLGC since for each function
in SGC we can construct a corresponding LGC function where
the indices αi for the convolution filter are 0 for i �= k and
1 for i = k. The � parameters remain the same.

It is also easy to see that HSGC �= HLGC since any function
in HLGC that has more than one coefficient αi different from
0 can in general not be represented by SGC. �

Theorem 4: LGC in (15) is more expressive than ExpGC
defined in (13).

Proof: It is easy to see that HExpGC ⊆ HLGC since, fixed
any value of the parameter β in ExpGC, we can construct an
equivalent LGC model by setting αi = (β i/ i !).

To see that HLGC is strictly larger than HExpGC, we provide
an example of a family of functions in HLGC which is not in
HExpGC. Such a family is, for instance, given by a function
with constant coefficients, i.e., where αi = α j for all i ,
j ≤ k. This function cannot be represented by ExpGC given
the exponential nature of its coefficients. �

As for the relation between ExpGC and SGC, besides the
trivial case where k = 0 in which the two convolutions are
equivalent, for k > 0 the two sets of functions that can be
represented are disjunct.

E. Hyper-ExpGC

In the ExpGC convolution, a single learned parameter β
determines the weight of each i ∈ {0, . . . , k} term of the
summation. Since ExpGC is based on the coefficients of the
exponential power series, the weighted sum tends to emphasize
the contribution of a small subset of the considered terms
(we analyze this phenomenon more in deep in Section V-F).
Besides that, it is important to note that the expressiveness
of the convolution is also limited due to the fact that the β
parameter is shared between all the considered nodes. We can,
however, start from this intuition and define a mechanism
to overtake this limitation. To allow the model to adjust
dynamically β based on the input node, we propose the
hExpGC, which exploits a network f ([X, L1X, . . . , LkX])
generating a vector β = [βv |v ∈ V ] having a different
parameter βv for each node v ∈ V . This idea is inspired by
the hypernetworks [13]. Hypernetworks were introduced in the
context of an RNN and CNN that were used to generate the
weights of a primary model solving the actual task. However,
the idea of having one network to predict the weights of
another was proposed earlier and has reemerged multiple
times [14], [15], [16].

In this work, f () is defined by a shallow neural network

f
��

X, L1X . . . , LkX
��

= �
X, L1X, . . . , LkX

� · W + b

Y = softmax

�
k�

i=0

f
��

X, L1X, . . . , Lk X
��i

i ! Li X�

�
(18)

where W ∈ R
s·k×1, and b is a scalar.
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The hExpGC convolution presents another interesting fea-
ture indeed, i.e., given a node v, by analyzing the value of
(β i

v/ i !) for each i ∈ {0, . . . , k}, it is possible to identify
which values of k turn out to be more relevant to solve
the considered classification task. We empirically analyze this
feature in Section V-H.

F. Hyper-LGC

LGC aimed at increasing the expressiveness of ExpGC
exploiting multiple (i.e., k+1) weighting parameters compared
with the single parameter β of ExpGC, c.f., (13) and (15).
We can further increase the expressiveness of LGC by defining
a convolution with one parameter for each node and each layer.
This convolution can be defined as follows:

H =
k�

i=0

αi 	 Li X� (19)

where αi ∈ R
n is a vector of weights, one for each node

and for each i . Such definition, while allowing each node
to aggregate information coming from multiple terms of the
sum in a different way, would probably result in overfitting
due to the high number of parameters and the lack of any
regularization mechanism such as weight sharing. Moreover,
it would not be possible to evaluate out of sample nodes, due
to the undefined value of αi . Because of that, and similar to
what we did for hExpGC, we propose to define the weight
vectors αi as the output of a function implemented by a
neural network. The number of parameters of such network
will be lower with respect to the number of nodes, thus
forcing the exploitation of locality and feature similarity in
the graph domain. We propose to parameterize such function
on the input features propagated via the diffusion operator
at each i -hop step. Thus, the resulting function is a graph
convolutional neural network itself. Moreover, we implement
it using a gating mechanism that, for each node, modifies the
base parameter αi .

The hLGC is defined as follows:

Y = softmax

�
k�

i=0

�
Li X� 	 σ

�
fi
�
Li X

��
αi

��
(20)

where fi () is a deep neural network that exploits ReLU as
activation hidden function and returns a multiplicative factor
value for each node. In the following, we refer to fi () as the
hyper model. Note that differently from the common hyper
neural network previously proposed in literature, the hExpGC
and hLGC use a simpler hyper model. Indeed, the adopted
ones are simple networks, while in the hyper neural network
framework, it is common to use as hypernetwork a model that
has a similar structure than the primary model (e.g., the hyper
LSTM and the hyper CNN proposed in [13]).

An interesting feature of the hypernetworks is that their
particular structure allows to overtake the limitation imposed
by the weight sharing mechanism. Our approach slightly
differs from the typical hypernet mechanism. In fact, both
hExpGC and hLGC use the hyper model f () just to relax
the weight sharing limitation. Indeed, they do not delegate
the management of all the weights to the hyper network f (),

while maintaining most of its weights shared among all the
graph nodes. The models exploit the hyper models just to
create a multiplicative factor that allows the rescaling of the
components of the computed embedding.

G. Expressive Power of hLGC and hExpGC

Theorem 5: hLGC is more expressive than LGC
Proof: First, we have HLGC ⊆ HhLGC since, fixed any

value for the αi parameters of LGC, we can define the
corresponding vectors αi of hLGC with all the entries at the
same value.

To show that HLGC �= HhLGC, we consider for simplicity
only the case of a graph with a single node feature, i.e., where
x ∈ R

n×1. In this case, θ ∈ R is a single number for both LGC
and hLGC. For LGC, we can define γi = αiθ and rewrite every
fLGC in LGC as follows:

fLGC =
k�

i=0

γi Li x.

Thus, LGC can represent all the linear combinations of the
vectors Li x. If k < n, then the space spanned by these vectors
forms a proper subspace of R

n . Conversely, for fhLGC in
hLGC we obtain

fhLGC =
k�

i=0

γ i 	 Li x

where each γ i ∈ R
n, so hLGC is able to represent a much

larger subset or even the entire space R
n (depending on the

feature information x). �
Theorem 6: hExpGC is more expressive than ExpGC

Proof: The inclusion HExpGC ⊆ HhExpLGC follows directly
as in Theorem 5. For simplicity, we consider again only single
node features x ∈ R

n×1. Then, we can rewrite every function
in ExpGC as

fExpGC =
k�

i=0

θ
β i

i ! Li x

where θ is a single multiplicative parameter. The contribution
of the coefficient (β i/ i !) to the vector Li x is the same for each
node. On the other hand, hExpGC allows to have a different
coefficient (β i/ i !) for each node. Thus, it can represent a
richer set of functions of the form

fhExpGC =
k�

i=0

θ
β i

i ! 	 Li x.

In particular, each node can have associated a different
(exponential) combination of the basis vectors Li x. �

Theorem 7: hLGC is more expressive than hExpGC
Proof: This proof is very similar to the one provided in

Theorem 4. �
Both hExpGC and hLGC can represent a wide range of

functions. Of course, the definition of the hypernetwork pro-
viding in output the coefficients may (and should) limit such
expressiveness and trade-off bias for variance.
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H. Computational Complexity

SGC in (8) is very efficient compared with other convo-
lutions based on message-passing, e.g., GCN in (5), because
it is possible to precompute the terms SkX. Considering our
four proposed models in (13), (15), (18), and (20), we can
note that for all of them the terms Li X can be precomputed
as well. Thus, the computational requirements of our proposed
convolutions are comparable to the ones of SGC. While the
asymptotic complexity of SGC, of our proposed methods, and
other convolutions based on message passing is the same,
in practice SGC as well as our proposed convolutions can
be significantly faster compared with, for instance, the very
popular GCN (see Section V-D).

IV. RELATED WORKS

In the past few years, several models inspired by the
graph convolution idea have been proposed. We already dis-
cussed some methods that are closer to our formulation in
Section II. In this section, we detail other relevant methods in
literature. The first definition of neural network for graphs
(NN4Gs) dates back to the nineties [17]. More recently,
NN4Gs [18] proposed the idea that has been rebranded
later as graph convolution. Scarselli [2] defined a recurrent
NN4Gs, which was later extended [19] removing the con-
straint for the recurrent system to be a contraction mapping.
Duvenaud et al. [20] proposed a hierarchical approach similar
to NN4G and inspired by circular fingerprints in chemi-
cal structures that, differently from NN4G, exploited back-
propagation for training, later extended to consider edge labels
by ECC [21]. Zhang et al. [22] proposed a propagation scheme
for vertices’ representations based on the random-walk graph
Laplacian, similar to the one presented in (5), which has been
extended to consider neighbors at multiple distances [23].
PATCHY-SAN [24] defines a different convolutions on graphs,
which is conceptually closer to convolutions defined over
images, exploiting a canonical ordering on graph vertices.
Graph attention networks (GATs) [25] exploit a different
convolution operator based on masked self-attention. The idea
is to replace the adjacency matrix in the convolution with
a matrix of attention weights. The authors propose to use
multihead attention to stabilize the training. While it may
be more complex to train, GAT allows to weight differently
the neighbors of a node, and thus, it is a very expressive
graph convolution. Fast GCN [26] uses node sampling to
define a fast convolution operator, suited for the inductive
setting. LNet and AdaLNet [27] exploit filters learned on an
approximation of the Laplacian matrix. In particular, the model
proposed in [27] exploits particular localized polynomial filters
based on the Lanczos algorithm, which leverages multiscale
information. Deep graph infomax (DGI) [28] trains a GCN in
an unsupervised setting to obtain general node embeddings.
GNN with auto-regressive moving average (ARMA) filters
(ARMA) [29] defines an ARMA filter for graph convolution.
In [30], an extension of GCN using random learning tech-
niques and a least-squares regularization is investigated. This
extension allows to speed up the learning phase and improves
the performance of GCN in large-scale settings. In [31],
a graph convolution based on the Haar transform has been

proposed for GCNs to substitute the eigenbasis of the graph
Laplacian in (1).

The convolutional operators in the models described above
differ significantly from the ones considered in our analysis
since they are developed with the aim to be part of a deeper
model (excluding [30] where the model differs by the intro-
duction of random weights and a regularization parameter).
Indeed, they were developed to consider only the closest
(1-hop far) neighboring nodes. Stacking several convolutional
layers makes it possible to increase the considered receptive
field. Moreover, to be effective the models that exploit this
kind of operators tend to use nonlinearities. Our study is
inspired by the SGC model that was developed pursuing a
different direction: reduce the model complexity by removing
nonlinearities and collapsing weight matrices between consec-
utive layers. In this work, we propose a convolutional operator
(ExpGC) that is simpler to interpret than SGC and three others
(LGC, hExpGC, and hyper-GC) that gradually increase the
complexity of the model to improve the expressiveness of
the operator. It is worth to note that all the GC operators
considered in our analysis exploit a structure similar to the
one exploited by the SGC and follow the same idea to remove
complexities given in deep GNNs.

Recently, many works propose the idea of extending graph
convolution layers to increase the receptive field size. In gen-
eral, these models exploit the power series of the diffusion
operator. Differently from the models proposed in this article
(and the SGC), these models usually concatenate polyno-
mial powers of the adjacency matrix. This kind of mul-
tiscale representation of the graph features is also known
as graph-augmented multilayer perceptrons (GA-MLPs) [32].
Note that GA-MLPs exploit MLPs to aggregate the various
elements of the power series of the adjacency matrix. That
makes the GA-MLPs more complex (and more expressive)
than the models considered in our analysis. As the focus
of this article is on defining, analyzing, and comparing
simple single-layer models, we consider GA-MLPs and the
other models discussed in the following to go beyond the
purpose of our analysis since they exploit more sophisti-
cated, multilayer architectures compared with the ones we
investigated.

One of the methods that rely on the multiscale representa-
tion idea is the diffusion CNN (DCNN) [33]. DCNN defines
a different graph convolution (i.e., diffusion-convolution) that
incorporates in the definition of graph convolution the diffu-
sion operator, i.e., the multiplication of the input representa-
tion with a power series of the degree-normalized transition
matrix. The model proposed in [34] instead of using neighbor
aggregation function adopts graph augmented features that
combine node degree features and multiscale graph propagated
features. Moreover, the model aggregates the graph augmented
features of each vertex and projects each of these subsets
using an MLP. Luan et al. [35] propose to use the Krylov
blocks to define two novel deep GCN architectures. The
first one, named snowball, stacks several GC layers that
concatenate multiscale features incrementally, resulting in a
densely connected graph network. The second model, called
truncated Krylov, concatenates multiscale features in each
layer, in a way that the topological features from all the
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levels are mixed together. The MixHop graph convolution
layer was proposed in [36], where a multilayer architecture
based on such convolution is defined. Each layer of the
model mixes a subset (managed as a hyperparameter) of the
powers of the adjacency matrix, by multiplying them by
the embedding computed in the previous layer. Finally, each
layer concatenates the representation obtained for each con-
sidered diffusion operator’s powers. Nt and Maehara [37]
observed that multiplying graph signals with propagation
matrices corresponds to low-pass filtering. Based on this obser-
vation, the authors proposed the graph filter neural network,
which filters the input features by multiplication with graph
filter matrices. An alternative multiresolution architecture,
dubbed scalable inception graph neural networks (SIGNs),
is proposed by Rossi et al. [38]. The most interesting feature
of this architecture is its ability to scale GNN to a very
large graph. The author proposes to exploit as building block
for the model a set of exponentiations of linear diffusion
operators. Then, in each building block a learnable matrix is
used to linearly project every exponentiation of the diffusion
operator. As reported by the authors, the SIGN layer is able
to replicate some popular graph convolutional layers. To do
this, SIGN exploits a learnable weight matrix, with dimensions
depending on the number of considered degrees of the power
series of the diffusion operator. That makes this model more
complex to train than the ones here considered in our analysis.
Moreover, SIGN layers exploit a nonlinear activation function.
It is worth noting that a single layer of SIGN could be
used to implement the SGC, ExpGC, and LGC operators,
while SIGN cannot implement neither hExpGC nor hLGC.
Yu et al. [39] recently proposed an efficient and scalable
extension of the SIGN model developed to handle prediction
problems on heterogeneous graphs.

Liu et al. [40] proposed a model to learn node represen-
tations by adaptively incorporating information from large
receptive fields. The model computes the node feature trans-
formation by exploiting an MLP network. The computed node
features are then used to construct a multiscale representation
exploiting the exponentiation of the adjacency matrix obtained
from all the levels mixed together. More recently, a graph
multiscale representation was exploited to define a linear graph
operator, the polynomial GCN (PGCN) [41]. Even though in
Chen et al. [32] show multiscale architectures not to be more
expressive compared with GNNs, the authors proved PGCN
to be more expressive than the most common convolution
operators and their linear stacking. It is also worth noting that
PGCN is proven to be a generalization of the most common
spatially localized graph convolutions. Indeed, the authors
show that common graph convolution operators (including
SGC, ExpGC, and LGC) can be defined as specific instances of
a single PGC. Similar to SIGN, however, it cannot implement
the hyper-GCs considered in our analysis. In [42] and [43], the
multiscale representation approach was used in conjunction
with an attention/gating mechanisms resulting in scalable and
efficient models, while in [44] it is used in conjunction
with reservoir computing framework to obtain an extremely
efficient GNN.

TABLE I

DATASETS STATISTICS. THE COLUMNS #TRAIN, #VAL, AND #TEST
REPORT THE NUMBER OF NODES IN THE TRAINING,

VALIDATION, AND TEST SETS, RESPECTIVELY

V. RESULTS

In this section, we compare the proposed graph convolu-
tional layers against several widely adopted models on six
real-world node classification datasets.

A. Dataset

We empirically validated the proposed convolutions on six
widely adopted datasets of node classification: Citeseer, Cora,
PubMed, Reddit, WikiCS, and Ogbn-Arxiv. Each dataset is
a graph, and in the first three of them, nodes represent
documents and node features are sparse bag-of-words feature
vectors. Specifically, in Citeseer, Cora, and PubMed the task
requires to classify the research topics of papers. Each node
represents a scientific publication described by a 0/1-valued
word vector indicating the absence/presence of the correspond-
ing word from a dictionary. In the Reddit dataset, the task
involves the classification of Reddit posts. Each node is a post,
and the node label is the community, or “subreddit,” that a post
belongs to. The authors sampled 50 large communities and
built a post-to-post graph, connecting posts if the same user
comments on both. The WikiCS dataset [45] is a graph where
the nodes represent Wikipedia Computer Science articles and
the edges represent the hyperlinks among them. Also in this
case the node features derive from the text, but differently from
the other considered datasets, here they were calculated as the
average of pretrained GloVe word embeddings instead of using
binary bag-of-words vectors. In the Ogbn-Arxiv dataset [46],
the nodes represent arXiv papers while a direct edge connects
a paper cited by another one. Node labels consist of 128-D
feature vectors obtained by averaging the embeddings of words
in the title and abstract of the article. The task consists in
classifying the subject areas of arXiv CS papers. Relevant
statistics about the datasets are reported in Table I.

B. Experimental Setting and Implementation Details

We developed all the models involved in the comparison
using deep graph library (DGL) [47]. As baseline models,
we considered the SGC [see (8)], the GAT, and the GCN
[see (5)] convolutions. For these models, we exploit the
implementation provided by DGL. For all the datasets but
Reddit, we solve the resulting optimization problem with the
Adam algorithm (a variant of stochastic gradient descent with
momentum and adaptive learning rate). For the Reddit dataset,
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TABLE II

SETS OF HYPERPARAMETERS VALUES USED FOR MODEL SELECTION VIA GRID SEARCH

TABLE III

ACCURACY COMPARISON ON NODE CLASSIFICATION TASK BETWEEN THE PROPOSED MODELS AND THREE BASELINES (SGC, GAT,
AND GCN). THE MODEL SELECTION IS PREFORMED CONSIDERING THE RESULTS OBTAINED ON THE VALIDATION SET

we use the limited-memory Broyden–Fletcher–Goldfarb–
Shanno algorithm (L-BFGS) algorithm [48]. We used early
stopping (with the patience set to 100) and model checkpoint,
monitoring the accuracy on the validation set. We set the
maximum number of epochs to 500. All the experiments
involved a shallow model composed of a single layer followed
by a softmax activation function. The results were obtained
by performing five runs for each model. For our experiments,
we adopted a machine equipped with: 2x Intel(R) Xeon(R)
CPU E5-2630L v3, 192GB of RAM, and an Nvidia Tesla
V100. For more details, check the publicly available code.1

1) Model Selection: Before discussing the results of the
proposed graph convolutions in the perspective of results of
the state-of-the-art methods, we would like to point out that
for different reasons, the results reported in literature are not
always comparable to the ones we report here. For instance,
there may be different versions of the same dataset (using
the same name), or different train/validation/test splits on the
same dataset that may significantly impact the reported results.
Another aspect to consider is the procedure adopted to select
the hyperparameters (such as learning rate, regularization, and
network architecture). Many papers report, for each dataset,
the best performance on the test set obtained after testing many
hyperparameter configurations. This procedure favors complex
methods that depend on many hyperparameters, since they
have a larger set of trials to select from compared with simpler
methods. However, the predictive performances computed in
this way are not unbiased estimations of the true error, and
thus, these results are not comparable to other model selection
methods [49]. For these reasons, we consider in this article
two experimental settings. In the first experimental setting,
reported in the following, we select all the hyperparameters
of each method on the validation set. We then evaluate the

1https://github.com/lpasa/SimpleGraphConvolutionalNetworks

test set with a single model. In the second one, that we
report in Appendix A, we used an approach followed by many
works in literature, i.e., we report the performance of the best
hyperparameter configuration for each dataset. As mentioned
before, these results shall be considered as an upper bound
on the predictive performance of the method.

To ensure a fair comparison using a correct model selection
procedure, we ran new experiments for all the models con-
sidered in the empirical comparison. For this reason, some of
the reported results do not coincide with the results reported
in literature. The hyperparameters of the model (number of
hidden units, learning rate, weight decay, k) were selected
using a limited grid search, where the explored sets of values
do change based on the considered dataset. We performed
some preliminary tests to select the set of values taken
into account for each hyperparameter. In Table II, we report
the sets of hyperparameter values used for the grid search.
To perform a fair comparison among the proposed models
and the baselines, we used the same hyperparameters grid for
all the models. As evaluation measure, we used the average
accuracy computed on the validation set.

C. Experimental Results

Table III reports the results obtained validating all the
hyperparameters on the validation set. For each method and
dataset, we report the average accuracy and the standard
deviation over five runs. For sake of completeness, we have
also reported in Appendix A the results obtained selecting the
best hyperparameter values on the test set. We recall that this
hyperparameter selection procedure is biased, as discussed in
the previous section.

Let us start considering the first proposed graph convolu-
tion: ExpGC. It shows competitive predictive performance,
performing more than 2% better than SGC on Citeseer and
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being comparable to GAT and GCN. On Cora, ExpGC per-
forms comparably to SGC and GAT, and slightly worse than
GCN. On the PubMed dataset, ExpGC performs slightly worse
than SGC, but comparably to GCN and slightly better than
GAT. On WikiCS, it achieves the best accuracy obtaining
the same performance as hLGC (with little more standard
deviation). On Ogbn-Arxiv, the ExpGC is comparable to the
GCN and SGC, while the accuracy is significantly lower than
the one achieved by GAT. On Reddit, ExpGC is comparable to
SGC, which in turn performs better than GCN. We could not
compute GAT on Reddit since even using the simplest possible
model (with a single attention head) the memory requirements
are higher than the 16 GB that are available on our GPU.

Considering LGC, it performs better than ExpGC in all
the considered datasets but WikiCS, while LGC performs
better than hExpGC on Citeseer and PubMed and WikiCS.
Moreover, it outperforms the competing methods in literature
in all the considered datasets except Ogbn-Arxiv, which is
the only dataset where a more complex nonlinear model like
GAT shows better performance. Note that both GAT and GCN
baselines exploit a layer with a different number of hidden
units compared with SGC and the proposed ExpGC, hExpGC,
and LGC models, which directly compute the representation in
the output space. Finally, the hLGC model achieves the best
predictive performance in all the considered datasets except
Ogbn-Arxiv, where it obtains the second higher result.

D. Computational Requirements

In Table IV, we report the average computational time
required to perform a single epoch for the three considered
convolutions from the literature and our proposals. We report,
for each convolution and dataset, the computational times
corresponding to the hyperparameters that provide the best
predictive results. We report the average duration (and standard
deviation) of all the training epochs, in milliseconds. We can
note that GAT and GCN are, in all the datasets, significantly
slower compared with ExpGC, hExpGC, and LGC that allow
to precompute the exponentiations of the adjacency matrix.
This is not the case for hLGC due to the overhead introduced
by the hypernetworks used for each i . It is worth notng
that the hLGC scales very well on huge dataset like Ogb-
Arxiv. Indeed, comparing the average computational time
required to perform a single epoch with the only model that
achieves a better accuracy (GAT) shows significantly lower
time demands. Note that the reported times are an average
over all the epochs, and thus, the preprocessing time for
SGC, ExpGC, LGC, hExpGC, and hLGC is included in the
reported time. In Table IV, we also report the number of
learnable parameters of the models selected via grid search.
The table shows that ExpGC, SGC, and LGC exploit a low
number of parameters. In comparison to the GCN and GAT,
the difference is in many cases of one order of magnitude.
Moreover, it is worth noting that the hExpGC model uses
a number of parameters that are similar to LGC, while the
difference is considerably bigger if we consider hLGC. Even
if both these models use hyper neural networks to generate
the parameters of the convolution, the particular structure of

TABLE IV

TIME COMPARISON AMONG THE MODELS PROPOSED IN THIS ARTICLE
AND THREE BASELINES (SGC, GAT, AND GCN). FOR EACH

CONVOLUTION AND DATASET, WE REPORT THE AVERAGE

DURATION (AND STANDARD DEVIATION) OF ALL THE

TRAINING EPOCHS OF THE BEST PERFORMING MODEL.
THE TIME MEASUREMENTS ARE REPORTED IN

MILLISECONDS. MOREOVER, WE ALSO REPORT

THE NUMBER OF TRAINABLE PARAMETERS
OF THE MODELS

hExpGC leads to a limit on the number of parameters that
have to be tuned. It is also interesting to note that the number
of parameters of LGC and ExpGC is very similar, and both
close to the minimum number of learnable parameters that a
model using the original input features has to manage [4].

E. Discussion

While the improvement of hLGC compared with the second
best performing method (LGC) on each dataset seems mar-
ginal, it is worth to note that hLGC consistently performs
better than other methods. While all four proposed methods
perform consistently better than SGC, hLGC is the method
showing the best predictive performance, while LGC exhibits
the best trade-off among predictive performance and required
computational time.

F. Comparison Among Simple Convolutions

In Fig. 2, we report the loss curves during training using
SGC and the four convolutions proposed in this work (ExpGC,
LGC, hExpGC, and hLGC) on the Cora dataset. On the other
datasets, similar considerations can be drawn. The plots report
the loss computed on the training, validation, and test sets. The
curves refer to the hyperparameters that yield the best results
for each method (whose results are reported in Table V).
It is interesting to note how the number of epochs that the
model requires to converge is related to the expressiveness of
the considered convolution. In fact, for SGC, ExpGC, LGC,
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Fig. 2. Loss curves computed with the progress of training epochs on Cora (node classification) training, test, and validation sets for SGC, ExpGC, LGC,
hExpGC, and hLGC.

Fig. 3. Values of the αi parameters of the LGC, values of (β i/ i !) on ExpGC, (averaged) values of ( f ([X, L1X, . . . , LkX])i / i !) on hExpGC, and (averaged)
values of fi (Li X) on hLGC (variance is reported as well, but in some cases it is too small to be visualized), for values of i ∈ {0, . . . , k}. The considered
models are trained on the Citeseer, Cora, and PubMed datasets and their hyperparameters are selected on the respective validation sets.

hExpGC, and hLGC (that are increasingly expressive), we can
see that the slope of the curves becomes steeper as a more
expressive model is used.

An important role in the three proposed convolutions is
played by the multiplicative coefficients applied to each
term of the summation, which significantly influence the
optimization phase and the final results. For this reason,
we decided to study the values of these multiplicative
elements for all new models on the Citeseer, Cora, and
PubMed datasets. In Fig. 3, we have reported the coefficient
values for the three models selected in validation. For what
concerns ExpGC, a single learned parameter β determines
the weight of each i ∈ {0, . . . , k} term of the summation
[see (13)], computed as (β i/ i !). These values are represented
by the black line in Fig. 3. For hExpGC, we report values
of ( f ([X, L1X, . . . , LkX])i/ i !), where f ([X, L1X, . . . , LkX])
outputs a different value for each nodes. The LGC convolution
defines, instead, a different multiplicative coefficient αi for
each i ∈ {0, . . . , k} (red line in Fig. 3). All αi (similar to β)

are adjusted during optimization. Finally, using the blue line,
we report the average of the output of the hypernetworks
fi (Li X) for each value of i ∈ {0, . . . , k} for the hLGC model.
Variance is also reported; however, it is so small that it is
not possible to discriminate it in the plot. We can note that
the coefficients learned by LGC tend to be closer to each
other compared with ExpGC, while the (average) coefficients
generated in the hLGC show a much larger range of variation
and diversification with respect to the other two models. The
hExpGC learns coefficients that are similar to the ones learned
by ExpGC, but with a considerable variance over nodes, thanks
to the use of f () that allows to have a different coefficient
based on the features of the considered node in input. From
these plots, it is evident that ExpGC is much more constrained
with respect to LGC, being forced to concentrate significant
values on few nearby terms. Moreover, the hLGC model
selected in validation exploits a much larger value of k, thus
showing a better ability to extract significant information from
large receptive fields on the graph. Finally, the very small

This article has been accepted for inclusion in a future issue of this journal. Content is final as presented, with the exception of pagination. 

Authorized licensed use limited to: POLO BIBLIOTECARIO DI INGEGNERIA. Downloaded on March 24,2023 at 12:11:49 UTC from IEEE Xplore.  Restrictions apply. 



12 IEEE TRANSACTIONS ON NEURAL NETWORKS AND LEARNING SYSTEMS

Fig. 4. Accuracy comparison of ExpGC, LGC, hExpGC, and hLGC using different values of k. The results are computed on the validation set of the datasets.

Fig. 5. Values of coefficients ( f ([X, L1X, . . . , Lk X])i/ i !) on hExpGC for each node in the Cora, Citeseer and PubMed datasets for values of i ∈ {0, . . . , k}.
The considered models are trained on the Citeseer, Cora, and PubMed datasets, and their hyperparameters are selected on the respective validation sets.

variance observed for the output of the hypernetworks seems
to be an indication that the selected model does not overfit the
training data.

G. Impact of Hyperparameter k

Our experimental results show that the selection of the best
k value highly depends on the considered dataset. In Fig. 4,
we analyze the accuracy achieved by the models proposed
in this article, varying the hyperparameter k considering the
values used during the validation phase (reported in Table II).
The reported results are obtained using the validation set.
In Citeseer, selecting smaller k values allows to obtain higher
accuracy. Note that LGC and hLGC are more sensitive to this
parameter. On Cora, the ExpCG and LGC-based models show
different behaviors. Indeed, lower values of k are more suitable
for ExpGC and hExpGC, while higher values are preferable
for LGC and hLGC. On PubMed, all the models show stable
performance using a value of k ≥ 5. Similar stable trends
can be seen on WikiCS and Reddit. It is worth noting that

on PubMed, the hExpGC accuracy drops significantly using a
too large a value for k. On Ogbn-Arxiv, k impacts significantly
the performance of the LGC and hLGC. Indeed, the accuracy
achieved by these models drops significantly for k > 10.

H. Interpretability of hExpGC

In this section, we study how the particular structure of
hExpGC allows us to evaluate which are the most suitable
i values that have to be considered to perform the node
classification task. Indeed, the hyper model f () (18) exploited
by the hExpGC computes an ad hoc parameter βv for each
considered node v. The intuition is that the greater the value
of (β i

v/ i !), the higher the contribution of the embedding com-
puted considering a receptive field of i −hops. In Fig. 5, each
line represents the value of (β i

v/ i !) for each i ∈ {0, . . . , k}
of a single node contained in the dataset. It is interesting to
note how each different node drives the hExpGC to focus on
a different subset of the considered terms. The output of the
hyper model f ()also influences the size of the subsets of the

This article has been accepted for inclusion in a future issue of this journal. Content is final as presented, with the exception of pagination. 

Authorized licensed use limited to: POLO BIBLIOTECARIO DI INGEGNERIA. Downloaded on March 24,2023 at 12:11:49 UTC from IEEE Xplore.  Restrictions apply. 



PASA et al.: EMPOWERING SIMPLE GRAPH CONVOLUTIONAL NETWORKS 13

Fig. 6. Values of coefficients ( f ([X, L1X, . . . , Lk X])i/ i !) on hExpGC for each node of the PubMed dataset according to their target class for values of
i ∈ {0, . . . , k}. The considered model is obtained on the training set using hyperparameters values selected on the validation set.

TABLE V

ACCURACY COMPARISON BETWEEN THE PROPOSED MODELS AND THREE BASELINES (SGC, GAT, AND GCN). THE
MODEL SELECTION IS PREFORMED CONSIDERING THE RESULTS OBTAINED ON THE TEST SET

considered terms. Indeed, for some nodes, many terms of the
summation are multiplied by a factor close to zero. Studying
how the values of the coefficients are distributed considering
the various classes (targets) of the nodes, we note that there are
no significant differences in the coefficient values’ distribution
among the nodes that belong to different classes. This suggests
that coefficients obtained for each node are more influenced by
node’s embeddings than by the class it belongs to. An example
of this behavior can be observed in Fig. 6, which reports the
coefficient values distribution of the 3 classes of the PubMed
dataset.

VI. CONCLUSION AND FUTURE DIRECTIONS

In this article, we followed the opposite direction compared
with many works in literature on the definition of graph
convolution operators. Instead of increasing the complexity of
existing options, we started from the graph spectral filtering
theory and defined four increasingly expressive graph convolu-
tions. For two of these models, i.e., ExpGC and LGC, we also
provided the Rademacher generalization bounds that, due to
the simplicity of the proposed models, can be directly applied.
We showed that our proposals achieve very good predictive
performance while being more efficient (ExpGC, LGC, and
hExpGC) to compute than most alternatives in the literature.

In the future, we plan to expand the study of the
Rademacher complexity bounds on other graph convolutions
and analyze whether the bounds are tight enough to allow for a
comparison of the expressiveness of different graph operators.
Moreover, we would like to study the effects of stacking
multiple graph convolution layers in an architecture that

includes nonlinearities. Finally, we plan to test the proposed
convolutions in the setting of graph classification, instead of
node classification, considered in this article.

APPENDIX A
RESULTS—HYPERPARAMETER SELECTION ON TEST SET

The results reported in Table V were obtained selecting the
best hyperparameter values on the test set. For each hyper-
parameter configuration, the model with highest validation
accuracy was selected. We recall that this hyperparameter
selection procedure is biased, as discussed in Section V-B1.
We can note that the performance obtained in the validated
setting in Table III is in general lower compared with the ones
in Table V. Complex methods such as GAT tend to show a
higher decrease in accuracy.
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