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Abstract: Understanding the many facets of repeated route choice behavior in traffic networks is
essential for obtaining accurate flow forecasts and enhancing the effectiveness of traffic management
measures. This paper presents a model of the day-to-day evolution of route choices incorporating
travelers’ contrarian behavior, learning and inertia. The model is formulated as a discrete-time
nonlinear dynamical system, and its properties are investigated analytically and numerically with a
focus on the effect of the fraction of individuals adopting a contrarian route choice behavior. The
findings of the study indicate that the extent of contrarian behavior may have significant impacts on
the attractiveness and stability of network equilibria as well as on global system performance. We
show that a properly balanced combination of direct and contrarian subjects can protect the system
from instabilities triggered by other behavioral and network features. Our results also suggest that
the fixed point stability range may depend to a considerable extent on travelers’ inertia and memory
of previous experiences, as well as on the form of the travel cost functions used in the model. The
occurrence of contrarian behavior should be explicitly taken into account in the design of traffic
management schemes involving the deployment of Advanced Traveler Information Systems (ATISs),
as it may act as a mitigating factor against the concentration of choices on the recommended routes.
The analytical framework proposed in this paper represents a novel contribution, since contrarian
behavior in repeated route choice has been investigated mainly by means of empirical or simulation
approaches thus far.

Keywords: day-to-day traffic dynamics; route choice; contrarian behavior; memory and learning;
inertia; nonlinear dynamical system; fixed point stability; travel cost functions

1. Introduction

The behavioral mechanisms underlying the day-to-day evolution of route choices have
been the object of active research within the field of transport analysis since the seminal
work of Horowitz [1] demonstrated their impact upon the attractiveness and stability of
equilibrium states in traffic networks. Understanding the fundamental drivers of day-to-
day route choice behavior is of utmost importance for the prediction of users’ response
to traffic management and information provision measures, notably the deployment of
Advanced Traveler Information Systems (ATISs).

The study of day-to-day route choice dynamics in traffic networks can be undertaken
either from a theoretical standpoint or through an empirical approach. With regard to
discrete-time deterministic process models, which are of particular interest to our study,
Cantarella and Cascetta [2] established general theoretical results, followed by several
contributions dealing with specific aspects and applications [3–7].

Repeated route choice behavior has also been the object of empirical research, often
focusing on the effects of experiential knowledge or ATIS-supplied information on the
evolutionary dynamics of traffic networks. While virtual experiments in laboratory-like
settings have been extensively used as a method of investigation [8–15], partially controlled
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on-road experiments [16,17] and analyses of large sets of route choice data observed in real
networks have also been reported in the literature [18,19]. A connection between modeling
and empirical approaches has been pursued as well [20–22].

The main purpose of the present study is to analyze how a specific feature, referred to
as contrarian route choice behavior, may affect the day-to-day dynamics and the stability of
traffic in transport networks. Generally speaking, contrarian behavior can be defined as
a tendency to act “contrary to the crowd”, and can be observed in a variety of collective
systems in which individual decisions are based on the expectation of the choices that are
likely to be made by others. Contrarianism is thus a kind of strategic behavior that can
be framed within the wider context of cognitive hierarchy theory [23]. The emergence
of contrarian behavior has been addressed by studies relating to various fields, ranging
from investment strategies in financial markets [24–26] to social psychology and opinion
dynamics [27–29], and has been analyzed in the framework of game theory as well [30,31].

In order to introduce the setting of our study, we begin by presenting the basic concept
through a simple example. Consider a group of travelers choosing repeatedly between
two routes, denoted by 1 and 2, as in the case of individuals commuting daily from home
to work. Route choices are dictated by expected travel times, say t1 and t2, which may be
based on experiential knowledge and/or on navigational advice supplied by an ATIS. If,
on any given day, t1 < t2, subjects choosing route 1 are said to exhibit direct choice behavior,
while those selecting route 2 are said to exhibit contrarian choice behavior. The latter is
inspired by strategic reasoning based on the presumption that the majority of travelers
will behave in a direct manner. If this is indeed the case, route 1 is likely to become the
more crowded, and thus contrarians may end up traveling on the fastest route. Clearly,
contrarian behavior can be successful only as long as it is adopted by a minority of subjects
within the traveling population.

Contrarian route choice behavior in traffic networks is a possible reaction of drivers
to the information and recommendations supplied by route guidance systems [32], and
has been investigated in several studies of day-to-day traffic dynamics adopting either
experimental or agent-based simulation approaches. Selten et al. [9] found that contrar-
ian behavior was adopted by a minority of the participants confronted with a two-route
scenario in a laboratory experiment. Helbing et al. [33] introduced strategy coefficients in
order to identify individual propensities toward direct or contrarian behavior in route
choice games. In a controlled experiment on repeated route choice, Han et al. [34] detected
the occurrence of strategic behavior, whereby some participants used ATIS recommenda-
tions as a means of anticipating other players’ decisions. Typical behaviors of participants
in a two-route repeated choice experiment were classified using cluster analysis by Qi
et al. [35], who studied the effect of providing full vs. partial travel time information on
the fraction of contrarian responses. Meneguzzer [36] analyzed day-to-day route choices
in a laboratory-like setting and found a prevalence of direct behavior, with contrarians
achieving lower individual travel times than subjects who reacted in a direct manner to
the provided information. As shown by an experimental study reported in [37], contrarian
behavior may emerge not only under conditions of selfish routing, but also in a scenario of
cooperative routing promoted by means of a system-optimal oriented ATIS.

Simulation-based studies have also addressed the issue of contrarianism in repeated
route choice contexts. Bazzan et al. [38] proposed to model typical commuter route choice
behaviors in a multi-agent system using the notion of personalities. They concluded that the
best performing agents were subjects making choices that are opposite to those appearing
as “good” on the basis of the recent outcomes. Alibabai and Mahmassani [39] applied the
concept of strategic reasoning to simulate the day-to-day route choice behaviors of first-level
and second-level thinkers in a simplified traffic system, and showed that strategic subjects
could attain lower individual travel times only on the condition of being a minority within
the population of network users.

Motivated by the lack of analytical (as opposed to experimental or simulation-based)
studies of contrarianism in day-to-day route choice, Meneguzzer [40] proposed a macro-
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scopic, closed-form model of traffic dynamics incorporating both direct and contrarian
behaviors, and investigated several properties of the resulting nonlinear dynamical system.

The study described in the present paper extends and generalizes the above cited
work of the author by:

• Introducing inertia into the dynamic process model representing the day-to-day evo-
lution of the network state under mixed direct and contrarian route choices;

• Providing a more general statement of the fixed point stability conditions through the anal-
ysis of the Jacobian matrix of the resulting two-dimensional nonlinear dynamical system;

• Analyzing model behavior in the case of nonlinear link cost functions.

The remainder of the paper is organized as follows. In Section 2, the proposed model
is formulated as a discrete-time nonlinear dynamical system, and the related analysis of
fixed point stability is carried out. Section 3 illustrates the results of numerical tests of the
model on a simple network under different assumptions about the form of the travel cost
functions. The significance, limitations and policy implications of the research findings
are discussed in Section 4, together with concluding remarks and suggestions for possible
developments of the proposed approach.

2. Method
2.1. Model Formulation

We consider a two-link transportation network connecting a single Origin–Destination
(O-D) pair and assume a total travel demand of 1 unit. Hence, the flow pattern is uniquely
determined by the value of a single variable, and in the following analyses we denote by F
the flow on link 1 and by (1 − F) the flow on link 2.

The day-to-day evolution of the network state is modeled by means of a discrete-time
deterministic process whose generic period is denoted by t. Adopting a general approach
which allows consideration of the effects of both memory and inertia upon the dynamics
of travelers’ route choice behavior [2], the network dynamics can be described by the
following recursive expressions:

Ct
1 = βK1

(
Ft−1

)
+ (1 − β)Ct−1

1 (1)

Ct
2 = βK2

(
1 − Ft−1

)
+ (1 − β)Ct−1

2 (2)

Ft = αS
(
Ct

1 − Ct
2
)
+ (1 − α)Ft−1 (3)

where:

Ct
i (i = 1, 2) is the mean perceived cost of route i at the start of day t;

Ki (i = 1, 2) is the average flow-dependent cost actually experienced by users on route i;
S is the probability that a user who reconsiders their previous day’s choice will choose link
1 on day t, expressed as a function of the difference between day t’s perceived costs;
β (0 < β ≤ 1) is a parameter quantifying the extent to which the most recent travel
experience (“yesterday’s trip”) contributes to the formation of the cost perceived by users
at the start of day t;
α (0 < α ≤ 1) is a parameter representing the fraction of travelers who actually reconsider
their previous day’s choice.

Expressions (1) and (2) provide a simplified but effective representation of the learning
process by which network users develop their cost forecasts on the basis of past travel
experiences. More specifically, β can be interpreted as a memory depth parameter: in the
limit, when β = 1 travelers are “memoryless” as they base their next choice solely on the
most recently experienced costs. Note that β = 0 is excluded from the feasible range of the
parameter because it would “freeze” the system’s dynamics by keeping mean perceived
costs constant over time. On the other hand, expression (3) allows the incorporation of
inertia and habitual behavior into the route choice process, as (1 − α) represents the fraction
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of users who repeat their previous day’s choice regardless of the cost actually experienced.
In the limit, when α = 1 inertia and habit effects are completely absent, while the value
α = 0 is excluded from the feasible range of the parameter because it would preempt the
system’s dynamics by keeping flows constant over time.

Note that the unit of measurement of the travel cost variables appearing in Equations (1)–(3)
and in all subsequent expressions is not specified because it does not affect the interpretation
of the results nor the ensuing conclusions.

We now define Z = C1 − C2 and V(F) = K1(F)− K2(1 − F), and subtract expression
(2) from expression (1) to obtain:

Zt = βV
(

Ft−1
)
+ (1 − β)Zt−1 (4)

Ft = αS
(
Zt)+ (1 − α)Ft−1 (5)

Substitution of expression (4) for Zt into expression (5) yields the following two-dimensional
nonlinear dynamical system:

Zt = βV
(

Ft−1
)
+ (1 − β)Zt−1 (6)

Ft = αS
[

βV
(

Ft−1
)
+ (1 − β)Zt−1

]
+ (1 − α)Ft−1 (7)

whose fixed points correspond to states
(∼

Z,
∼
F
)

such that:

Zt = Zt−1 =
∼
Z (8)

Ft = Ft−1 =
∼
F (9)

Using conditions (8) and (9), expressions (6) and (7) can be rewritten as:

∼
Z = βV

(∼
F
)
+ (1 − β)

∼
Z (10)

∼
F = αS

[
βV
(∼

F
)
+ (1 − β)

∼
Z
]
+ (1 − α)

∼
F (11)

or, equivalently:
∼
Z = V

(∼
F
)

(12)

∼
F = S

[
βV
(∼

F
)
+ (1 − β)

∼
Z
]

(13)

and, substituting (12) for
∼
Z in expression (13), we obtain the following fixed point conditions:

∼
Z = V

(∼
F
)

(14)

∼
F = S

(∼
Z
)

(15)

Next, we address the specification of a route choice function S incorporating both
direct and contrarian behaviors, as defined in the introductory remarks of Section 1. To this
end, we propose a formulation encompassing the popular Logit model in its well-known
conventional form (16) as a representation of direct choice behavior, and in a modified form,
presented hereafter, as a representation of contrarian choice behavior. The two forms are
then merged into a single model through a weighted combination reflecting the fractions of
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travelers adopting the two types of behavior. According to this approach, the probabilities
of choosing route 1 are determined by means of expressions (16) and (17), respectively, for
direct

(
PDIR

1
)

and for contrarian (P CON
1

)
subjects:

PDIR
1 =

exp(−µC1)

exp(−µC1) + exp(−µC2)
=

1
1 + exp[µ(C1 − C2)]

=
1

1 + exp(µZ)
(16)

PCON
1 =

exp(µC1)

exp(µC1) + exp(µC2)
=

1
1 + exp[−µ(C1 − C2)]

=
1

1 + exp(−µZ)
(17)

where µ (>0) represents the dispersion parameter of the Logit model.
While the standard Logit model (16) is based on the assumption of cost-minimizing

route choice behavior, expression (17) entails that the probability of a contrarian traveler
choosing route 1 is an increasing function of the route’s expected cost. This is intended to
model the propensity of contrarians to deliberately choose the route having higher expected
cost, based on the belief that the majority of other travelers are likely to behave as cost
minimizers. If this kind of strategic guess is correct, the route having the higher expected
cost may turn out to be, after trips have been made, the less costly choice.

Letting ϕ denote the fraction of contrarian subjects within the traveling population
(0 ≤ ϕ ≤ 1), we obtain the following expression for the probability of choosing route 1:

S(Z) = (1 − ϕ)PDIR
1 + ϕPCON

1 =
1 − ϕ

1 + exp(µZ)
+

ϕ

1 + exp(−µZ)
=

1 + ϕ[exp(µZ)− 1]
1 + exp(µZ)

(18)

Introducing expression (18) into (7), the two-dimensional nonlinear dynamical system
describing the day-to-day evolution of network states becomes:

Zt = βV
(

Ft−1
)
+ (1 − β)Zt−1 (19)

Ft = α

[
1 + ϕ

{
exp

(
µ
[
βV
(

Ft−1)+ (1 − β)Zt−1])− 1
}

1 + exp(µ[βV(Ft−1) + (1 − β)Zt−1])

]
+ (1 − α)Ft−1 (20)

and the fixed point conditions (14) and (15) can be rewritten as:

∼
Z = V

(∼
F
)

(21)

∼
F =

1 + ϕ

[
exp

(
µ
∼
Z
)
− 1
]

1 + exp
(

µ
∼
Z
) (22)

Note that the solution of the fixed point problem is independent of α and β, while, as shown
in the following, these parameters play an important role in the context of the stability
analysis of the dynamical system (19) and (20).

2.2. Fixed Point Stability Analysis

In order to analyze fixed point local stability, we consider the Jacobian matrix of system
(6) and (7):

J =

[
∂Zt

∂Zt−1
∂Zt

∂Ft−1
∂Ft

∂Zt−1
∂Ft

∂Ft−1

]
(23)

whose entries have the following expressions:

∂Zt

∂Zt−1 = 1 − β (24)
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∂Zt

∂Ft−1 = β
dV
dF

(25)

∂Ft

∂Zt−1 = α(1 − β)
dS
dZ

(26)

∂Ft

∂Ft−1 = α
dS
dZ

β
dV
dF

+ 1 − α (27)

with:
dS
dZ

=
(2ϕ − 1)µexp(µZ)

[1 + exp(µZ)]2
(28)

According to a basic result of nonlinear dynamical systems theory, a fixed point
(∼

Z,
∼
F
)

is locally stable if the absolute values of all eigenvalues of matrix J evaluated at
(∼

Z,
∼
F
)

are less than 1. Expressions (29)–(31), often referred to as Jury conditions, are known to be
necessary and sufficient for this:

D < 1 (29)

D > T − 1 (30)

D > −T − 1 (31)

where D is the determinant and T is the trace of matrix J evaluated at the fixed point:

D = (1 − α)(1 − β) (32)

T = 2 − α − β + αβ

(
dS
dZ

)
Z=

∼
Z

(
dV
dF

)
F=

∼
F

(33)

Introducing (32) and (33) into conditions (29)–(31) yields:

(1 − α)(1 − β) < 1 (34)

αβ

[
1 −

(
dS
dZ

)
Z=

∼
Z

(
dV
dF

)
F=

∼
F

]
> 0 (35)

4 − 2(α + β) + αβ

[
1 +

(
dS
dZ

)
Z=

∼
Z

(
dV
dF

)
F=

∼
F

]
> 0 (36)

It can be immediately seen that (34) always holds because 0 < α ≤ 1 and 0 < β ≤ 1. In
keeping with the main focus of this study, in what follows, we show how (35) and (36)
can be converted into conditions on ϕ which define the range of values of the fraction of
contrarian travelers ensuring fixed point stability.

To this end, we first evaluate the sign of
(

dV
dF

)
. From the definition of V(F):

V(F) = K1(F)− K2(1 − F) 0 ≤ F ≤ 1 (37)

it follows that:
dV
dF

> 0 0 ≤ F ≤ 1 (38)

under the natural assumption that the travel costs of both links are strictly increasing
functions of the respective flows.

Since 0 < α ≤ 1 and 0 < β ≤ 1, condition (35) requires:(
dS
dZ

)
Z=

∼
Z
<

1(
dV
dF

)
F=

∼
F

(39)
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Using expression (28), (39) can be written as:

(2ϕ − 1)µexp
(

µ
∼
Z
)

[
1 + exp

(
µ
∼
Z
)]2 <

1(
dV
dF

)
F=

∼
F

(40)

from which the following condition on ϕ can be derived:

ϕ <
1
2
+

[
1 + exp

(
µ
∼
Z
)]2

2µexp
(

µ
∼
Z
)(

dV
dF

)
F=

∼
F

(41)

Next, we consider condition (36) and rewrite it as:(
dS
dZ

)
Z=

∼
Z
>

2(α + β)− αβ − 4

αβ
(

dV
dF

)
F=

∼
F

(42)

Using again expression (28) we obtain the following condition on ϕ:

ϕ >
1
2
+

[
1 + exp

(
µ
∼
Z
)]2

[2(α + β)− αβ − 4]

2αβµexp
(

µ
∼
Z
)(

dV
dF

)
F=

∼
F

(43)

Hence, we conclude that a fixed point
(∼

Z,
∼
F
)

is locally stable if:

1
2
+

[
1 + exp

(
µ
∼
Z
)]2

[2(α + β)− αβ − 4]

2αβµexp
(

µ
∼
Z
)(

dV
dF

)
F=

∼
F

< ϕ <
1
2
+

[
1 + exp

(
µ
∼
Z
)]2

2µexp
(

µ
∼
Z
)(

dV
dF

)
F=

∼
F

(44)

with the lower and upper limits being effectively binding inside the range 0 ≤ ϕ ≤ 1, that
is for: [

1 + exp
(

µ
∼
Z
)]2

[2(α + β)− αβ − 4]

2αβµexp
(

µ
∼
Z
)(

dV
dF

)
F=

∼
F

≥ −1
2

(45)

[
1 + exp

(
µ
∼
Z
)]2

2µexp
(

µ
∼
Z
)(

dV
dF

)
F=

∼
F

≤ 1
2

(46)

In light of the behavioral interpretation of parameters α and β provided in Section 2.1 we
note that, in the particular case of a population of memoryless travelers (β = 1) completely
free of inertia (α = 1), the range of ϕ values ensuring fixed point stability reduces to the
following interval, which is symmetrical around ϕ = 0.5:

1
2
−

[
1 + exp

(
µ
∼
Z
)]2

2µexp
(

µ
∼
Z
)(

dV
dF

)
F=

∼
F

< ϕ <
1
2
+

[
1 + exp

(
µ
∼
Z
)]2

2µexp
(

µ
∼
Z
)(

dV
dF

)
F=

∼
F

(47)
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subject to (46).
In the remainder of this subsection, we show how more specific fixed point stability

results can be derived by assuming explicit forms of the link cost functions.

2.2.1. Fixed Point Stability in the Case of Linear Link Cost Functions

Let the travel cost functions of the two routes have the following forms:

K1(F) = K0 + γF (γ > 0) 0 ≤ F ≤ 1 (48)

K2(F) = K0 + γ(1 − F) (γ > 0) 0 ≤ F ≤ 1 (49)

where K0 is a positive constant representing travel cost under free-flow conditions, and γ
is a positive parameter representing the sensitivity of travel cost to flow. In spite of their
simplified representation of traffic congestion, linear cost functions retain the essential
property of being monotonically increasing with flow, and have been adopted in previous
experimental studies on repeated route choices [9,14,15,35,41].

From (48) and (49) it follows that V(F) = γ(2F − 1), so that (19) and (20) become:

Zt = βγ
(

2Ft−1 − 1
)
+ (1 − β)Zt−1 (50)

Ft = α

[
1 + ϕ

{
exp

(
µ
[
βγ
(
2Ft−1 − 1

)
+ (1 − β)Zt−1])− 1

}
1 + exp(µ[βγ(2Ft−1 − 1) + (1 − β)Zt−1])

]
+ (1 − α)Ft−1 (51)

and the fixed point conditions (21) and (22) can be rewritten as:

∼
Z = γ

(
2
∼
F − 1

)
(52)

∼
F =

1 + ϕ

[
exp

(
µ
∼
Z
)
− 1
]

1 + exp
(

µ
∼
Z
) (53)

We can immediately see that
(∼

Z = 0,
∼
F = 0.5

)
is a solution to (52) and (53).

Since dV
dF = 2γ, the local stability condition (44) becomes:

1
2
+

2(α + β)− αβ − 4
αβγµ

< ϕ <
1
2
+

1
γµ

(54)

with the lower and upper limits being effectively binding for:

2(α + β)− αβ − 4
αβγµ

≥ −1
2

(55)

1
γµ

≤ 1
2

(56)

Finally, in the particular case of a population of memoryless travelers (β = 1) completely
free of inertia (α = 1), the range of ϕ values ensuring fixed point stability reduces to the
following interval, which is symmetrical around ϕ = 0.5:

1
2
− 1

γµ
< ϕ <

1
2
+

1
γµ

(57)

subject to (56).
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2.2.2. Fixed Point Stability in the Case of Fourth-Power Link Cost Functions

Assume now that the travel cost functions of the two routes have the following forms:

K1(F) = K0 + γF4 (γ > 0) 0 ≤ F ≤ 1 (58)

K2(F) = K0 + γ(1 − F)4 (γ > 0) 0 ≤ F ≤ 1 (59)

where K0 and γ have the meaning already defined in Section 2.2.1. We note that (58) and
(59) have the form of the classical BPR function, which is widely used in traffic assignment
applications.

From (58) and (59) it follows that V(F) = γ
(
4F3 − 6F2 + 4F − 1

)
, so that system (19)

and (20) becomes:

Zt = βγ

[
4
(

Ft−1
)3

− 6
(

Ft−1
)2

+ 4Ft−1 − 1
]
+ (1 − β)Zt−1 (60)

Ft = α

1 + ϕ
{

exp
(

µ
[

βγ
(

4
(

Ft−1)3 − 6
(

Ft−1)2
+ 4Ft−1 − 1

)
+ (1 − β)Zt−1

])
− 1
}

1 + exp
(

µ
[

βγ
(

4(Ft−1)
3 − 6(Ft−1)

2
+ 4Ft−1 − 1

)
+ (1 − β)Zt−1

])
+ (1 − α)Ft−1 (61)

and the fixed point conditions (21) and (22) can be rewritten as:

∼
Z = γ

(
4
∼
F

3
− 6

∼
F

2
+ 4

∼
F − 1

)
(62)

∼
F =

1 + ϕ

[
exp

(
µ
∼
Z
)
− 1
]

1 + exp
(

µ
∼
Z
) (63)

Again, we can immediately see that
(∼

Z = 0,
∼
F = 0.5

)
is a solution to (62) and (63). Since

in this case dV
dF = γ

(
12F2 − 12F + 4

)
, the local stability condition (44) becomes:

1
2
+

4(α + β)− 2αβ − 8
αβγµ

< ϕ <
1
2
+

2
γµ

(64)

with the lower and upper limits being effectively binding for:

4(α + β)− 2αβ − 8
αβγµ

≥ −1
2

(65)

2
γµ

≤ 1
2

(66)

Finally, in the particular case of a population of memoryless travelers (β = 1) completely
free of inertia (α = 1), the range of ϕ values ensuring fixed point stability reduces to the
following interval, which is symmetrical around ϕ = 0.5:

1
2
− 2

γµ
< ϕ <

1
2
+

2
γµ

(67)

subject to (66).

2.2.3. Discussion of Fixed Point Stability Results

The analytical results presented above, and notably conditions (54) and (64), suggest
the following considerations:
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• An adequately balanced mix of direct and contrarian subjects within the traveling
population is conducive to fixed point stability, whereas strongly homogeneous route
choice behaviors tend to trigger the occurrence of instabilities;

• The range of ϕ values ensuring fixed point stability depends on the inertia (α) and
memory depth (β) parameters, as well as on the degree of sensitivity of costs to flows
(γ) and of route choices to costs (µ);

• The stability regions defined by conditions (54) and (64) are not affected by a swap of
the values of α and β or by a swap of the values of γ and µ;

• The width of the stability regions decreases as γ and/or µ increase. Unlike the latter
parameters, which appear on both sides of expressions (54) and (64), α and β affect
only the lower bound of the stability region. More specifically, it is easy to check
that the derivatives of the left-hand sides of (54) and (64) with respect to α and β
have a positive sign. In light of expressions (1)–(3), this suggests that appropriately
reduced day-to-day cost and flow updating rates have the potential to offset the
destabilizing effects of steeply increasing cost–flow functions and highly cost-sensitive
route choice behaviors;

• Conditions (55), (56) and (65), (66) indicate that the composition of the traveling
population in terms of direct/contrarian choice behaviors may become irrelevant
when stability of the fixed point is already ensured by sufficiently small values of the
other model parameters;

• Comparison of expressions (54) and (64) suggests that the stability region for fourth-
power cost functions is twice as large as for linear cost functions. This circumstance

can be explained by observing that, at the
∼
F = 0.5 fixed point, the derivative of the

fourth-power function is equal to γ/2, which is exactly half of the derivative of the
linear cost function appearing in (54).

3. Numerical Examples

In order to provide a numerical and graphical illustration of the analytical results
reported in the preceding section, we present here a few examples of the behavior of the
proposed model under various combinations of system parameters. For the sake of brevity,
all results are expressed in terms of Zt only, since the addition of Ft as a descriptor of the
temporal evolution of the network state leads to qualitatively similar results. The cases
of linear and fourth-power link cost functions are addressed separately in the next two
subsections.

3.1. Linear Link Cost Functions

Table 1 shows the smallest (ϕ min) and largest (ϕ max) values of the fraction of
contrarian travelers that ensure fixed point stability, computed by means of expression (54)
for selected values of the other model parameters. Since 0 ≤ ϕ ≤ 1, the lower limit of the
stability region is set to zero whenever its calculated value turns out to be negative, and the
upper limit is set to one whenever its calculated value exceeds unity.

The results displayed in Table 1 provide numerical evidence in support of the con-
clusions ensuing from the preceding analytical study. In particular, when sensitivities of
costs to flows and of route choices to costs are low (case γµ = 1), the fixed point turns
out to be stable for any combination of direct and contrarian behaviors. As γµ grows, the
stability region tends to shrink progressively; however, the increase of the lower stability
limit (ϕmin) is offset by appropriately reduced day-to-day flow and cost updating rates,
and therefore becomes apparent only for the higher values of α and β. Intuitively, this
happens because travelers’ inertia and memory depth tend to act as damping forces against
the destabilizing effects of high γ and µ values.

Examples of possible patterns of evolution of the network state over 100 time periods
are presented in Figure 1 through 4 in order to illustrate the effects of the model parameters
on the long-term outcome of the system’s dynamics. In these figures, t denotes the generic
period (day) of the dynamic process and Z(t) represents the difference between the mean
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perceived costs of routes 1 and 2 at the start of day t, as defined in Section 2.1. While

the trajectories shown in Figures 1 and 2 are seen to converge to the
∼
Z = 0 fixed point

(following either a smooth profile or a damped oscillatory pattern), in the case of Figure 3,
the system is attracted to a period-2 cycle. A different kind of typical behavior emerges
with the parameter values specified in Figure 4, where the network state converges without

oscillations to an alternate fixed point unless initialized exactly at
∼
Z = 0.

Table 1. Limits of the stability region in terms of ϕ for selected values of γµ, α and β in the case of
linear link cost functions.

α β ϕMin ϕMax

γµ = 1

0.1 0.1 0 1
0.5 0.5 0 1
0.75 0.75 0 1
0.9 0.9 0 1
1 * 1 * 0 1

γµ = 2.5

0.1 0.1 0 0.9
0.5 0.5 0 0.9
0.75 0.75 0 0.9
0.9 0.9 0 0.9
1 * 1 * 0.1 0.9

γµ = 5

0.1 0.1 0 0.7
0.5 0.5 0 0.7
0.75 0.75 0 0.7
0.9 0.9 0.2012 0.7
1 * 1 * 0.3 0.7

γµ = 10

0.1 0.1 0 0.6
0.5 0.5 0 0.6
0.75 0.75 0.2222 0.6
0.9 0.9 0.3506 0.6
1 * 1 * 0.4 0.6

γµ = 15

0.1 0.1 0 0.5667
0.5 0.5 0 0.5667
0.75 0.75 0.3148 0.5667
0.9 0.9 0.4004 0.5667
1 * 1 * 0.4333 0.5667

* Case of inertia-free (α = 1) and memoryless (β = 1) travelers.
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Figure 1. Time evolution of dynamical system for α = 0.1; β = 0.1; γµ = 2.5; ϕ = 0.6; Z(0) = 5 (case
of linear link cost functions).
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Figure 3. Time evolution of dynamical system for α = 0.9; β = 0.9; γµ = 5; ϕ = 0.15; Z(0) = −3 (case
of linear link cost functions).
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The implications of contrarian route choice behavior for the performance of the net-
work as a whole are illustrated in Figures 5 and 6, which show the relationship between
mean travel cost of all users and the fraction of contrarians for different values of γµ and
for two pairs of values of α and β. The results reported in these figures represent long-term
states attained by the system after 1000 time periods, and were derived assuming K0 = 1
in expressions (48) and (49). While Figure 5 refers to a population of users exhibiting
a high level of inertia (α = 0.1) and a deep memory of past travel costs (β = 0.1), Fig-
ure 6 addresses the case of highly reactive (α = 0.9) and nearly memoryless (β = 0.9)
travelers. Both graphs clearly show that mean travel cost is lowest and remains constant

over the region of stability of the
∼
Z = 0 fixed point, but increases steadily as ϕ moves

outside this region. Comparison of the two figures further suggests that higher inertia
and memory depth (Figure 5) tend to elongate this region leftwards by counteracting the
instability which otherwise arises when contrarian subjects are underrepresented within
the traveling population.
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Figure 5. Long-term overall mean travel cost as a function of ϕ for α = 0.1, β = 0.1 and different
values of γµ (case of linear link cost functions).
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Figure 6. Long-term overall mean travel cost as a function of ϕ for α = 0.9, β = 0.9 and different
values of γµ (case of linear link cost functions).

Figures 7 and 8 provide evidence about the relative performance of the two types of
travelers (as measured by the ratio of the respective mean travel costs) over the range of
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values of ϕ, having assigned to the other parameters the same values as in Figures 5 and 6.

The two subpopulations perform equally well over the region of stability of the
∼
Z = 0 fixed

point, while an advantage associated with the minority route choice behavior emerges
outside this range and tends to increase steadily as the size of the minority group decreases.
This finding is consistent with the results reported in [31] based on a game-theoretical
analysis. Comparison of the two figures indicates that a high level of inertia and a deep
memory about past costs (Figure 7) have the potential to suppress the relative advantage
of contrarian subjects when they represent a minority of the traveling population. A
qualitatively similar effect in relation to travelers’ learning was found by Alibabai and
Mahmassani [39] using a different approach.
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Figure 7. Long-term ratio of direct to contrarian mean travel cost as a function of ϕ for α = 0.1, β = 0.1
and different values of γµ (case of linear link cost functions).
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Figure 8. Long-term ratio of direct to contrarian mean travel cost as a function of ϕ for α = 0.9, β = 0.9
and different values of γµ (case of linear link cost functions).
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3.2. Fourth-Power Link Cost Functions

Table 2 shows the smallest (ϕ min) and largest (ϕ max) values of the fraction of
contrarian travelers that ensure fixed point stability, computed by means of expression
(64) subject to 0 ≤ ϕ ≤ 1, and assuming for the other model parameters the same values
displayed in Table 1. As already explained in Section 2.2.3, the stability region for fourth-
power cost functions is twice as large as for linear cost functions in all instances in which
the calculated values of ϕ min and ϕ max fall inside the (0, 1) interval. Except for this
difference, comparison of Tables 1 and 2 suggests that the effects of parameters γµ, α and β
are qualitatively similar in the two cases.

Table 2. Limits of the stability region in terms of ϕ for selected values of γµ, α and β in the case of
fourth-power link cost functions.

α β ϕMin ϕMax

γµ = 1

0.1 0.1 0 1
0.5 0.5 0 1
0.75 0.75 0 1
0.9 0.9 0 1
1 * 1 * 0 1

γµ = 2.5

0.1 0.1 0 1 **
0.5 0.5 0 1 **
0.75 0.75 0 1 **
0.9 0.9 0 1 **
1 * 1 * 0 ** 1 **

γµ = 5

0.1 0.1 0 0.9 **
0.5 0.5 0 0.9 **
0.75 0.75 0 0.9 **
0.9 0.9 0 ** 0.9 **
1 * 1 * 0.1 ** 0.9 **

γµ = 10

0.1 0.1 0 0.7 **
0.5 0.5 0 0.7 **
0.75 0.75 0 ** 0.7 **
0.9 0.9 0.2012 ** 0.7 **
1 * 1 * 0.3 ** 0.7 **

γµ = 15

0.1 0.1 0 0.6333 **
0.5 0.5 0 0.6333 **
0.75 0.75 0.1296 ** 0.6333 **
0.9 0.9 0.3008 ** 0.6333 **
1 * 1 * 0.3667 ** 0.6333 **

* Case of inertia-free (α = 1) and memoryless (β = 1) travelers. ** Value is different from the case of linear link
cost functions.

Examples of possible patterns of evolution of the network state over 100 time periods
are presented in Figures 9–12. In order to allow a meaningful comparison with the case
of linear link cost functions, the values assigned to all parameters are equal to those used
to derive Figures 1–4. While the trajectories shown in Figures 9 and 10 differ from those

of Figures 1 and 2 only for the faster convergence to the
∼
Z = 0 fixed point, Figure 11

suggests that with fourth-power cost functions the system is attracted to the
∼
Z = 0 fixed

point rather than to a period-2 cycle, owing to the wider stability region. Last, comparison
of Figures 4 and 12 reveals that the network state converges to different non-zero fixed
points in the two cases, as a consequence of the different assumptions about the form of the
cost functions.
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Figure 9. Time evolution of dynamical system for α = 0.1; β = 0.1; γµ = 2.5; ϕ = 0.6; Z(0) = 5 (case
of fourth-power link cost functions).
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Figure 10. Time evolution of dynamical system for α = 0.75; β = 0.75; γµ = 10; ϕ = 0.23; Z(0) = 1
(case of fourth-power link cost functions).
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Figure 11. Time evolution of dynamical system for α = 0.9; β = 0.9; γµ = 5; ϕ = 0.15; Z(0) = −3
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Figure 12. Time evolution of dynamical system for α = 0.5; β = 0.5; γµ = 10; ϕ = 0.8; Z(0) = 0.01
(case of fourth-power link cost functions).

Finally, the results regarding overall mean travel cost and mean travel cost ratio
obtained using fourth-power cost functions are qualitatively similar to those shown in
Figures 5–8, and lead to the considerations already presented in Section 3.1.

4. Discussion and Conclusions

The work reported in this paper provides an analytical framework for the study
of contrarian behavior in repeated route choice situations, a topic that has been inves-
tigated mainly by means of empirical or simulation approaches thus far. Allowing a
fraction of the network users to deliberately contradict the standard cost-minimizing route
choice paradigm introduces into the modeling of day-to-day route choice a mix of behav-
ioral attitudes which may have important implications for the long-term evolution of a
traffic system.

The main policy implication of this study is that explicit consideration of the existence
of contrarian behavior in route choices may enhance the accuracy of traffic flow forecasts,
thus providing a better basis for the design and evaluation of traffic management strategies.
As indicated by the analytical and numerical findings presented in this paper, contrarian
behavior may have significant impacts on key properties of traffic systems, such as the
attractiveness and stability of network equilibria, as well as on system performance metrics
such as average travel time.

Another aspect of practical relevance of the study of contrarian route choice behavior
relates in particular to the deployment of ATIS. The existence of individuals responding
in a contrarian mode to the advice provided by these systems may act as a mitigating
factor against the concentration of choices on the recommended routes, an adverse effect
typically expected to occur as a result of ATIS deployment [42–44]. The ability of the traffic
management agency to predict drivers’ reaction to information, taking into account the
existence of contrarian responses, may result in improved forecasts, ultimately enhancing
the credibility of the system.

Our findings clearly show that a balanced combination of direct and contrarian behav-
iors can protect the system from instabilities triggered by high sensitivities of travel costs to
flows and of route choices to costs. This makes the results of our study particularly relevant
to traffic systems characterized by significant levels of congestion and high ATIS market
penetration, since under these circumstances an appropriate mix of direct and contrarian
choice behaviors may become a key stabilizing factor. In addition, our results indicate that
global network performance may benefit from a properly diversified composition of the
traveling population in terms of direct and contrarian choice behaviors. Interestingly, these
findings suggest that, from a traffic management standpoint, the fraction of travelers mak-
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ing contrarian route choices could be considered a control variable rather than a behavioral
parameter. In practice, this could be achieved through properly designed policies for the
allocation of personalized route recommendations in the context of ATIS [45], or through
the definition of optimal routing strategies for connected and autonomous vehicles [46].

Inertia and memory of past travel experiences are important behavioral traits com-
monly found in real-world repeated route choice situations. Analysis of the effect of these
characteristics in the proposed model suggests that they can counter the negative impact of
low fractions of contrarian subjects on stability. This is due the smoothing effect induced
by sufficiently small values of the parameters α and β in the flow and cost updating mecha-
nisms, which reduces the rate of adjustment governing the underlying dynamical process.
It follows that the case of inertia-free and memoryless travelers shown in Tables 1 and 2,
albeit unrealistic, provides an upper bound on the exposure of the system to the occurrence
of instability. Although the determination of realistic values of the parameters representing
inertia and memory depth is still an open question, experimental estimates of α and β are
reported in a few studies on day-to-day route choice dynamics [12,36].

Another noteworthy result of the work described in this paper is that the choice of
the specific form of the link cost functions should not be considered a marginal detail, as it
may significantly affect the size of the fixed point stability region.

The findings of this study seem to support the conclusion that the potential impacts
of contrarian behavior on the day-to-day dynamics of route choice are worthy of further
in-depth investigation. The main limitation of this research relates to the simplicity of
the network considered in the analysis, so that the principal aim of future research efforts
should be the extension to general networks consisting of several origin–destination pairs
connected by multiple routes. A key issue to be addressed in view of the implementation
of the proposed model on real-world networks is the determination of empirically founded
values of parameter ϕ. Estimating the extent to which contrarian behavior occurs in
actual trip planning is surely a challenging task, that would require extensive collection of
observations through controlled experiments or stated preference surveys. The “natural”
target of such studies should consist of travelers actually experiencing repeated route choice
situations, like individuals commuting daily from home to work.

Another simplifying assumption that needs to be removed in view of a generalization
of the proposed model relates to the treatment of ϕ as an exogenously fixed parameter.
In a realistic day-to-day route choice setting, the fraction of travelers adopting contrarian
behavior is likely to be contingent upon the outcome of previous travel experiences, thus
causing ϕ to become an endogenous, state-dependent parameter.
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