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Abstract  

Sensorimotor integration is central to all the activities we distractedly perform daily: getting dressed, 

eating, moving around, interacting with people, learning and working. Furthermore, it is crucial in 

the perceptual and cognitive experience of our body. Alterations in the sensorimotor integration 

processes can arise from countless conditions affecting the central and peripheral nervous systems as 

well as from physiological ageing. Thus, the relevance of a deeper understanding of the multisensory 

integration mechanisms is a fundamental clinical and research goal in treating these conditions. In 

this thesis, three different clinical conditions sharing a sensorimotor integration impairment and the 

lack of a therapeutic gold standard are presented and discussed with a double purpose: first, to better 

characterize their sensorimotor integration impairments and etiopathogenetic processes; second, to 

propose new multidisciplinary rehabilitation approaches targeting each of them with particular focus 

on the bidirectional cognitive-motor interplay. As a result of this thesis, the sensorimotor integration 

mechanisms and the resulting body schema should be conceived as emergent properties of multiple 

brain circuits working synergically. As such, sensorimotor integration disorders require tailored, 

multidisciplinary intervention. Finally, the current most updated techniques to deal with sensorimotor 

integration disorders (e.g., robotic technologies) are presented alongside a new protocol proposal. 
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Chapter 1.  

Background: from sensorimotor integration to body representations 

Every action of daily living, from the more straightforward to the most complex and articulated, is 

highly dependent on our brain’s capacity to select task-relevant somatosensory information and 

integrate them to guide effective motor outputs. This process is known as sensorimotor integration. 

Sensorimotor integration allows us to know where our body and body parts are in the space, where 

the objects are with regard to our body, and, consequently, to interact successfully with the 

environment. On the other hand, sensorimotor integration is the foundation of constructing internal 

coherent and plastic body representations. A reduced ability to efficiently interact with the 

environment or an altered body representation can arise from several dysfunctions in the sensorimotor 

integration process. Significantly different clinical conditions, such as the ones presented in this 

thesis, give evidence of the many forms sensorimotor integration deficits can assume and how 

difficult it can be to assess and treat them. Before getting to the heart of the thesis’ hypotheses and 

experimental paradigms, this brief introduction aims to summarize the basic principles of the neural 

mechanisms of sensorimotor integration and their link with body representations.  

 

1.1 The Sensorimotor Integration System  

Sensorimotor integration is the complex process by which multiple sensory information from the 

periphery is integrated into the central nervous system (CNS) to inform motor output [1]. Different 

structures functionally contribute to this process. Indeed, sensorimotor integration occurs at various 

hierarchically organized levels, comprising both subcortical and cortical associative areas [1], [2]. 

Before introducing the brain mechanisms of sensorimotor integration, it is worth recalling some basic 

notions about the organization of the somatosensory system.  

The somatosensory system provides four input modalities: touch, proprioception, nociception, and 

temperature. Each of these modalities has specific receptors in the skin, muscles and joints whose 
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activation determine the evoked sensation. Ganglion neurons innervating peripheral receptors form 

the first level of signal transmission of the dorsal column-medial lemniscus pathway (DCML), (see 

Fig. 1). Their axons ascend ipsilaterally inside the spinal cord at the level of the posterior (dorsal) 

columns till they reach the dorsal column nuclei in the caudal medulla, respectively: cuneate nucleus 

(upper body inputs) and gracile nucleus (lower body inputs). At this level, the axons cross the midline 

to travel in the medial lemniscus pathway. The second synapsis is located in the thalamus, particularly 

in the ventral posterolateral nucleus (VPL) and ventral posteromedial nucleus (VPM). VPL receives 

afferent projections from the DCML pathway and projects to the primary somatosensory cortex (S1) 

in a somatotopic manner. On the other side, VPM receives information on tactile, thermal, and 

noxious stimuli from the face area through the fifth cranial nerve.  

 
Fig. 1 Dorsal Column-Medial Lemniscus pathway: schematic representation of the sensory pathways from the spinal 

cord to the primary somatosensory cortex for the body (on the left) and the face (on the right). Created with Biorender.com 
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A fundamental question at this point is how and where the different sensory signals from the periphery 

are integrated into the brain between them and with other modality signals (e.g., visual, auditory…) 

to form a unified percept guiding our interactions with the world and construction of body 

representation. Three hierarchically organized levels of sensory signal integration can be described: 

spinal cord, subcortical, and cortical levels. The spinal cord is considered the most primitive level of 

signal integration: here, sensory signals from the skin, muscles and joints are integrated and used to 

generate reflex motor outputs such as the withdrawal reflex and automatic locomotor patterns [1]. 

Subcortical structures represent the second level of sensorimotor integration. Among these, vestibular 

nuclei, reticular formation and superior colliculus are essential for the generation of compensatory 

reactions to disturbances of the postural axis and anticipatory postural adjustments to voluntary 

movements [1]. The higher level of sensorimotor integration consists of the cerebellar and cortical 

associative areas. For the aims of this thesis, particular emphasis will be put on the posterior parietal 

cortex (PPC) and cerebellar contributions to sensorimotor integration.  

 

1.1.1 Posterior Parietal Cortex  

From an anatomical perspective, the parietal lobe has four main components: the postcentral gyrus 

(posteriorly to the central sulcus), the inferior parietal lobe (IPL), the superior parietal lobe (SPL), 

and on the medial surface, the praecuneus, which extends from the supramarginal sulcus to the 

parieto-occipital sulcus [3] (see Fig. 2).  
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Fig. 2 Parietal lobe: lateral view of the parietal cortex (on the left) and sagittal section of the parietal lobe (on the right). 

Created with Biorender.com 

 

The postcentral gyrus forms the primary somatosensory cortex (S1), which is so-called because it 

receives the information from all the sensory receptors (i.e., the dorsal column pathway and 

spinothalamic pathway). Indeed, this area presents a prevalent granular-type histology, with layers II 

and IV much more pronounced than the motor layers III and V (i.e., pyramidal cells). The sensory 

signals in S1 are organized in a somatotopic manner, referred to as the cortical sensory homunculus 

[4]. The homunculus consists of a disproportionate representation of the human body whose 

proportions reflect the extent of the cortical areas controlling different parts of the body. Posteriorly 

to S1 lies the PPC comprising both the SPL and IPL, divided by the intraparietal sulcus (IPS). The 

PPC has been traditionally considered one of the three main associative regions of the brain, along 

with the temporal and prefrontal cortices. It is located between the occipital lobe and the 

somatosensory cortex, identified by Brodmann’s areas 5, 7, 39, and 40 [5]. Its associative nature lies 

in the different afferents it receives, including somatosensory, auditory, visual, motor, cingulate and 

prefrontal cortices signals, and proprioceptive and vestibular signals from subcortical areas. Indeed, 

contrary to S1, PPC cytoarchitecture equally expresses all the six cell layers of the cortex. The variety 

of connections speaks to the variety of behaviours and cognitive functions it subserved, including but 

not limited to: sensorimotor integration, spatial attention, spatial navigation, decision making, 
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working memory, early motor planning, others’ actions understanding, representation of real and 

imagined spatial relationships as well as mathematical quantities representation, and mathematical 

abilities [5]. Lesions studies provided the first insights on PPC functions: in 1909, the case of a patient 

with concomitant bilateral stroke damage to PPC and parietal-visual border areas was first described. 

The resulting syndrome, subsequently named Bàlint syndrome, is characterized by three major 

symptoms: simultagnosia (i.e., inability to perceive more than one item at a time in the visual field), 

oculomotor apraxia (i.e., inability to make targeted eye movements), and optic ataxia (i.e., inability 

to make visually guided arm and hand movements) [5], [6]. These observations first disclosed the 

major role of PPC in the construction of peri-personal space maps and its involvement in coordinating 

actions within them. Other clinical observations in the same years highlighted that PPC damages were 

often associated with a lack of awareness of body posture and/or limb positions [7]. For instance, 

strokes in the PPC can be associated with so-called hemispatial neglect. In this condition, usually 

following right PPC stroke, patients can still see both hemifields but cannot direct their attention 

toward the visual hemifield contralateral to the lesion side [8]. As a result, they can be unaware of 

their body position in that hemifield (i.e., personal neglect) or be unable to plan and perform motor 

actions in it (i.e., motor neglect). Notably, these patients can ignore any of these problems (i.e., 

anosognosia), denying any motor or perceptual impairment [8]. Observing these deficits led to the 

concept of a PPC “body schema”, a somatosensory map of the body informing about the position of 

our limbs in space and aiming to guide motion execution (see section 1.2 for a detailed description).  

After these preliminary observations, several models were developed to explain PPC involvement in 

sensorimotor integration processes responsible for body schema formation. The model of Dijkerman 

& de Haan is probably the most famous one [9] (see Fig. 3). Their model proposed two separate 

cortical processing streams: one composed of the anterior parietal cortex (APC/S1) projecting to the 

secondary somatosensory cortex (SII) and finally to the posterior insula, whereas the other terminates 

in the PPC. While the former seems to be mainly involved in somatosensory processes for recognition 

and perception, the second involves somatosensory processes for action.  
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Fig. 3 Dijkerman & de Haan model: re-adaptation of the model proposed by Dijkerman & de Haan. Blue boxes and 

arrows indicate areas involved in somatosensory processing for action. Red boxes and arrows show areas involved in 

somatosensory processing for perceptual recognition. The regions and pathways engaged in body processing are grouped 

at the bottom of the figure. In contrast, those concerning external stimuli processing are represented on the top. Created 

with Biorender.com 

 

This idea was confirmed by neuropsychological studies, which demonstrated the possibility of double 

dissociations between the two routes. It is the case of numbsense patients, unable to identify a touch 

over the affected insensible area but still able to guide actions toward the touched zone [9]. The model 

additionally distinguishes between the processes pertaining to the body and those about the objects. 

The former includes a first route projecting from SII to the insula, responsible for body image 

representation and a second route projecting from SII to PPC involved in body schema formation [9] 
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(see Fig. 3). The object-related route projects from SII to both the insula and the PPC and seems 

involved in tactile recognition of objects and exploratory hand movements for their recognition [9]. 

The hypothesized PPC body-related and environment-related routes were recently reframed and 

enriched in light of the optimal feedback control theory (OFC) [10]. According to the OFC 

framework, the brain must continuously estimate the state of the environment and the body and 

integrate these two states to elicit proper motor behaviours [11]. The brain integrates sensory inputs 

with the predictions made by internal forward models representing the mapping between motor and 

sensory commands to estimate body state. The integration between forward models and sensory 

feedback allowing state estimation seems to be mainly carried on by the PPC [11]. The model 

proposes a rostral-to-caudal gradient of state estimation in PPC, explaining the PPC body-related vs 

environment-related distinction previously described. Particularly, caudal parts of PPC would be 

involved in representing environmental states and thus projecting the body in the external 

environment, while rostral parts would be body-centred [11]. This gradient arises from the anatomical 

contiguity of the rostral part of PPC with somatosensory areas and the caudal part with visual ones. 

In summary, PPC caudal area is supposed to be predominantly visual (i.e., eye-centred coding) and 

committed to external space processing. This, in turn, allows the creation of an allocentric 

representation of the external space in which the body is projected. Finally, caudal PPC reflects the 

expected visual consequences of planned movement, including body-related movements [11]. Rostral 

PPC, on the contrary, seems to predominantly process somatosensory information (i.e., touch, 

proprioception, and vestibular signals), thus has been related to body state representation (body-

centred coding). fMRI studies proved the role of rostral PPC in body state estimation in the context 

of sensorimotor tasks [12]. In summary, caudal and rostral PPC parts employ different perspectives 

but with the same final aim to relate the body and the environment.  

1.1.2 Cerebellum 

The cerebellum is a critical structure in sensorimotor integration. Its involvement in this process lies 

in its highly organized and functionally specific connections with the spinal cord, brainstem, and 
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cerebral cortex. Traditionally, the cerebellum was divided into three main functional areas [13] (see 

Fig. 4): 

1. The vestibulocerebellum (or flocculonodular lobe) is the phylogenetically oldest part of the 

cerebellum, receiving inputs mainly from vestibular nuclei in the brainstem and visual centres, 

suggesting its role in balance/posture and eye movement control. Lesions to the vestibulocerebellum 

lead to conditions such as nystagmus, strabismus, oscillopsia and smooth pursuit deficits.  

2. The spinocerebellum occupies the cerebellar hemispheres' median (i.e., vermis) and paramedian 

zones. It receives proprioceptive, visual, and auditory input directly from the spinal cord 

(spinocerebellar tract). Its outputs to rubrospinal, vestibulospinal and reticulospinal tracts are 

responsible for body limbs’ gross movement regulation and sensorimotor integration. Indeed, lesions 

to this area result in coordination deficits of gait and posture as well as speech, hand, and eye 

movements.  

3. The cerebrocerebellum is the phylogenetically newest region of the cerebellum, receiving signals 

from the cerebral lobes. It is the largest part of the cerebellum, especially well-developed in primates. 

Functionally, the cerebrocerebellum regulates highly skilled movements, particularly the planning 

and execution of complex spatial and temporal movement sequences, including speech. 

 
Fig. 4 Cerebellar functional anatomy: midsagittal section of the cerebellum (on the left); Superior view of a “flattened” 

cerebellum. Created with Biorender.com 
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The anatomical inputs to the cerebellar cortex come mainly from the mossy fibres and climbing fibres 

[14]. Mossy fibres originate from the spinal cord and several brainstem nuclei, conveying 

interoceptive, proprioceptive and exteroceptive information from limbs, trunk and face [14]. This 

information is then integrated by granule cells in the cerebellum, which, in turn, excite Purkinje cells, 

the principal output of the cerebellar cortex [15]. Climbing fibres inputs generate exclusively from 

the inferior olive of the brainstem, which receives information from a wide range of brain structures 

funnelling data from the periphery (i.e., spinal cord, dorsal column nuclei, trigeminal and vestibular 

nuclei, and the nucleus of the solitary tract) and brain structures (i.e., red nucleus, superior colliculus, 

pretectal area, and cerebral cortex) [14]. Like the mossy fibres, the climbing ones terminate in 

numerous synaptic contacts with Purkinje cells [15]. The output system of the cerebellum is formed 

by the deep cerebellar nuclei, namely fastigial, interposed, and dentate, receiving massive inhibitory 

(GABAergic) inputs from the Purkinje cells [16]. Thus, increased activity of the Purkinje cells 

reduces the excitatory (glutamatergic) cerebellar output [16].  

It is thus clear that the cerebellum receives multiple multisensory information from both the periphery 

and the brain. The notions by which the cerebellum can affect the planning, initiation, and 

coordination of motor responses, and many cognitive functions, come mainly from studies of patients 

with cerebellar damage. Central deficits arising following cerebellar lesions better clarify cerebellar 

involvement in sensorimotor integration processes.  

Cerebellum has been historically considered part of the motor system as the main symptoms arising 

from focal cerebellar lesions are motor. However, damage to the cerebellum does not result in a lack 

of movement but rather in poor motor coordination and accuracy [17]. Clinical cerebellar motor 

deficits can be grouped into four main categories: oculomotor disturbances, dysarthria, ataxia of limbs 

and ataxia of stance and gait [17]. Oculomotor disturbances encompass conditions such as instability 

of gaze, nystagmus (i.e., rhythmic or oscillatory movements of one or both eyes, with a fast and a 

slow component in opposite directions [17]), ocular hypermetria (i.e., inaccurate saccade with 
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overshooting of the target), and vestibulo-ocular reflexes (VOR) alterations [17]. VOR allows us to 

maintain gaze on an object when the head is rotated: vestibular detection of head movements is sent 

to the cerebellum, which recalibrates eye muscles output taking into account the head rotation [17]. 

Cerebellar dysarthria or ataxic dysarthria is characterized by severe temporal dysregulation of the 

muscles involved in speech production leading to unintelligible word production, and altered rhythm 

and speech fluency [17]. Lesions of both cerebellar hemispheres have been associated with this 

condition [17]. Finally, ataxia, including ataxia of limbs, stance, and gait, is probably the most known 

condition associated with cerebellar disorders. Ataxia of limbs is defined as unsteadiness or 

incoordination of limbs, including impairment in muscle force control and timing [17]. It leads to 

deficits such as dysmetria (i.e., errors in the movement trajectory), dysdiadochokinesia (i.e., inability 

to perform rapid successive movements), postural and kinetic tremor (i.e., low-frequency tremor 

occurring respectively during postural or limbs motor tasks, produced by voluntarily muscles 

contractions) and decomposition of movements (i.e., lack of synergy between joints resulting in lack 

of motion fluidity) [17]. Ataxia of stance refers to the inability to maintain the body in a stationary 

posture, resulting in a broad-based stance and increased body sway [17]. Distorted postural 

anticipatory adjustments and responses to external forces have also been described [18]. Likewise, 

ataxia of gait is characterized by broad-base unstable walking associated with a distorted walking 

rhythm manifesting in high spatiotemporal and kinematic parameters variability [17]. In addition, 

cerebellar motor abnormalities have been associated with an altered ability to use predictive 

information of perturbations to implement anticipatory postural adjustments [19]. To sum up, 

cerebellar involvement in motor control seems to manifest in complex tasks requiring the integration 

of multisensory information to form the perception of environmental stimuli and guide motor output 

consequently [20].  

Contrary to previous beliefs, the cerebellum plays a fundamental role also in cognition. Indeed it is 

now acknowledged that cerebellar mechanisms in play in sensorimotor control and vestibular control 

are the same explaining a broad set of non-motor functions associated with cerebellar lesions, namely 
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cognitive, emotional and autonomic deficits [21]. The first insights on this came from resting state 

functional connectivity MRI studies showing a large number of reciprocal connections between 

associative brain areas, including primary and associative motor areas, as well as frontal, parietal and 

limbic areas with the cerebellum [21]. Notably, these functional networks project to the cerebellum 

with topographic specificity, with the motor network mapping onto the cerebellar anterior lobe and 

VIII lobule, while attention networks and frontoparietal networks mapping onto the posterior 

cerebellar lobe [21]. This gave rise to the hypothesis of a cerebellar sensorimotor-cognitive 

dichotomy: motor tasks were associated with cerebellar anterior lobe activation and adjacent VIII 

lobule, while cognitive tasks (e.g., language, working memory, spatial attention, executive functions) 

activated topologically distinct regions of the posterior cerebellar lobe [22]. Indeed, observations of 

patients with focal brain injuries secondary to stroke episodes proved the development of entirely 

different symptoms depending on the anterior or posterior cerebellar involvement: anterior lobe 

damages were associated with gait ataxia, limb dysmetria, and dysarthria, while posterior lesions led 

to little or no ataxia and a set of non-motor symptoms [21]. Based on these and other clinical 

observations [23], the well-known cerebellar cognitive affective syndrome (CCAS) was eventually 

defined. CCAS is characterized by clinically relevant deficits in executive functions, visuospatial 

processing, language and dysregulation of affect usually associated with posterior cerebellar lobe 

and/or vermis lesions [24]. J.D. Schmahmann then conceptualised the dysmetria of thought theory to 

explain how the cerebellum may be involved in all these higher-order brain functions. According to 

this theory, the exact mechanisms of cerebellar motor regulation of rate, rhythm, force, and movement 

accuracy occur when the cerebellum is involved in cognitive processes regulation. This principle 

would arise from the cerebellar anatomy per se. Indeed, as the microscopic anatomy of the cerebellum 

is relatively uniform in front of the numerous pathways linking the cerebellum with autonomic, 

limbic, and associative regions of the cerebral cortex, it is conceivable that the same cerebellar 

mechanisms of action can apply to all of them [21]. This mechanism, called the universal cerebellar 

transform (UCT), implies the integration of multiple internal representations with the external stimuli 
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and self-generated outputs to maintain a homeostatic baseline serving as an oscillation dampener to 

optimize performance in relation to the context [21]. Cerebellar abnormalities in this mechanism lead 

to “dysmetria”, which can manifest as a motor symptom or cognitive/limbic syndrome [21].  

The mechanisms of action of the cerebellum have been later associated with those of a control system 

[25]. In a feedback control system, the desired output is constantly compared with the actual output, 

and modifications are made to minimize the eventual errors between actual and desired outputs. 

However, these systems are slow, requiring sensory feedback to reach the comparator, which in turn 

needs to send a new command to the effector. Thus, feedback control systems can work well only 

when the sensory feedback about the actual output is faster than the actual output per se. This implies 

that feedback control in the cerebellum can be effective just for slow movements, like postural 

adjustments. Taking this into account, the feedforward cerebellar model was proposed to explain 

cerebellar online control of fast movements [26]. In a feedforward control system, the controller 

evaluates sensory information about the environment and the system before generating the output 

commands. Therefore, the cerebellum would use current motor commands and past sensory 

information to predict the consequences of the current motor action. This a priori prediction would 

avoid the waiting time for the sensory feedback to correct itself [27]. According to this model, a copy 

of the motor command (i.e., efference copy) is generated before the execution of a voluntary 

movement to predict the sensory consequences of a forthcoming action. The cerebellum is thought to 

integrate the efference copy and the actual sensory feedback and, possibly, use the mismatch between 

the two to adjust the output and minimize the errors [28]. See Fig. 5 for a schematic representation 

of the cerebellar feedforward model. 
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Fig. 5 Cerebellar feedforward model: The cerebellum receives sensory feedback (green lines) from the periphery, which 

provide information about the actual movement (the “feedback” part of the model). The feedback signal is compared with 

the desired one generated before the execution of the voluntary movement ((i.e., efference copy, the “forward” part of the 

model). The eventual mismatch between the actual and desired output would be detected in the cerebellum. The error is 

then sent to different cortical areas for different functions: sensory attenuation (i.e., the phenomenon by which voluntary 

actions elicit smaller cortical responses as compared to externally generated sensory signals), sense of agency (i.e., the 

experience of controlling one's own action), and motor control. Created with Biorender.com 

 

1.2 Dyadic Model of Body Representation  

Our body is essential to our sense of self, identity, and interactions with the world. The way we 

represent our body has thus become an increasing focus of research in many fields ranging from 

psychology, neuroscience, and psychiatry. Several different models have been suggested to explain 

the mechanisms underlying the construction of a coherent and stable representation of our body. 

Although many type of body representations have been proposed, there is general agreement on the 

existence of at least two types of them: body image and body schema. In short, the body schema 

consists of the sensorimotor representations of the body, guiding actions, while the body image 

groups all the other representations of the body not action-related (i.e., perceptual, conceptual, and 

affective)[29]. Definitions of body image and body schema change from model to model, but a 

general aspect on which almost all the taxonomies agree is the different functional role of these 
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representations, with body schema guiding actions and body image perceptual identification and 

recognition [29]. This fundamental distinction is founded on the well-known perception-action model 

of vision, consisting of a ventral stream (i.e., occipitotemporal cortex) and a dorsal stream 

(occipitoparietal cortex) [30] ( see Fig. 6).  

 
Fig. 6 Two visual streams hypothesis: Schematic representation of the two visual stream hypothesis. The visual signal 

is first processed in the thalamus's lateral geniculate nucleus (LGN). Then, it reaches the primary visual cortex (V1) and 

the secondary visual cortices (V2; V3), where simple objects’ properties such as orientation and spatial frequency are 

processed. The dorsal stream (red) is proposed to be involved in processing objects' spatial properties and movement, as 

well as in the guidance of actions. The posterior parietal cortex is essential for the perception and interpretation of spatial 

relationships, body schema formation, and learning tasks involving the coordination of the body in space. The ventral 

stream (green) is involved in objects' recognition, shape, and color processing. Created with Biorender.com 

 

The ventral stream is involved in object feature processing (e.g., colour, shape) and contributes to 

their recognition, whilst the dorsal elaborates objects’ spatial locations, thus contributing to action 

planning. The two-route model suggested for the first time that the same sensory information could 

be processed in different ways by different brain structures, depending on the individual’s aim. 

Further support for this model came from lesion studies, showing dissociations between object 

discrimination and localization deficits following inferior temporal and posterior parietal lesions [31]. 

Gradually the interpretation of these deficits led to the conclusion that both the colour/shape and the 

location features of an object are always parallelly elaborated by the two routes, no matter the 
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individual intentions. The model was later transported into auditory [32], touch and proprioception 

domains [9] and applied to the study of body representations [33]. This resulted in the body image 

(body for perception) vs schema (body for action) dichotomy. Other than their different functions, 

body image and body schema can be distinguished based on two other dimensions: consciousness 

and temporal dynamic [34]. The body schema is mainly an unconscious representation, which can 

possibly become conscious under certain circumstances. Indeed, it does not need awareness to be 

updated, but the result of the update can reach consciousness and be verbalized and elaborated (e.g., 

motor imagery tasks) [34]. On the other side, body image is always accessible to consciousness and 

is involved in perceptual tasks where body information is processed (e.g., verbal localization) [34]. 

Finally, although both body schema and body image are susceptible to changes in time, body schema 

is considered a short-term representation, while body image is a long-term one. The reason for this 

difference grounds again in their different functions: body schema needs to be continuously updated 

during movement execution to serve action performance efficiently. Consequently, the actual state of 

the body needs to be stored just for a very short time [34]. However, information such as body parts’ 

size is more constant over time but still part of the body schema. Therefore, some authors suggested 

that short-term and long-term bodily information co-exists in the body schema [34]. On the other 

side, body image is a long-term representation, carrying the off-line properties of our body (i.e., 

perceptual characteristics, memory, cognitive and emotional associated states) [34].  

Proves of the existence of different body representations rely mainly on neurological and 

neuropsychological clinical conditions (further discussed in section 1.3) and on experimental 

manipulations of sensory inputs leading to the emergence of multisensory illusions. Two very well-

known paradigms altering body schema by creating multisensory incongruences are the Rubber Hand 

Illusion (RHI) [35], and the Pinocchio illusion [36]. In the classic RHI paradigm, participants sit with 

one of their arms resting on a table, hidden behind a screen, while looking at a rubber hand in front 

of them. In the meantime, the experimenter simultaneously strokes the real and rubber hands with a 

paintbrush. After a short while, participants report feeling the touch on the rubber hand and feeling 
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the rubber hand as their hand. The proprioceptive drift is ensured by the simultaneous touching of the 

real and rubber hand, which lead to a temporal matching between the visual input (the touched rubber 

hand) and the proprioceptive one (the real hand touched behind the screen) [35]. On the other side, in 

the Pinocchio illusion, participants are blindfolded, holding their noses while undergoing vibration to 

the ipsilateral biceps tendon. The vibration applied to the tendon creates the illusion of arm extension 

and, consequently, the perception of an elongating nose. The perceived long nose stems from a 

resolution of multisensory conflicts: the perception of arm elongation, not actually moving and nose 

simultaneous touching. 

 

1.2.1 Body schema: operational definition  

Body schema is traditionally defined as a sensorimotor representation of the body based on afferent 

and efferent information directed at motor actions. It is mainly unconscious and continuously updated 

by proprioceptive, vestibular and motor signals to maintain accurate spatial representations [37]. 

Besides the classical definition provided in the literature, an in-depth definition of the concept of body 

schema needs to consider its intrinsic properties [38]:  

1. Spatially coded: body schema represents positions and configurations of the body in the space. 

This is allowed by integrating proprioceptive information about limb configuration in the space and 

tactile information on the body surface. The integration of multiple signals drives, in turn, the spatial 

localization of the body in the external space and the stimuli on the body itself.  

2. Modular: the brain represents different body parts in different neural modules. Therefore, the body 

schema is modular, with each body part bearing spatial and categorial relations with the others (e.g., 

fingers are parts of the hand). Consequently, each module of the body schema can selectively be 

affected. 

3. Updated with movement: as body schema is used for action execution, continuous tracking of the 

positions of the moving body parts is necessary. This updating process allows the body schema to set 

effective motor outputs towards targets in the external space. 
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4. Adaptable: the body schema updates and adapts to body changes occurring during the lifespan, as 

the result of body growth (e.g., changes in body parts dimensions), but also when using tools. Indeed, 

body schema can change after tool use on a short time scale to incorporate additional objects as new 

body segments, thus allowing effective tool-performed actions. 

5. Supra-modal: as previously stated, the body schema is the result of the integration of inputs from 

multiple sensory modalities: visual, tactile, auditory, and proprioceptive information. 

6. Coherent: body schema maintains a coherent representation of the body in space and time. This 

continuity is believed to be at the base of individual self-consciousness. Alterations of body coherence 

give rise to pathologies such as anosognosia and somatoparaphrenia. 

7. Interpersonal: body schema is used to represent one’s body and others’ bodies. Several 

experiments proved this in that the observed and self-generated actions are co-represented within a 

single modular body schema. 

Another important caveat to consider when defining the body schema is its conceptual overlapping 

with the notion of peri-personal space. The peri-personal space is defined as the space immediately 

surrounding our bodies, constituting a privileged window for the body to interact with the 

environment. It is also defined as the reaching space because functionally defined as the area around 

the body where objects can be reached by hand [37], [39]. It has been proved that peri-personal space 

representation depends on the activity of multisensory neurons (i.e., neurons of frontoparietal 

networks and PPC) responding to tactile stimuli on the body and visual and auditory stimuli signals 

near the body [40]. Given the similarities between these two concepts (i.e., plastic, multisensory, 

action-related representations), some authors not surprisingly raised the possibility that peri-personal 

space and body schema are different ways to express the same concept [39]. According to others, 

although body schema and peri-personal space can be distinguished, they cannot, however, be 

separately considered [37]:  

“… the ‘body schema’ and ‘peri-personal space’ are emergent properties of a network of interacting 

cortical and subcortical centres. Each centre processes multisensory information in a reference 
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frame appropriate to the body part concerning which it receives information, and with which 

responses are to be made.” 

 

1.3 Linking body schema and motor disorders  

Accurate movement execution requires fine processing and integration of sensory information from 

the environment and the body [41]. All the sensory systems contribute to movement control: visual, 

auditory, and somatosensory signals reach the PPC, where multisensory integration allows the 

emergence of the body schema [41]. The integration of multisensory signals comprises internal 

sources of information from the body (e.g., somatosensory, vestibular signals) and external sources 

from the environment (e.g., visual and auditory systems). External and internal signals are 

complementary to building our body awareness and self-consciousness as well as a coherent 

multimodal representation of the world [41]. These two representations (i.e., body and world) must 

be integrated to perform efficient goal-directed movements. Lastly, PPC modulates the motor output 

through its connections with premotor (PM), supplementary motor (SMA) and cerebellar areas. These 

areas send, in turn, feedback to the PPC and modulate M1 output. (See Fig. 7 for a schematic 

representation of the primary brain networks involved in the sensorimotor integration process). 
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Fig. 7 Sensorimotor integration circuits: representation of the complex brain network involved in sensorimotor 

integration and body schema formation. Dashed lines represent the input signals to the posterior parietal cortex (PPC). 

Continuous lines represent the output signals. PPC receives and integrates multisensory information [e.g., visual, and 

auditory (A1/A2)] and feedback information from motor (M1) and sensory (S1) cortices. Integrating the different signals 

allows body schema formation, which guides motor execution through PPC output connections to the cerebellum, 

premotor (PM) and supplementary motor (SMA) cortices. Created with Biorender.com 

 

The visuomotor integration tasks give one of the most evident examples of multisensory signals and 

movement interaction: visual information about an object or the environment needs to be converted 

from allocentric coordinates to egocentric coordinates (body-centred) to plan effective goal-directed 

actions [41]. The somatosensory system, providing information on touch and proprioception, also 

plays a fundamental role in motor control. This is demonstrated in clinical conditions where motor 

pathways are preserved, but afferent information about the body is lacking (e.g., deafferented 

patients), leading to altered movement execution [41]. From this evidence, motor control can also be 

defective when sensory information is deficient, or the central processes of multisensory integration 

are impaired. The resulting body schema deficits affect motor planning and execution processes thus 
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promoting motor deficits (e.g., hypometric movements [42], postural malalignments) and non-motor 

changes (e.g., increased nociceptive sensitivity, altered mental imagery abilities) [43]. Below are 

summarized just a few of the many well-known conditions referred to in the literature as body schema 

disorders. Notably, these disorders often occur after damage to the parietal lobe, but the specific locus 

associated with each functional impairment has not been clearly identified for many of them.  

 

1.3.1 Neurological disorders body schema-related  

Deafferentation and Phantom limb phenomenon: the deafferentation is a clinical condition 

characterized by the loss of somatosensory information related to a specific body part [38]. It can 

arise both by a central lesion in the cortical/subcortical areas involved in sensorimotor processing 

(i.e., central deafferentation) or because of peripheral nerve lesions (i.e., peripheral deafferentation, 

amputees). In both cases, the affected patients become unable to locate the position of the affected 

body part in the space without relying on constant visual feedback [38]. Therefore, these patients’ 

motor control heavily relays on visual feedback and is highly attention demanding. In contrast, blind 

people can reach an accurate sensorimotor control with a lower attentional cost [38]. This proves the 

principal role proprioceptive and tactile inputs play over visual inputs on body schema construction. 

The lack of proprioception and the associated motor control deficits make this condition an interesting 

model to study the body schema. A famous study [44] described the clinical features of a patient that, 

following a lesion to the left PPC, reported alterations in her right-hand position sense and ability to 

detect stimuli on it. The patient could not consciously feel the stimulation on the deafferented hand 

nor report it verbally but could still localize tactile stimulation above chance, making pointing 

movements with the spared hand. This proved the possible dissociation between the presence of a 

body schema still available to perform motor tasks and impaired conscious perception of the body.  

The phantom limb is a well-known phenomenon occurring in amputated patients who still feel the 

amputated body part as present and painful. It is generally considered an example of maladaptive 

brain plasticity resulting from the cortical reorganization of the deafferented brain region [45]. The 
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cortical areas surrounding the deafferented one project to it and consequently alter the body schema 

neural representation [45]. There is a clear link between the phantom limb condition and the altered 

body schema representation: amputees often experience their missing limb as heavy, shorter, swollen 

or stuck in a position [46]. One commonly experienced phenomenon is the feeling of telescoping: 

patients experience their affected limbs as shrunken, with the more distal portions attached to the 

stump. This has been explained as the result of the disparity in the brain representation of different 

brain segments, with the distal parts (e.g., hand, fingers) overrepresented compared to the proximal 

ones [46].  

Chronic pain disorders: Pain and body perception are inextricably linked. Neuroimaging studies 

proved that body representation and pain share at least partially the same networks of brain areas (i.e., 

pain matrix and body matrix). The pain matrix (extensively discussed in chapter 2.3.2) is defined as 

a network of brain areas comprising brainstem and thalamic nuclei, primary and secondary 

somatosensory areas, and insular and anterior cingulate cortices [46], [47]. On the other side, the body 

matrix includes a network of multisensory regions processing bodily-related inputs, such as the 

posterior parietal cortex, the somatosensory cortices, and the insula [46]. Their link is supported by 

behavioural evidence in patients affected by chronic pain syndromes. Patients affected by complex 

regional pain syndrome (CRPS) tend to experience body perception disturbances in the area affected 

by the pain. Misperception can include size (e.g., perception of a larger dimension of the affected 

body part), shape (e.g., perception of missing segments in the affected body part), and spatial 

representation distortions (e.g., reduced ability to determine laterality) [46]. Notably, the degree of 

misperception seems to correlate with pain intensity. 

 

1.3.2. Neuropsychological disorders body schema-related  

Personal neglect: the personal neglect is a specific type of neglect, typically occurring following right 

parietal lesions. This neuropsychological condition can be characterized by inattention toward one 

specific part or an entire half of the body, leading to a lack of awareness of the stimuli located in the 
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contralesional side of space [48]. It has been conceived as an attention deficit or a specific body 

representation disorder. In the latter case, it is explained as a pathology of the body schema coherence, 

in which patients unaware of their condition do not report the unattended body part missing from their 

body representation.  

Autotopagnosia: the autotopagnosia is a disorder of body schema usually occurring after left parietal 

lesions [38]. These patients make mislocation errors when asked to point to a specific body location. 

Typically, the pattern of errors relates to adjacent body parts (e.g., pointing to the elbow when asked 

to point to the shoulder) [38]. This disorder seems to involve higher-level cognitive representation of 

the body rather than primary sensorimotor representations, as the errors can transfer to others’ bodies 

[49]. Additionally, the naming of body parts is usually preserved, indicating a speared knowledge of 

body parts categories. This suggests that autotopagnosia is an example of incorrect segmentation of 

the modular parts of the body constituting the body schema [38].  

Heterotopagnosia: this rare condition usually follows a left parietal lesion and affects the 

interpersonal mapping function associated with body schema [38]. When asked to point to body parts 

of the examiner, these patients tend to point to the correct body part but on their bodies. This disorder 

has been explained as selective damage to the processing stage at which body parts are assigned to 

different persons [38].  

 

1.4 Rehabilitation of body schema disorders  

Research on developing rehabilitation paradigms to restore body representation and, consequently, 

motor abilities is still in its infancy. Most of it has faced the problem from the opposite perspective, 

using motor rehabilitation to positively impact body representation alterations. Among the proposed 

paradigms, the so-called cross-modal illusions have been used in neurorehabilitation to modulate 

altered body representations resulting from brain damage. Cross-modal illusions occur when one 

sensory modality influences the experience of another sensory modality, as in the above-described 

case of the Rubber Hand Illusion (see section 1.2). Multisensory integration mechanisms and higher-
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level cognitive processes mediate these illusions. It is worth mentioning, for instance, the mirror 

visual feedback therapy (MVFT) [50]. MVFT is especially used to rehabilitate amputee patients 

suffering from phantom limb syndrome. In this technique, the patient's healthy limb is reflected in a 

mirror and visually superimposed on the location of the affected limb (see Fig. 8). 

 
Fig. 8 Mirror therapy: Picture of the mirror box from: Brain, Volume 132, Issue 7, July 2009, Pages 1693–1710, 

https://doi.org/10.1093/brain/awp135 

 

The visual feedback in the mirror gives the patient the illusion of moving the affected limb, restoring 

congruence between vision and action, and relieving the pain [51]. Several theories tried to explain 

this phenomenon, among which the mirror neurons theory is leading. Mirror neurons are multimodal 

neurons (i.e., vision, motor commands, proprioception) firing in response to action execution and 

observation, localized especially in frontal and parietal lobes [52]. MVFT would activate these 

multimodal neurons through visual feedback, temporarily reestablishing coherence between 

proprioception, vision, and motion of the affected body part [50]. This technique was effective even 

in treating stroke patients, as it helps re-learn motor patterns and correct body representation 

derangements. Indeed, motor impairments after stroke prevent the active use of the affected limb, 

https://doi.org/10.1093/brain/awp135
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leading to decrease cortical representation of the affected area in the somatosensory cortices. This 

phenomenon leads to the progressive cortical reorganization of the adjacent body parts, resulting in 

increased disability of the affected limb and enhanced motor impairment [53]. It was proved that after 

performing MVFT, stroke patients significantly improved their movements and performances in 

forearm bisection tasks specifically designed to test the metric representation of the arm [53].  

Secondly, virtual reality paradigms are currently adopted with the same aims and theoretical 

principles of the MVFT. In these paradigms, it is possible to induce the embodiment of a full virtual 

body observed from a first-person perspective to modulate pain perception and improve motor 

performance [50].  

Conversely, a few paradigms target body schema rehabilitation to improve motor deficits. Mental 

imagery paradigms seem promising in this regard. Mental imagery is the cognitive process of 

simulating sensations, actions and other experiences through the generation and use of mental images, 

including one’s own body[43]. Mental imagery is believed to activate body-schema-related brain 

pathways. Thus, body schema can be modified by mental imagery tasks [54]. Among the various 

types of mental imagery paradigms, dynamic neuro-cognitive imagery (DNI) stands out [43]. The 

DNI is a systematized mental rehearsal for motor and cognitive retraining, using mental imagery from 

different categories and modalities. It is often combined with the actual movement execution of basic 

and advanced activities [54]. One example of the clinical application of the DNI to enhance body 

schema is provided by Parkinson’s disease (PD) rehabilitation research [43]. PD patients experience 

sensory/perceptual deficits, including proprioception and kinesthesia alterations. This often leads to 

physical misperception and inaccurate body schema [54] further exacerbating PD’s motor and 

cognitive deficits. Mental imagery protocols in PD patients seem to positively affect body schema 

representation and, consequently, the related motor deficits [54]. Notably, this approach relies on 

adequate cognitive capacity to perform mental imagery tasks; therefore, it is not recommended for all 

types of patients.  
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Despite the attempts to plan efficient rehabilitation paradigms to act on body schema and improve 

motor outcomes, there is still not enough literature on this subject. Given the acknowledged role of 

body schema in perception and action, this thesis focuses on the need to develop new rehabilitation 

paradigms specifically targeting this dimension.  
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Chapter 2.  

Thesis’ Overall Aim 

There is a close link between motor and cognitive processes. This connection is especially evident in 

the tasks involving sensorimotor integration, where different sources of information are combined to 

produce precise motor outputs but also to create a coherent cognitive representation of the 

environment and the body acting within it. As the same neural circuits subserve both functions, not 

surprisingly, targeting one among motor or cognitive-related aspects of the sensorimotor integration 

also positively affects the other. To date, rehabilitation paradigms mainly focused on the motor part 

of the bidirectional relation between motor and cognitive dimensions, observing the positive effects 

of motor rehabilitation on cognition (e.g., improvement in body representation, spatial cognition, and 

executive functions [55]). However, there is a need to increase the research exploring the reverse 

effect, implying cognitive-related rehabilitation impact on motor and sensorimotor functions. The 

overall hypothesis guiding the experimental paradigms described below is that by better 

understanding and characterizing each condition's different patterns of sensorimotor integration 

deficit, it will be possible: (1) to better understand the close relationship between motor and cognitive 

processes; (2) to apply that knowledge to the development of tailored rehabilitation paradigms 

targeting specific motor or cognitive-related aspect of sensorimotor integration.  

The final aim is to provide a theoretical rationale to boost the development of new cognitive-related 

sensorimotor rehabilitation paradigms to improve motor symptoms. 

This thesis focuses on the study of three clinical conditions differently involving the sensorimotor 

integration system and characterized by a not yet completely understood aetiopathogenesis: Dravet 

syndrome (DS), Adolescent Idiopathic Scoliosis (AIS) and Fibromyalgia Syndrome (FMS). Since a 

gold standard to treat these conditions is still lacking, this thesis aims to enrich the knowledge of their 

pathological mechanisms to develop new therapeutic and rehabilitative interventions. With this 

proposes, the research lines have been developed:  
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1. DS cognitive and behavioural profile highlighted a predominant impairment of sensorimotor 

integration and cerebellar circuits. However, the overlapping between these circuits’ functions and 

the associated deficits stressed the need to develop new screening tools to disentangle their relative 

contribution in determining the final DS phenotype. This with the final goal of developing 

personalized programs targeting each subject’s specific pool of symptoms. Thus, the first study aimed 

at identifying specific motor and cognitive parameters to distinguish PPC and cerebellar involvement 

in two sensorimotor-related functions: gait and body schema. Toward this aim, a repetitive 

Transcranial Magnetic Stimulation (rTMS) paradigm was developed to simulate a selective cerebellar 

or PPC lesion in a group of healthy subjects. The hypothesis is that a double dissociation exists 

between specific gait parameters and body schema alterations among groups, particularly: (1) PPC 

would be more involved in body schema formation and kinematic-related aspects of gait, tightly 

associated with body schema; (2) cerebellum would participate more in the determination of gait 

spatiotemporal and kinematic variability, and less on body schema representation. The results of this 

study may provide additional quantitative parameters to help differential diagnosis between a 

prevalent PPC or cerebellar phenotype in DS to better direct their rehabilitation. Particularly in a 

patient with PPC-related motor deficits, rehabilitation targeting the body schema would probably help 

the overall outcome of motor symptoms. On the contrary, a cerebellar phenotype would probably 

benefit less from this type of intervention. 

2. The second reach line is driven by AIS representational abnormalities and hypotheses of a central 

sensorimotor impairment reported in literature. The paucity of studies on body schema alterations in 

this clinical condition, and the evidence of abnormal central sensorimotor integration mechanisms 

led to the second study aims: better characterize central mechanisms of altered sensorimotor 

integration in AIS and to relate them with body schema deficits. For this purpose, the EEG activity 

of a group of girls with AIS was recorded and compared to that of a control group while executing 

postural tasks. In parallel, a new method to assess AIS body schema representation was employed. 

Particularly, the hypotheses driving this research were the following: (1) AIS girls display altered 
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brain activation of the sensorimotor network compared to controls; (2) AIS girls have a less efficient 

balance control on the plane with the larger scoliotic deformity; (3) the altered body schema reflects 

the altered activation of the sensorimotor network. The results of this study may provide a new 

valuable biomarker of AIS progression and consequently offer a new therapeutic target. 

3. The third aim was motivated by FMS theories on pain matrix. According to this theory, pain is just 

one of the possible outputs of a complex and extensive brain circuit involving several cortical and 

subcortical structures, among which sensorimotor areas play a crucial role [56]. As abnormal central 

activation of the pain matrix in FMS was postulated in literature, we aimed to manipulate a promising 

biomarker of this abnormal central activity (i.e., EEG abnormal oscillatory activity) to test the 

efficacy of a new tailored treatment approach [i.e., Transcranial Alternating Current Stimulation 

(tACS)]. The hypothesis is that tACS delivered over the cortical areas showing the greatest EEG 

abnormal oscillatory activity (i.e., sensorimotor areas) may improve pain and cognitive symptoms by 

shifting the EEG activity toward the physiological frequency. See Fig. 9 for a schematic 

representation of the thesis main hypotheses.  

 
Fig. 9 Schematic representation of the thesis hypothesis. Created with Biorender.com 
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In the following chapter, the main clinical features of the three conditions of interest are presented to 

better understand each experimental paradigm’ underneath rationale. Notably, their link with 

sensorimotor integration abnormalities is emphasized by two literature reviews on DS and AIS and a 

summary of the main theories explaining the deficits in FMS. 
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Chapter 3.  

Three pathological models of body schema and  

sensorimotor integration deficits 

This chapter presents the three pathologies of interest of this thesis, namely Dravet Syndrome (DS), 

Adolescent Idiopathic Scoliosis (AIS), and Fibromyalgia Syndrome (FMS). Although apparently 

wholly different, these conditions have something in common: a not yet completely understood 

aetiology, sensorimotor integration alterations and the need for developing new effective therapeutic 

strategies. 

 

3.1 Dravet Syndrome 

3.1.1 Clinical features  

Dravet syndrome, or severe myoclonic epilepsy in infancy (SMEI) was historically first described by 

Charlotte Dravet in 1978, after which it is named. It is a rare and severe developmental epileptic 

encephalopathy affecting children since their first year of life [57]. DS estimated incidence varies 

between 1/15.000 to 1/40.000, affecting males twice as often as females [58], [59]. The following 

factor should co-occur to make a DS diagnosis:  

1. Seizure onset within the first year of life (at four to eight months in most cases) [60]. The first 

seizures are typically clonic, generalized, or unilateral and generally triggered by hyperthermia (fever, 

hot bath ...), but afebrile onset seizures have been reported as well [60], [61]. At the onset, seizures 

tend to be prolonged, lasting longer than 20 minutes, and sometimes evolving to status epilepticus 

[62], [63]. The EEG activity is usually regular at the beginning, both during awake and sleep  [60], 

but can progressively become abnormal (e.g., generalized and multifocal epileptiform discharges) 

[63]. Within the first years of life, other drug-resistant seizure types appear, such as focal, myoclonic, 

and absence seizures with frequent occurrence of convulsive and nonconvulsive status epilepticus. 
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The frequency of seizure episodes increases during the first ten years of life, then slowly decreases 

into adolescence and adulthood [64].  

2. Genetic confirmed mutation in the gene coding for the alpha-1 subunit of the sodium channel 

(SCN1A): genetic mutations are observed in 75-80% of individuals with DS [65]. Mutations can be 

of several types (e.g., truncating, missense, spice-site changes), mainly de novo, but familial ones 

have also been observed in up to 10% of cases [65]. SCN1A mutation has been associated with DS 

pathophysiology: experimental studies on mouse genetic models of DS highlighted the association 

between the reduced inhibition of GABAergic inhibitory interneurons caused by the mutation and the 

resulting excessive excitation. This, in turn, can explain some of the clinical signs of the syndrome 

such as ataxia, poor motor coordination, autistic-like behaviour and cognitive impairment [66].  

3. Cognitive, psychomotor, and behavioural disorders. Developmental motor retardation becomes 

evident from 2nd year onward [60]. Neuropsychological phenotypes in DS are heterogeneous, but 

early visual function impairments (i.e., acuity, fixation shift) are often reported, preceding subsequent 

development of abnormalities in hand-eye coordination and gross motor functions [67], [68]. These 

early disorders are usually associated with later higher-order executive dysfunctions: motor 

inhibition, visual and auditory attention, planning, set-shifting and working memory. This pool of 

cognitive deficits following early visual abnormalities made some authors propose a possible bottom-

up causal relationship between visual impairment and cognitive decline [69]. Studies reporting 

Intelligent Quotients (IQ) show variable degrees of intellectual disability ranging from low average 

IQ to severe impairment. Non-verbal Wechsler IQ scores are generally lower than the verbal ones 

[70], [71], but language can be affected as well, mostly in motor speech production (i.e., dysarthria, 

speech planning difficulties, and expressive language deficit) compared to a relatively spared 

semantic processing [67]. Autistic-like traits (e.g., poor eye contact, ritualistic behaviours, narrow 

interests, speech delay, adherence to routine, low ability to express emotions), and attention-

hyperactivity disorders, are often reported as well [67], [72].  
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4. Gait disorders: as a rule, children younger than six years old generally show a typical gait pattern 

which becomes increasingly impaired with age leading many patients in their adolescence and 

adulthood to lose completely their ability to walk [73]. Indeed, a recent literature review reported that 

up to 15%-30% of patients need support to walk outside the house, and  20% need a wheelchair [74]. 

The most observed abnormal gait pattern in DS is pseudo crouch gait, characterized by excessive 

ankle dorsiflexion and excessive hip and knee flexion on the sagittal plane during the stance phase 

[73], [74]. 

The cause of crouch gait is still not completely understood, but multiple factors have been proposed, 

including muscle weakness, spasticity, contractures and lever arm dysfunction [74]. Additionally, 

cerebellar gait ataxia and parkinsonism have been observed in patients affected by DS, but their 

manifestations are less consistently reported [74].  

The long-term outcome is dominated by premature death. According to a recent literature review, the 

mean age at death occurs before 20 years in 93% of the reported cases [75]. The leading cause of 

death is the sudden unexpected death in epilepsy (SUDEP), causing nearly half of deaths in this 

condition. Other common causes include status epilepticus, drowning, accidents and infections [75]. 

Treatment options are focused on seizure management, especially in young children, with valproic 

acid and clobazam as first-line treatment options (responder rate of 48% with 40% seizure reduction) 

[76]. However, neither of these medications controls seizures completely most of the time. Thus, they 

are combined with other drugs [76]. There is no gold standard in managing DS comorbidities, but 

multi-disciplinary treatment considerations are recommended (i.e., behavioural therapies, physical 

therapy, sleep specialists …) [76].  

 

3.1.2 DS and sensorimotor integration  

The pathophysiology underlying the broad spectrum of DS neurophysiological and 

neuropsychological manifestations is still largely debated. Several theories have been proposed, 

among which the sensorimotor integration hypothesis, the dorsal stream vulnerability, and the 
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cerebellar-like pattern are the most represented. These theories have been reviewed in this thesis, 

considering current literature in favour or against each hypothesis to propose a unified theoretical 

framework. 
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3.2 Adolescent Idiopathic Scoliosis 

3.2.1 Clinical features  

Scoliosis is a three-dimensional morphological spinal deformity characterized by the spine lateral 

deviation in the frontal plane (10 Cobb degrees or higher), concurrent axial rotation of the affected 

vertebral bodies and reduction of the physiological curves of the rachis in the sagittal plane[77] (see 

Fig. 10).  

 
Fig. 10 Scoliosis clinical characteristics. Created with Biorender.com 

 

The term idiopathic scoliosis was introduced in 1922 [78] to describe all the scoliosis cases in which 

it was impossible to find a specific cause of the deformity. 80% of scoliosis cases are considered 

idiopathic [77]. Idiopathic scoliosis is 1.5 to 3 times more prevalent among girls than among males 

and more recurrent in the adolescent population (i.e., 12-18 years old) compared to young children 

[79]. The etiopathogenesis of AIS is still largely unknown, but a multifactorial origin is the most 

acknowledged. Six significant factors have been addressed in the literature [80]: 

1. Genetic factors: genetic predisposition has been one of the most studied factors of AIS. Research 

on this topic highlighted several mutations frequently associated with AIS development (e.g., Vang-
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like protein-1 and calmodulin-1) [81]. However, genetics alone does not entirely account for AIS 

pathological development, as underlined by studies on twins, showing a concordance rate between 

0.10–0.70 in monozygotic twins and between −0.05 to 0.15 in dizygotic ones [82] 

2. Hormones and metabolic dysfunctions: several hormones appear to be involved in AIS 

development and progression. Growth hormone (GH) and insulin-like growth factors (IGH) levels 

seem higher in the AIS population notably from 7 to 12 years and in the pubertal stage [83], [84]. 

However, further studies are still needed to clarify their role better. Other involved hormones are the 

sex hormones (abnormal levels of estrogen and testosterone [85], [86]), melatonin (e.g., 

pinealectomized animal studies show the role of melatonin in scoliosis development [87], [88]), 

calmodulin (e.g., increased calmodulin levels in platelets have been associated with progression of 

AIS [89]), and leptin (e.g., lower circulating leptin reported [90]).  

3. Nervous system alterations (i.e., visual, vestibular, and proprioceptive system deficits, postural 

control alterations and brain structural abnormalities): there is increasing agreement on CNS 

involvement in scoliosis development. Brain structural abnormalities were detected with MRI in 

regional brain volumes, the white matter of the corpus callosum, and internal capsule, as well as in 

pontine and hindbrain regions [91], [92]. Neurophysiological studies focused instead on the 

possibility of a defective CNS control of the growing spine, postulating an asymmetric timing of 

maturation of the CNS as compared to the skeletal system (i.e., neuro-osseous theory of scoliosis 

[93]).  

4. Skeletal growth (i.e., spinal, extraspinal, and skull): rapid skeletal growth in AIS has been observed, 

producing skeletal sizes beyond the capacity of the somatic nervous system to control for the initiating 

deformity (e.g., higher growth velocity during puberty in girls with moderate to severe scoliosis [94]).  

5. Biomechanical factors: according to some authors, the initiating scoliosis deformity provokes 

asymmetrical loading of the skeletally immature spine, which in turn activates mechano-transduction 

biological processes affecting skeletal tissue, muscles tendons and ligaments [95].  
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6. Environmental and lifestyle factors: diet, vitamin D,  calcium intake, and exercise levels, have been 

reported in some studies to be associated with AIS [96].  

Current treatment options for AIS are typically divided into conservative treatment (i.e., observation, 

physiotherapy exercises and bracing) and surgery for severer cases (i.e., 40 Cobb degrees or higher) 

[77]. Patient compliance is fundamental to ensure conservative treatment efficacy. Thus, education, 

psychotherapy and periodical assessment are deemed crucial elements of treatment success.  

The psychological component is another relevant point to consider when dealing with AIS. In 1986 

it was first reported that around 20% of adolescent girls with scoliosis suffer psychological 

disturbances [97]: body image alterations are the ones more frequently reported. The relevance and 

the pervasiveness of body representational alterations in AIS and their role in AIS etiopathogenesis 

have been highlighted in a literature review. 
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3.2.2 AIS and sensorimotor integration   

Among the various theories of AIS etiopathogenesis, for the purposes of this thesis, special attention 

should be given to the one pointing to CNS deficits. Neurological abnormalities in AIS have been 

explained by considering four main models [98]:  

1. Visuospatial perceptual impairment producing a motor control problem. Visuospatial perceptual 

impairments (i.e., altered visual and/or vestibular generated eye movements) have been reported in 

AIS. According to this model scoliosis would result by the attempt of the axial motor system to restore 

the perceptual dysfunction by implementing new axial and vestibular motor control strategies [99].  

2. Body spatial orientation impairments (i.e., body schema alterations). The integration of faulty 

sensory information from visual, vestibular, and somatic sensors results in a faulty representation of 

the body spatial orientation. This, in turn, lead to motor control strategy resulting in the structural 

scoliotic deformity [100].  

3. Neurodevelopmental theory of scoliosis (i.e., neuro-osseous theory of scoliosis). This theory 

postulates developmental disharmony between somatic and autonomic nervous systems expressed in 

spine and trunk and exacerbated by hormones producing skeletal overgrowth [93].  

4. Sensorimotor integration disorder [101] 

All these theories postulate an abnormal processing/integration of sensory information, resulting in 

improper trunk' muscles response to compensate for scoliosis. Whether these abnormalities are the 

result of disorders of higher integrative levels of the CNS (i.e., body schema) or peripheral sensory 

disorders (i.e., posterior column pathway abnormalities) is still unclear [102].  

 

3.3 Fibromyalgia syndrome 

3.3.1 FMS clinical features  

The FMS is a complex chronic pain syndrome characterized by widespread musculoskeletal pain in 

the absence of apparent tissue damage, associated to a set of additional symptoms including fatigue, 
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sleep, and cognitive and affective disorders. The American College of Rheumatology (ACR) defined 

the diagnostic criteria of FMS [103]:  

1. Generalized pain in at least four of five body regions [upper left, upper right, lower left, lower 

right, axial (see Fig. 11)].  

2. Symptoms lasting for at least three months and with a similar level of intensity  

3. Obtaining one of these scores’ combinations in the following self-reported scales of pain 

evaluation: (i) Widespread Pain Index [i.e., index describing the number of body regions affected by 

pain (range: 0-19) during last week] score ≥ 7 and symptoms severity scale (range: 0-9) score ≥ 5; 

(ii) Widespread Pain Index score between 4 and 6 and severity of symptoms scale score ≥ 9 

4. A diagnosis of fibromyalgia is valid irrespective of other diagnoses. A diagnosis of fibromyalgia 

does not exclude the presence of other clinically important illnesses   

 
Fig. 11 Fibromyalgia tender points. Created with Biorender.com 

 

The overall prevalence of FMS in the general population is estimated between 0.5-5%, affecting 

women 9:1 times more than males [104]. Although largely diffused, the aetiology and pathogenesis 

of FMS are not yet completely understood. Several factors have been proposed to interact in its 

determination [105]. The most reported ones are the following:  
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1. Genetic predisposition: several familial studies highlighted the role of genes in FMS [106]. Among 

the genes investigated, the most relevant seem to be those associated with neurotransmitters (e.g., 

anomalies in the serotonin transporter gene or the dopamine D4 receptor gene) [105].  

2. Central sensitization: accumulating evidence suggests a crucial role of abnormal pain processing 

in the central nervous system due to sensitization processes. Central pain sensitization is defined as 

the increased responsiveness of nociceptive neurons of the CNS to either average (i.e., minimum 

tissue damage) or subthreshold inputs [107]. A relevant phenomenon observed in FMS is the 

excessive “windup”, by which, after a painful stimulus, subsequent stimuli of the same intensity are 

perceived as stronger [105].  

3. Neuroendocrine and autonomic hypothesis: different studies proposed the involvement of the 

hypothalamic-pituitary-adrenal (HPA) axis dysfunction in FMS development [108]. Elevated cortisol 

levels and adrenocorticotropic hormone (ACTH) have been documented, probably secondary to low 

serotonin levels.  

4. Psychogenic hypothesis: psychiatric/psychological conditions and FMS are often comorbid. The 

most reported disorders are anxiety, somatization, dysthymia, panic disorders, posttraumatic stress, 

and depression [105].  

Apart from the pain symptomatology, special attention should be given to the heterogeneous set of 

symptoms associated with FMS. Up to 80% of FMS patients report some form of cognitive disorder 

[109]. The term “fibro-fog” was coined to illustrate the pattern of concentration difficulties, 

forgetfulness, mental confusion, and inability to multitask complained by these patients [110]. It is 

unclear, however, if cognitive symptoms in FMS are part of the disease pathogenesis per se or, 

somewhat, a consequence of depression, anxiety, and sleep disorders. Indeed, given the overlapping 

neural networks involved in pain processing and cognitive processes, the hypothesis of cognitive 

impairments due to resource competition between cognitive tasks and pain processing cannot be ruled 

out [111], [112]. Secondly, affective disorders, including anxiety and depression, are frequently 

diagnosed with FMS to the extent that some authors proposed to consider this syndrome among the 
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“affective spectrum disorders” [113]. It is unclear if these symptoms should be considered a reaction 

to the chronic pain condition or, instead, a clinical manifestation of the abnormal HPA axis regulation 

[113].  

There is currently no cure for fibromyalgia. Research shows that the most effective treatment for 

fibromyalgia is physical exercise. Patients benefit from physical exercise, which can be prescribed in 

addition to any drug treatment. However, physiotherapy alone does not provide long-lasting effects. 

 

3.3.2 FMS and sensorimotor integration   

Substantial research has investigated motor, sensory and body representation disorders in 

pathological pain conditions. Sensorimotor integration can be altered in several chronic pain 

conditions, including FMS. To better understand the link between pain and sensorimotor integration 

mechanisms in FMS, it is relevant to introduce the concept of “pain matrix” or “body-self 

neuromatrix” [56]. According to the model originally proposed by Malzack [114], [115] pain is just 

one of the possible outputs of a complex and extensive brain circuit involving several cortical and 

subcortical structures (see Fig. 12). Thus, pain can be triggered by sensory inputs (i.e., acute pain 

activated by noxious inputs) but can also be activated independently. The body-self neuromatrix 

concept implies input from sensory signalling systems (i.e., cutaneous, visceral, and musculoskeletal 

inputs), cognitive-related brain areas (e.g., memories of past experiences, attention) and emotion-

related brain areas (i.e., limbic system and associated homeostatic brain mechanisms). The integration 

of these signals determines the experience of body-self in all its dimensions (e.g., sensory, affective, 

postural). The output of this matrix comprises pain perception, as well as action programs and stress-

regulation programs. Several authors have thus proposed a dysfunctional activation of the pain matrix 

as the cause of chronic pain in FMS. 
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Fig. 12 Pain Matrix: Schematic representation of the brain circuits forming the pain matrix. On the bottom: brain 

sagittal view showing cortical and subcortical areas. On the top: lateral brain view showing the insular cortex. Created 

with Biorender.com 

 

Starting from this model, several subsequent studies proved the link between sensorimotor integration 

deficits and pathological pain. A recent review [116] collected evidence of altered sensorimotor-

related functions in people with pathological pain, particularly: motor functions, sensory feedback, 

cognitive representation of the body and surrounding space, and multisensory processing 

abnormalities. Identifying the abnormal mechanisms of the central altered sensorimotor integration 

in FMS may help develop new efficient treatments. Therefore, recent research on FMS has turned 

towards finding new biomarkers of these abnormal central mechanisms able to account for both pain 

processing alteration and cognitive/affective symptoms. On this ground, neuroimaging techniques 

have been adopted: electroencephalographic studies, for instance, revealed a shift in the typical 

oscillatory frequencies of the thalamocortical circuits (i.e., increased theta rhythm in frontal and 

anterior cingulate cortices) [117], [118]. On this ground, neuromodulation techniques have been 

suggested as a possible new treatment approach to restore physiological frequencies in FMS. 
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Chapter 4.  

Methods  

The current chapter briefly reviews the principles of the techniques adopted in the three central studies 

presented in chapters 5-7: Transcranial Magnetic Stimulation, Alternating Current Stimulation, 

Electroencephalography and Gait analysis. 

 

4.1 Brain Stimulation Techniques 

Non-invasive neurostimulation techniques are valuable tools for studying brain-behaviour relations 

in clinical and non-clinical populations and promising experimental treatment options [119]. 

Transcranial Magnetic Stimulation (TMS) and Transcranial Electrical Stimulation (tES) are the most 

employed methods: TMS activates axons via short-pulsed stimulations, leading thereby to new action 

potentials, while transcranial electrical stimulation is used to manipulate the membrane potential of 

neurons, thus modulating their spontaneous firing rate. In this thesis, both TMS and tES methods 

were adopted respectively in the studies: “Disentangling cerebellar and parietal contributions to gait 

and body schema: an rTMS study” (Chapter 5) and: “Beyond physiotherapy and pharmacological 

treatment for fibromyalgia syndrome: tailored tACS as a new therapeutic tool” (Chapter 7). Follow 

a brief description of these two techniques and their main applications. 

 

4.1.1 Transcranial Magnetic Stimulation  

TMS is a non-invasive technique exploiting principles of electromagnetic induction [119]. According 

to the Maxwell equations, the induction of an electrical current in a coil generates a magnetic field 

oriented perpendicularly to the coil. By placing the coil on a subject's scalp, the produced time-

varying magnetic field induces a current in the brain cortex able to depolarize cell membranes, 

opening voltage-gated sodium channels and initiating action potentials. The coil geometry (i.e., size 



 77 

and shape) determines the focality of the applied stimulation, with eight-shape coils being more focal 

than circular ones [120], (see Fig. 13). 

 
Fig. 13 TMS mechanisms and setup: On the left: schematic representation of the TMS working mechanisms. The pulse-

delivered electric current flowing in the coil generates a varying magnetic field inducing an electric current in the brain. 

On the right: Magstim stimulator and the main coil types with different degrees of stimulation focality and depth. The 

eight-shape coil has a higher stimulation focality than the circular coil, while the double cone coil reaches deeper brain 

regions (e.g., cerebellum). Created with Biorender.com 

 

The placement of the coil on the right stimulation site is critical: many studies utilize the international 

10-20 electrode system, which does not take into account interindividual anatomo-functional 

variability. Stereotaxic systems, MRI and fMRI, are thus preferred when available, offering higher 

coil positioning accuracy over targeted areas [121]. Additionally, standardized function-guided 

procedures are adopted to stimulate target areas such as the primary motor cortex (M1) and the 

primary visual cortex (V1). These procedures imply the recording respectively of motor-evoked 

potentials (MEPs) or phosphenes [121] which are elicited as a direct consequence of M1 and V1 

stimulation.  

TMS can be applied by delivering one stimulus at a time (single-pulse TMS), in pairs of stimuli 

(paired-pulse), or trains of stimuli (repetitive TMS) [122]. These different approaches entail different 

aims: single-pulse studies are predominantly chosen to map cortical motor outputs and to inquire 
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about brain-behaviour interactions in causal chronometry studies. Paired-pulse studies are mainly 

adopted to investigate cortico-cortical interactions, while repetitive TMS (rTMS) is delivered to 

induce and evaluate long-lasting stimulation aftereffects [122].  

Stimulation parameters selection (i.e., frequency and duration) has a crucial role in the determination 

of TMS aftereffects: low-frequency stimulations (< 1Hz) can depress cortical excitability leading to 

inhibitory effects [123]. This process has been linked to the well-known phenomenon of long-term 

depression (LTD), in which by electrically stimulating neurons in the 1 Hz range, a stable decrease 

in excitatory synaptic transmission is induced [123], [124]. High-frequency stimulations (> 5 Hz), on 

the contrary, can facilitate cortical excitability and have been associated with the phenomenon of 

long-term potentiation (LTP) [124], [125]. However, rTMS influence on cortical excitability is highly 

variable between subjects, as well as the duration of the aftereffects. The duration of stimulation  

seems, however, to vary in parallel with the length of the stimulation, with more prolonged 

stimulation inducing longest aftereffects [125].  

 

4.1.2 Transcranial Electrical Stimulations 

TES is a non-invasive stimulation technique by which an electrical current is delivered through the 

brain's cortex to alter its functioning. The electrical current is usually applied by two or more 

conductive electrodes in contact with a conductive solution and fixed over the scalp with elastic 

straps. The active electrode is located on the site overlying the cortical target, while the return 

electrode can be placed in extracephalic locations or cephalic areas unrelated to the examined function 

(commonly the contralateral supraorbital area) [126]. Contrarily to TMS, this technique cannot induce 

neuron polarization per se but can alter the ongoing neuronal electrical activity by modulating 

neuronal membrane potentials. Indeed, the intensity of the delivered current is subthreshold, meaning 

that its effect can bring the underlying neurons closer to their firing threshold without eliciting action 

potentials [126]. See Fig. 14.  
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Fig. 14 TMS vs TES mechanisms of action: Schematic representation of TMS and TES effects on the stimulated 

neurons. Created with Biorender.com 

 

TES comprises different application techniques among which transcranial direct current stimulation 

(tDCS), alternating current stimulation (tACS) and random noise stimulation (tRNS), (see Fig. 15). 

Although working on the same principles, the different electrical stimulation patterns characterizing 

these techniques determine different neuronal and behavioural outcomes.  

 
Fig. 15 TES stimulation waveforms. Created with MATLAB_R2021b  
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1. tDCS implies using constant direct current delivered at low intensities (i.e., 0.5- 2.0 mA) through 

one or more active electrodes. The current then propagates through the head and is returned via the 

reference electrode [126]. The current flow modulates cortical excitability by increasing 

(depolarization) or decreasing it (hyperpolarization). This phenomenon has been extensively 

demonstrated in literature: anodal tDCS over M1 increases the amplitude of MEPs while cathodal 

tDCS decreases them [127]. By modulating axonal membrane potential, tDCS can interact with 

endogenous neural network features such as ion channel dynamics, spike timing, firing rate, synaptic 

transmission and brain responses to external stimuli [128]. This technique has been widely adopted 

in clinical research for several conditions: drug addiction, major depressive disorder, Alzheimer's 

disease, schizophrenia, attention deficit hyperactivity disorder (ADHD) and disorder of 

consciousness [129].  

2. tACS applies a low intensity alternating electrical current delivered in a sinusoidal way at a 

particular oscillation frequency. The physiological mechanisms underlying tACS effects are still 

under debate. Unlike tDCS, tACS can entrain the neuronal firing of the underlying neurons to the 

exogenously applied stimulation frequency [126]. Two main effects are associated respectively with 

online and offline tACS: Entrainment and neuroplasticity Entrainment is the phenomenon by which 

an external rhythmic system affects another naturally occurring, forcing it to follow its own oscillating 

frequency. Thus, tACS can entrain endogenous brain oscillations. Neuroplasticity, on the other side, 

occurs because of the spike-timing-dependent plasticity (i.e., long-term potentiation or 

depotentiation) induced by tACS increasing or decreasing neural synchronization [130]. Because of 

its properties, tACS has been proposed as a promising treatment for the so-called oscillopathies [131]: 

neurological and psychiatric conditions characterized by abnormalities in brain oscillatory activity 

(e.g., Parkinson's Disease and Fibromyalgia). This specific technique has been adopted in the study: 

"Beyond physiotherapy and pharmacological treatment for fibromyalgia syndrome: tailored tACS as 

a new therapeutic tool" (Chapter 7). 
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3. tRNS implies the application of an alternate current, which, instead of being delivered at a fixed 

frequency, alternates frequency and amplitude randomly within a specific range [126]. Generally, the 

stimulation frequency range varies between 0.1 and 650 Hz [132] but has also been delivered dividing 

into either low (0.1-100 Hz) or high (101-670 Hz) frequencies of stimulation [133]. Literature proved 

that tRNS increases cortical excitability; however, it has been suggested that low and high-frequency 

stimulations may have opposite effects [134]. According to others, excitability changes induced by 

tRNS may be intensity-dependent rather than frequency depended, with lower intensities associated 

with cortical inhibition and higher intensities with excitation [135]. Several theories on tRNS 

mechanisms of action have been suggested. One of them is the stochastic resonance theory, whereby 

tRNS induces random activity (noise) on the stimulated neurons, boosting their sensitivity to further 

external inputs [136]. Other theories proposed that tRNS repeated subthreshold stimulation can, in 

turn, alter homeostatic mechanisms of the stimulated system leading to the potentiation of task-related 

neuronal activity [133].  

 

4.2 Electroencephalography (EEG)  

The EEG is a non-invasive brain imaging technique adopted mainly in clinical and research practice. 

EEG signal arises from the synchronized synaptic activity of large populations of cortical neurons, 

with the main contribution of pyramidal cells [137]. At a cellular level, the excitation of postsynaptic 

neurons generates a negative extracellular voltage at the dendrites level, making the neuron a dipole. 

EEG electrodes on the scalp detect the sum of negative and positive charges of a large number of 

underneath dipoles [137]. EEG electrodes measure the sum of many individual dipoles in an area as 

a single dipole whose magnitude depends on the number of neurons whose dipoles are summing 

together [137]. As electrodes sum both positive and negative ends of dipoles, neurons must be 

parallelly arranged and synchronously active to detect a nonzero signal [137]. To obtain a high-quality 

EEG signal, the EEG system should consist of the following [138]: (1)Electrodes with conductive 

media: commonly used scalp electrodes are formed by Ag- Ag-Cl disks of 1-3 mm diameter. 
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Electrodes are usually arranged in standardized positions within caps. In 1958 the International 

Federation in Electroencephalography and Clinical Neurophysiology developed the so-called 10-20 

electrode placement system (see Fig. 16) [139]. Electrodes are labelled according to the underneath 

brain area (i.e., frontal (F), central (C), temporal (T), parietal (P), and occipital (O). Each letter is then 

associated with a number, standing for the distance of the electrode from the midline, with odd 

numbers identifying the left side and even numbers the right side. The number of electrodes within a 

cap can vary from 32 active electrodes to high-density systems of 256 active electrodes (see Fig. 16). 

Any of these electrodes can be selected as a reference in EEG acquisition [138]. (2) Amplifiers with 

filters: EEG signal needs to be amplified to maximize the signal-to-noise ratio of the measured 

voltage and to increase the size of the signal above the noise that later elements of the circuit may 

introduce. (3) Analog to digital (A/D) converter. (4) Recording device. 

 
Fig. 16 EEG 10-20 and high-density systems. Created with Biorender.com 

 

When dealing with EEG signals, identifying signal artefacts is of utmost importance. EEG artefacts 

may be either subject-related (i.e., physiological) or technical [140]. The most common subject-

related artefacts comprise: (1) Ocular activity: the eyes can be considered as magnetic dipoles whose 

movement alters the surrounding electric field. Any eye movement, including blinking itself, gives 

rise to this kind of artefact primarily picked up by frontal electrodes. A reference electrooculogram 
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(EOG) measured simultaneously with the EEG is highly advantageous for ocular artefact 

cancellation. However, the amplitude of EOG artefacts is generally much larger than the background 

EEG activity, reaching values around 100-200 microvolts [140]. (2) Muscular artefacts: when 

contracted, muscles produce electrical activity. Activity such as neck and shoulder muscles 

contractions, swallowing, chewing, talking, sucking, sniffing etc., can lead to this artefact. It 

manifests as a high-frequency signal overlapping the EEG beta and gamma bands, whose amplitude 

correlates with muscle contraction intensity. Compared with other biological artefacts, it is thus more 

challenging to characterize [140]. (3) Cardiac activity: the electrocardiogram (ECG) measures the 

heart's electrical activity. Although its amplitude is low on the scalp, it can sometimes cause EEG 

distortions, depending on the participants' body type and electrode positions. The ECG has a regular, 

repetitive electrical pattern, whose frequency component overlaps with the EEG band frequencies 

and thus can be challenging to detect [140].  

Conversely, the most common technical artefacts include power line noise (50/60 Hz), impedance 

fluctuation and cable movements. 

 

4.2.1 EEG rhythms  

EEG activity is typically classified according to the frequency brand. Five main frequency bands have 

been identified, each characterized by a specific distribution over the scalp and a particular 

physiological and cognitive significance (see Fig. 17).  

1. Delta (δ, 0.5–4 Hz): Delta rhythm is physiologically observed during deep sleep (non-REM) and 

is prominent in frontocentral head regions. Delta activity is increased in pathological brain 

disturbances associated with awake states in the case of generalized encephalopathy and focal 

cerebral dysfunctions [141]. Intermittent rhythmic delta activity is a typical pathological EEG pattern 

classified according to the affected area in frontal, temporal and occipital intermittent delta activity 

[141]. Studies inquiring about the relation between delta rhythms and cognitive processes highlighted 

delta activity changes with task difficulty. Specifically, delta activity seems to increase in tasks 
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requiring attention to mental processes (e.g., mathematical tasks, semantic tasks, working memory) 

[142], whereas there is a decrease in tasks which demand attention to the external environment.  

2. Theta (θ, 4–8 Hz): This rhythm has been associated with drowsiness and early stages of sleep (i.e., 

N1, N2). It is most prevalent in frontal-central head regions (i.e., frontal-midline theta) and 

hippocampus (i.e., hippocampal theta) [143]. Functionally, it has been associated with several 

cognitive processes: memory encoding and retrieval [144], working memory, focused and selective 

attention processes (midline-frontal theta) [145], spatial navigation and position coding (medial-

temporal lobe – associated with encoding and retrieval of spatial information [146]) . 

3. Alpha (α, 8–13 Hz): Alpha rhythm is the typical background rhythm of the adult EEG recording, 

usually present during awake in occipital regions. It is best observed with closed eyes and during 

mental relaxation while attenuating with eye-opening and mental effort tasks [141]. Indeed, event-

related desynchronization of alpha rhythm (reduced alpha) is considered a sign of cortical excitation. 

In contrast, alpha activity increasing in specific regions during a task has been interpreted as a sign 

of not-involvement of that area in the task [147].  

4. Beta (β, 13–30 Hz): beta rhythms are more often observed in frontal or central areas compared to 

posterior cortex regions and have been mainly associated with motor functions [148]. The best-known 

beta rhythm in the brain has been associated with basal ganglia oscillations in the high beta frequency 

band synchronous with beta oscillations in cortical motor areas [148]. Experimental evidence 

suggests that voluntary motor actions are correlated with decreased beta oscillations in the basal 

ganglia-thalamocortical motor loop. Indeed, conditions such as Parkinson’s disease are characterized 

by high beta oscillations in basal ganglia, correlated with bradykinesia and rigidity [148]. Increased 

beta power correlates with holding periods following movements and steady contractions [149]. 

Notably, beta rhythm is also inhibited by motor imagery [149]. Recent hypotheses suggested that beta 

may signal the tendency of the sensorimotor system to maintain the status quo, more than just 

reflecting a lack of movement [149]. Frontal-parietal beta rhythms have also been documented and 

associated with top-down attentional processes [149].  
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5. 5. Gamma (γ, > 30 Hz): gamma rhythm has been associated with many cognitive tasks, but an 

unequivocal interpretation of its meaning is still lacking. Generally, increased gamma is positively 

correlated with complex cognitive tasks concurrently involving more brain areas: parallel increased 

and decreased gamma power is observed respectively in those areas necessary or not to the task 

execution [150].  

 
Fig. 17 EEG frequency bands. Created with MATLAB_R2021b 

 

4.2.2 EEG spectral analysis  

Power spectral analysis is a well-established method for the analysis of EEG signals, which quantifies 

the amount of oscillatory activity of different frequencies in the signal through the Fast Fourier 

Transform (FFT) method [151]. Two main factors are mainly considered in traditional EEG spectral 

analysis: the amount of a specific frequency band (i.e., power) and its spatial distribution [151]. The 

power represents the amount of a specific frequency band within the signal. Both increases and 

decreases in the EEG power carry meaningful information to understand the inquired brain function. 

Power can change in different brain areas, so spectral powers are usually represented as topological 
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distributions on the scalp (see Fig. 18). These maps allow for intuitive comparisons among different 

populations or conditions. 

 
Fig. 18 EEG topographic maps from [152]. Created with Biorender.com  

 

Spectral power in these maps is usually converted in z-scores highlighting whether the spectral 

powers of the EEG channels are enhanced or reduced compared with the normative data. Spectral 

estimation based on the FFT method has intrinsic properties, namely, aliasing and leakage, both to be 

carefully considered [151] (see Fig. 19). The aliasing effect manifests when the sampling frequency 

of a signal is too low, thus biasing the signal reconstruction. The resulting undersampling creates an 

activation in a different frequency. To avoid this, an anti-aliasing filter should be applied before signal 

digitalization [151].  

The spectral leakage phenomenon. The FFT assumes that the input signal is a period of a periodic 

signal. Choosing the proper length of the measuring “window” of the signal is thus fundamental to 

avoid discontinuities in the time domain. Indeed, discontinuities cause the power to spread out around 

the original frequency, resulting in an attenuated frequency spectrum. The leakage effect can be 

reduced by using an appropriate windowing function [151].  
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Power spectral analysis of the EEG signal was applied in the studies reported in chapters 6 and 7 of 

this thesis. 

 

 
Fig. 19 Examples of aliasing and leakage: On the top, an example of a reconstructed aliased signal (red dashed) due to 

low sampling frequency vs the original signal (solid blue line). On the bottom is an example of spectral leakage in the 

frequency domain. The spectrum (bottom-right) shows the theoretical frequency response of the signal (solid green 

line). The leakage due to the frequency resolution (blue line) leads to a frequency spread. The leakage due 

to the windowing (green line) leads to a higher frequency spread due to discontinuities in the time domain. Choosing a 

proper frequency resolution and window function to collect the signal reduces the leakage, resulting in a narrower 

frequency interval. Created with MATLAB_R2021b 

 

4.3 Gait Analysis  

Walking is one of the most complex human sensorimotor integration functions. Thus, assessing 

walking parameters is a recognized valuable clinical and research tool to unveil peripheral motor and 

CNS impairments. The systematic instrumented measurement and evaluation of walking ability is 

referred to as gait analysis [153]. Walking is formally defined as a method of locomotion involving 

the use of the legs to provide support and propulsion [154]. To allow the body to move forward, 

alternatively, one limb acts as the source of support while the other advances itself. This cyclic pattern 

of movements is defined as the gait cycle [154]. The human gait cycle can be divided into two main 
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periods, namely, the stance period and the swing period. The stance period denotes the time of foot 

contact with the ground, lasting about 60% of the gait cycle. On the contrary, the swing period 

represents the time of limb advancement when the foot is not in contact with the ground (40% of the 

gait cycle) [155]. Two fundamental gait events identify these periods: the initial heel contact (or heel 

strike) prompting the beginning of the stance phase and the toe-off of the same foot initiating the 

swing phase (see Fig. 20).  

 
Fig. 20 Gait cycle and gait-related tasks. Created with Biorender.com 

 

Each period can be further divided into specific events, each one associated with specific gait-related 

tasks: (1) The weight acceptance task aims to stabilize limbs after the swing phase, absorb the shock 

after contact with the ground, and preserve body progression. The initial contact event determines the 

beginning of the weight acceptance task. The rotation of the limb over the heel (first rocker of the 

gait cycle, Fig. 21), allows weight to transfer onto the forward limb. During this transfer, the knee is 

flexed to provide shock absorption. (2) The single limb support task begins after the midstance phase, 

characterized by the shank rotation over the supporting foot (second rocker of the gait cycle, Fig. 21). 

Follow the terminal stance phase in which the centre of mass advances forward in front of the 

supporting foot while the heel raises off the ground (third rocker of gait cycle, Fig. 21). (3) The limb 

advancement task begins immediately after the toe-off event, with the initial-swing phase. During the 
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swing phase, the foot is lifted from the floor: in the initial swing phase, the hip, knee, and ankle are 

flexed to create foot clearance over the ground. In the mid-swing, the thigh reaches its peak 

advancement till the terminal swing phase, characterized by the final advancement of the shank and 

foot positioning for the new contact with the ground. 

 

Fig. 21 Gait rockers. Created with Biorender.com 

 

4.3.1 Gait Analysis Parameters  

When speaking about gait analysis, many parameters can be collected, describing different aspects of 

gait. Spatiotemporal parameters concern spatial (distance) and temporal (time) characteristics of 

walking (see Table 1). At the same time, kinematics describes the time course changes in position 

and orientation of body segments in terms of displacements, velocities, and accelerations (i.e., joint 

angles, angular velocities, angular accelerations). 

 

Table.1 Spatiotemporal gait parameters  

 Gait 

Parameter 
Operational Definition 

Measurement 

Unit 

Spatial 

Step length 
Distance between two successive heel strikes of two 

different feet 
cm 

Stride length 
Distance between heels of two consecutive foot-strikes of 

the same foot 
cm 
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Step width 
The lateral distance between the heel centres of two 

consecutive foot contacts 
cm 

Temporal 

Cadence Number of steps per minute steps/min 

Step Time 
Time from the initial contact of one foot to initial contact 

of the opposite foot 
seconds 

Stride Time 
Time between the initial contacts of two  

consecutive foot contacts of the same foot 
seconds 

Stance time Time from heel strike to toe-off of the same foot seconds 

Swing time Time from toe-off to heel strike of the same foot seconds 

Single Support 

Time 

Time between the last contact of the opposite footfall to 

the initial contact of the next footfall of the same foot 
seconds 

Double 

Support Time 

Double support time is the sum of the time of two 

periods of double support in the gait cycle 
seconds 

Spatiotemporal 

Gait speed Distance walked over the time walked m/s 

Stride speed Stride length over the stride time cm/s 

 

4.3.2 Gait Analysis Systems 

Many different instruments and methods are currently adopted to study human gait. Optoelectronic 

systems (e.g., Vicon) are the gold standard in motion capture. They are employed to obtain kinematics 

data using infrared cameras, which record the 3D positions of infrared-reflecting passive markers 

over the body. The system's accuracy depends on several factors, such as the proper positioning of 

the cameras relative to each other, the position of the markers on the body, the chosen calibration 

procedure, and the motion of the markers within the capture volume [156]. The spatial position of the 

markers is defined from multiple 2D images using the principle of stereoscopy. The coordinates of a 

marker are defined from at least two images from two video cameras in different positions. 

Optoelectronic systems are often adopted together with force platforms (see Fig. 22) used to measure 
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ground reaction forces (GRF) exerted by the ground on the body in contact with it. Force platforms 

are usually formed by rectangular metal plates, providing 3D GRF components, the centre of pressure 

(Cop) components defining the location of the force vector, and the orthogonal moment component. 

These data have been frequently used to provide information on postural control in both healthy and 

pathological populations. 

 
Fig. 22 Schematic gait analysis experimental setup. Created with Biorender.com 

 

However, optoelectronic systems present several disadvantages, among whom they are bound to be 

used in a laboratory. Additionally, the lengthy procedure of subjects’ preparation makes it often 

difficult to be used with special clinical populations (e.g., Dravet syndrome). Thus, non-optical 

capture systems are increasingly adopted to develop more ecological experimental protocols, as they 

can be used outside a laboratory. Particularly, Inertial Measurement Units (IMUs) offer several 

advantages: portable, user-friendly, low-cost, suitable for outdoor use, and easier to calibrate. IMUs 

include a triaxial accelerometer, gyroscope, and magnetometer whose signals are utilized to estimate 

the orientation of the sensor coordinate system (SCS) with respect to a global coordinate system 

(GCS). The GCS refers to Earth's fixed reference system depending on the gravity and Magnetic Nord 

direction. Sensors are applied over the body in different possible configurations [157]. The SCS needs 



 92 

to be referred to the body segment coordinate system (BSC) on which IMU is fixed to measure limb 

orientation over time.  

 

4.3.3 IMU data analysis 

In the study reported in chapter 5, IMUs were used to quantify gait spatiotemporal and kinematic 

parameters. To extract these parameters, a custom gait analysis algorithm based on Tuca et al., [158] 

was developed in MATLAB R2020b. More in detail the method implies the following steps:  

1. Data pre-processing: raw accelerations and gyroscope data were digitally filtered during data 

gathering. The sensor fusion algorithm used an optimized Kalman filter combining different sensory 

elements to return the most reliable solution for 3D orientation. Also, the gravitational force was 

eliminated from acceleration. The recorded files were exported from MVN software into an XML 

file format. They were then converted into more suitable .mat files ready to be post-processed in 

MATLAB.  

2. Data processing: the identification of gait events was based on Perry’s definition of heel strike (HS) 

and toe-off (TO) events [155]. HS events were detected on the function describing the knee angle 

variation on the sagittal plane, as the points of the function corresponding to the maximum knee 

extension (see Fig. 23). TO events were defined based on the function describing the ankle angle 

variation on the sagittal plane, as the points of the function corresponding to the maximum ankle 

plantarflexion (see Fig. 23). To test algorithm reliability, walking events were additionally identified 

by visually inspecting the walking trials on MVN software and then compared with those 

automatically identified by the MATLAB algorithm. Due to between-subjects gait variability, the 

model was then tuned to avoid false event detections.  
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Fig. 23 Gait events and joint angles on the sagittal plane: on the top the variation of the knee angle on the sagittal plane 

within two gait cycles. Dashed lines represent the median knee angle values at each point of 30 healthy subjects. The 

corresponding grey bands are the interquartile ranges. The heel strike event corresponds to the minimum value of the 

knee angle function (i.e., maximum knee extension). The solid line and the pink band indicate, respectively, the median 

and the interquartile range of the heel strike event occurring for the 30 subjects (normalized with respect to gait cycle). 

On the bottom is represented the function corresponding to the ankle angle on the sagittal plane within two gait cycles. 

Dashed lines represent the median ankle angle values at each point of 30 healthy subjects. The corresponding grey bands 

are the interquartile ranges. The toe off event corresponds to the minimum value of the ankle angle function (i.e., ankle 

maximum plantarflexion). The solid line and the blue band indicate, respectively, the median and the interquartile range 

of the toe off event occurring for the 30 subjects (normalized with respect to gait cycle). Created with MATLAB_R2021b 
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Abstract  

Background: The clinical overlap between motor and cognitive signs and symptoms of posterior parietal cortex (PPC) 

or cerebellar lesions can mask their relative contribution to the sensorimotor integration process. Objective: This study 

aimed to identify distinguish motor and cognitive features to disentangle PPC and cerebellar involvement in two 

sensorimotor-related functions: gait and body schema representation. Method: Thirty healthy subjects (21 females; mean 

age: 23.4 ± 2.9) were enrolled and randomly assigned to PPC or cerebellar stimulation group. Sham stimulation and 1Hz 

repetitive-Transcranial-Magnetic-Stimulation were delivered for 20 minutes over P3 or right cerebellum before a balance, 

walking and distance estimation task. Trials were repeated with eyes open (EO) and closed (EC) and kinematic measures 

recorded with eight inertial measurement units. Results: Increased instability emerged in both groups in real vs sham 

stimulation. PPC increased ellipse area and range of movement in anterior-posterior (RMSap) and mediolateral directions 

with EC, while cerebellar increased instability was observed both with the EC (RMSap) and EO (length of the centre of 

mass trajectory). PPC spatiotemporal variability increased in EC vs EO after real_stimulation (cadence, speed, stance, 

step time). The same was observed in the cerebellar group (speed, step length). In both groups, step width increased after 

real_stimulation_EC. Increased kinematic variability of ankle and knee angles was observed in both groups in 
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real_stimulation_EC vs. EO. Distance estimation in real_stimulation_EC was altered in PPC, leading to distance 

overestimation. Conclusions: Stability, gait variability and distance estimation parameters can be used to disentangle 

cerebellar and PPC sensorimotor integration deficits. Differential diagnosis efficiency can benefit from this 

methodological approach.  

 

Keywords:  

rTMS; Body schema; Gait; Inertial Measurement Unit; Sensorimotor integration 

 

Introduction 

Sensorimotor integration is the process whereby different sources of sensory inputs are integrated by the central nervous 

system (CNS) to guide motor program execution [1]. Proprioceptive and visual signal integration is critical for efficient 

locomotion: vision is primarily used to explore the environment and identify obstacles and their locations relative to the 

body, while proprioception provides constantly updated information on body segment positions [2]. Two key brain areas 

are mainly responsible for integrating multisensory information pertaining to gait: the posterior parietal cortex (PPC) and 

the cerebellum [3]. PPC receives inputs from visual cortices shaping the dorsal stream (“vision-for-action” pathway), 

which is involved in the real-time control of actions [4]. PPC integration of visual signals with proprioceptive ones allows 

transforming spatial location, orientation, and motion of objects into the coordinate frames of the motor effectors [5]. This 

process is critical in efficient goal-directed motor planning and anticipatory adjustments for online movement corrections 

(e.g., obstacle avoidance), in which visual perception plays a substantial role, and in compensatory postural adjustments. 

Studies on cats proved that many cells in PPC show changes in discharge before and during gait modifications, both when 

visual information is provided and not, underlying the role of this area in the estimation of limb position relative to the 

position of an obstacle [6]. This evidence forms the basis for the PPC body schema: an internal unconscious and constantly 

updated representation of body positions in space and the configurations of its parts in relation to each other and the world 

[7], [8].  

Similarly, the cerebellum is supposed to play a role in integrating multisensory cortical and subcortical inputs and in 

online detection and correction of motor errors [9]. Sensory signals from different peripheral receptors reach the 

cerebellum, which also receives inputs from motor cortices [10]. The integration of these signals is thought to be part of 

the cerebellar feedback and feedforward error detection processes involved in online motor adjustments [11]. Involvement 

of the cerebellum in the encoding of limb spatial position has also been proposed [11].  

Besides motor involvement, lesions in both these brain structures have been associated with similar cognitive deficits, 

namely visuomotor integration, spatial cognition, working memory, and expressive language [12]–[14].  
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Current knowledge on PPC and cerebellar contributions to sensorimotor integration focuses mainly on reach-to-grasp 

movements [15] and often relies on studies conducted separately on people with parietal or cerebellar lesions. The overlap 

between many motor and cognitive deficits resulting from PPC or cerebellar lesions can mask their relative contribution 

to sensorimotor integration processes. This often prevents straightforward localizing diagnosis [16]. Thus, disentangling 

their relative contribution has both a clinical and a theoretical rationale. 

 

Aims  

This study aims to define motor and distinguishing cognitive features to disentangle PPC and cerebellar involvement in 

two sensorimotor-related functions: gait and body schema. Specific aims were: (1) identify specific stability, 

spatiotemporal, and kinematic parameters associated with either parietal or cerebellar functional inhibition; (2) assess the 

potential of the walking distance estimation task to discriminate PPC and cerebellar contributions to sensorimotor 

integration. 

 

Material and methods 

This study was carried out in accordance with the guidelines of the Declaration of Helsinki and was approved by the 

ethical committee of the Department of General Psychology, University of Padua (protocol N.4562).  

 

Participants  

Thirty participants recruited among the undergraduate students of the psychology department of Padova University took 

voluntarily part in the study and provided written informed consent. All were right-handed and had a normal or correct 

to-normal vision. Inclusion criteria comprised no neurological, psychiatric, or medical condition contraindicating 

transcranial magnetic stimulation (TMS) [17]. Exclusion criteria consisted of diagnosed gait alterations or movement 

abnormalities and orthopaedic pathologies. After TMS eligibility assessment, 15 participants were randomly allocated to 

the PPC and 15 to the cerebellar stimulation group. Randomization was ensured by assigning each subject a number 

reflecting the enrollment order: odd numbers were allocated to the PPC group, and even numbers to the cerebellar one. 

Each subject received the sham and the real stimulations within a single-day session in a counterbalanced order (see Fig. 

1). 
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Fig.1 TMS subjects random allocation and condition balancing.  

 

Repetitive Transcranial Magnetic Stimulation (rTMS) 

rTMS was delivered using a Magstim-Rapid2 stimulator with a D70² B.I. air-cooled figure-of-eight coil allowing long 

stimulation sessions. Left PPC and right cerebellum were chosen as targets of the stimulation: left PPC seems to play a 

general role in walking in the real-world and visuomotor adaptations [18], [19] while right cerebellum (i.e., VIII-A lobule 

of the posterior cerebellum) is reachable by TMS and is associated with motor functions [20]. Each subject underwent 

two sessions of stimulation within the same day:  

1. The rTMS [1500 pulses, 1Hz frequency at 90% intensity of the individual resting motor threshold (rMT)] was delivered 

over either the left PPC or cerebellum. Low-frequency rTMS (≤1Hz) has been proven to have inhibitory effects, with an 

after-effect duration proportional to the length of the stimulation period [21]–[24]. 

2. A sham coil delivered a control stimulation over the same areas and for the same time.  

The order of stimulation sessions was counterbalanced across participants. To control for possible carry-over effects, we 

waited 40 minutes between the two sessions (i.e., 20 minutes longer than the estimated after-effects of the stimulation 

[21]–[23].  

The rMTs were assessed via motor-evoked potentials (MEPs) by delivering single-pulse TMS over the primary motor 

cortex (M1). The coil was placed tangentially to the scalp with the handle pointing backwards and laterally at 45° away 

from the sagittal axis [25]. The muscular elicited activity was recorded over the right hand's first dorsal interosseus muscle 

(FDI). The minimum output intensity leading to 5 MEPs in 10 consecutive trials was selected as individual rMT. The 

rTMS stimulation intensity was eventually set at 90% of the rMT. The coil was positioned tangentially to the scalp over 
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P3 to localize the left PPC, according to the international 10-20 EEG coordinate system [26]. To target the cerebellum, 

we positioned the coil 1 cm inferior and 3 cm lateral to the inion, following most studies [27], [28]. In this case, the coil 

was positioned tangentially to the scalp with the handle directed upwards: this was shown to be the optimal coil orientation 

to reach the cerebellum [20]. We did not opt for a double-cone coil to stimulate the cerebellum, as suggested in other 

works [27], as this was proved to induce invasive stimulation, often leading to pain and discomfort in neck muscles [29].  

Inertial Measurement Units (IMUs) 

Participants were equipped with eight synchronized Xsens MTw IMUs (Xsens technologies, Enschede, Netherlands) 

secured with straps respectively on the sternum (xiphoid process), pelvis (vertebra L5), tights (left and right trochanters), 

shanks (left and right proximal medial frontal aspect), and feet. The sensors provide filtered and strapped-down samples 

of acceleration, angular velocity, and magnetic rate vectors, as well as the estimated quaternion of orientation [30]. The 

data are transferred at a rate of 100 Hz and transformed into an inertial coordinate system [30]. Anthropometric parameters 

were gathered for every subject, including weight, sole shoe height, and foot length. IMUs sensors were calibrated 

following the recommended stand still and walking procedure allowing the software model to establish a relation between 

sensors and segment orientation [30]. The subjects stand still with arms straight alongside the body and palms facing the 

legs for 2.5 seconds (i.e., N-pose). Then, they were asked to walk forward for an additional 5 seconds, make a U-turn and 

walk back to the starting N-pose [31]. 

Postural stability was assessed through the following parameters: (i) centre of mass (COM) path length trajectory (PL); 

(ii) ellipse area containing 95% of the COM points (EA); (iii) COM range of movement (ROM) in anterior-posterior 

(ROMap) and mediolateral directions (ROMml); (iv) root mean square (RMS) of the COM positions in anterior-posterior 

(RMSap) and mediolateral directions (RMSml). Spatiotemporal parameters of interest were the following: cadence 

(step/min), speed (m/sec), stance and swing times (sec), single and double support time (sec), stride and step time (sec), 

stride and step length (m), and step width (cm). To evaluate lower body kinematics, we considered hip, knee, and ankle 

joint angular displacement in the sagittal plane. For each parameter mentioned above, we quantify within-subject 

variability. A widely used measure of variability is the coefficient of variation (CV), defined as the ratio of the standard 

deviation to the mean. Thus, the CV value is highly sensitive to the presence of outliers and assumes a normal population 

sample distribution [32]. 

On the contrary, the interquartile range (IQR), defined as the difference between the 75th and 25th percentiles of the data, 

does not require a normality assumption, and it is, therefore, more robust to the presence of outliers [32]. Considering 

this, we opted for IQR as a measure of data variability. All the parameters were normalized by individual height, weight, 

and feet length via a detrending normalization technique [33].  
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Task  

Each of the following tasks was executed donning the IMUs after the sham and the real stimulations in following 

presentation order:  

1. Balance assessment: Romberg’s Test is a clinical neurological assessment to evaluate postural instability (ataxia) [34]. 

Ataxia may have a cerebellar or sensory aetiology. People with sensory ataxia can compensate for balance instability via 

visual feedback but display upright instability when visual information is precluded. On the contrary, people with 

cerebellar ataxia display balance instability both with the eyes open (EO) and closed (EC) [35]. A re-adaptation of 

Romberg’s test was used to assess balance before and after the stimulation. Specifically, subjects were asked to stand, 

keeping their feet hip-width apart, with their arms straight alongside the body. Firstly, they had to stand still for 10 seconds 

keeping their eyes open; secondly, the task was repeated with the eyes closed.  

2. Walking assessment: participants were asked to walk at a self-selected speed on a 20 meters walkway four times.  

3. Body schema assessment: a distance estimation task was used to assess possible body schema alterations while wearing 

IMUs. At the beginning of each trial, participants were asked to settle in one of four possible starting positions (i.e., A1; 

B1; A2; B2), keeping their eyes closed till the start of each trial. Once the experimenter instructed them to open their 

eyes, a target was presented for 3 seconds at three possible distances from the starting position (i.e., 10, 15, and 20 meters). 

Varying target distances and starting positions prevented possible learning effects. Immediately after the target was 

removed, the participant was instructed to walk till the estimated target position was reached (see Fig. 2).  

 

Fig.2 Distance estimation task  

 

Schematic representation of the distance estimation task conditions. A1, A2, B1 and B2 represent the position from which the subject started to walk to 

reach the target at 10, 15 or 20 meter distances. 

 

Participants were advised to avoid using any strategy to estimate the target position (e.g., counting steps, looking at 

landmarks) and to rely just on their body position in space with regard to the target. Half of the trials were executed with 

the eyes open (12 trials) and half with the eyes closed (12 trials) after sham and real stimulations. Once the participant 

Fig.2 Distance estimation task 
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reached the estimated target position, one experimenter measured the distance travelled from the starting position through 

a laser distance meter. Eyes conditions, distances, and starting conditions were randomized in RStudio software. No 

feedback was provided about the performance at the end of each trial. Tasks execution lasted about 15 minutes.  

 

Data Analysis  

1. Stabilometry and gait: a custom post-processing algorithm was developed in MATLAB-R2020b. Xsens output files 

were processed to identify gait events [i.e., heel strike (HS) and toe-off (TO), [36]] for each trial. The HS and TO events 

detection were based on knee and ankle sagittal angle functions. The events were used to identify gait cycles for the right 

and left sides. The first and last two meters of each trial were removed from the analysis to avoid confounding effects 

from starting and stopping at the edges of the walkway [37].  

2. Distance estimation task: to control for inter-individual variability in the ability to estimate distances, we considered 

the performances in the sham trials as measures of the actual individual ability to estimate distances. Then, we computed 

the difference between the distance travelled after the real stimulation and the distance travelled after the sham stimulation 

separately for each distance and eye condition (i.e., EO: 10, 15, 20 m; EC:10, 15, 20 m). See Fig. 3 for a schematic 

representation. Delta values were used as indices of the stimulation effect on the ability to estimate distances, with:  

Delta = 0 index of no effect of stimulation  

Delta > 0 index of overestimation of distance  

Delta < 0 index of underestimation of distance  

 

Fig.3 Schematic representation of delta values computation 

 

Delta values were calculated as the difference between the path travelled after real stimulation in meters (red line) and sham stimulation (blue line). 

Trials were clustered and analysed separately by distance (10m, 15m, 20m) and eyes condition (open, closed). 
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Fig.3 Schematic representation of delta values computation
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Statistics  

The statistical analysis was performed using the RStudio software (RStudio Team, 2015, Version 1.2.5001). Statistical 

significance was set at p-value < 0.05. Data distribution was tested with a Shapiro-Wilks normality test. A two-sided 

Wilcoxon rank sum test or a two-sample t-test was performed according to data distribution to compare PPC and 

cerebellar groups. Within-group differences to test for possible stimulation effects (sham vs real) and eyes effects (EO vs 

EC) were tested with a paired sample t-test or a paired two-sided Wilcoxon rank sum test. 

 

Results 

Participants  

Of the 30 participants initially recruited (21 females and 9 males; mean ± SD age: 23.4 ± 2.9; range: [19-31]), one subject 

of the PPC group was excluded from the analysis as the TMS coil moved from the target region during the real stimulation. 

See Table 1 for demographics related to the final analysed sample.  

 

Table 1. Demographic characteristics of the sample  

 
PPC: Posterior Parietal Cortex; BMI: Body Mass Index; RMT: Resting Motor Threshold; A1-A2: distance between earlobe electrodes.  

 

Balance assessment: Roberg’s Test  

The Shapiro normality test revealed no normal distribution for all the variables. Fig.4 shows significant results of balance 

performances. Real stimulation EC vs. sham stimulation EC within the PPC group showed higher EA (p-value = 0.04), 

 

Parameter Units PPC Cerebellar 

Age years 24 ± 2,95 22 ± 2,79 

Females % 64% 73% 

Body Mass kg 64,14 ± 12,30 66,89 ± 12,30 

Height m 1,71 ± 0,10 1,71 ± 0,10 

BMI kg/m2 21,80 ± 2,24 22,59 ± 2,76 

RMT % 58% 59% 

Nasion-Inion cm 35,10 ± 2,36 35,28 ± 2,14 

A1-A2 cm 34,92 ± 1,90 35,92 ± 1,77 
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ROMap (p-value = 0.02), RMSap (p-value = 0.04) and RMSml (p-value = 0.03) after the real stimulation. Additionally, 

PPC in real stimulation EO vs. EC conditions showed higher ROMap in the EC condition (p-value = 0.04). Similarly, the 

cerebellar group displayed higher ROMap after the real stimulation in the EC condition compared to the sham EC one 

(p-value = 0.03), and in the real stimulation EC condition compared to the real stimulation EO one (p-value = 0.01). The 

PL of the cerebellar group resulted longer after the real stimulation compared to the sham in the EO condition (p-value = 

0.04). A between group difference emerged in the real stimulation EC condition, with PPC group having higher RMSml 

compared to cerebellar group (PPC mean ± SD: 2.72 ± 1.29 mm; cerebellar: 1.47 ± 0.45 mm; p-value = 0.01). All variables 

mean ± SD are reported in Supplementary material, Table S1.  

 

Fig.4 Romberg’s Test results  

 

Significant Romberg’s Test data of PPC group (Panel A), and cerebellar group (Panel B) are represented. Data on eyes open (red fill colour) and eyes 

closed (grey fill colour) conditions for both sham and real stimulation are reported. Panel A: PPC group show higher EA, ROMap, RMSap and RMSml 

in the real stimulation EC condition compared to the sham one (mean ± SD real EA:  78.22 ± 52.77 vs. sham: 42.42 ± 22.97; real ROMap: 16.11± 6.66 

vs. sham: 12 ± 5.22; real RMSap: 8 ± 3.99 vs. sham 5 ± 3.49; real RMSml: 3 ± 1. 29 vs. sham: 2 ± 1,01). ROMap after real stimulation resulted higher 

in EC vs EO real stimulation (real ROMap EC: 16.11± 6.66 vs. real EO: 11.51 ± 4.58) Panel B: Cerebellar PL resulted higher after real stimulation in 

the EO condition compared to the sham one (mean ± SD real PL: 40.46 ± 12.65 vs. sham: 36.21 ± 12.32). Cerebellar ROMap increased after the real 

stimulation compared to sham in the EC condition (mean ± SD real ROMap: 18 ± 8.64, vs sham: 14 ± 7.65) and compared to the real EO condition 

(mean ± SD real EO: 13.41 ± 8.1).  

 

Fig.4 Romberg’s Test results 
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Gait: spatiotemporal  

The Shapiro normality test revealed no normal distribution for all the variables. Spatiotemporal parameters (mean ± SD) 

of PPC and cerebellar group are reported respectively in Table 2 and Table 3. PPC group significantly increased the 

variability from sham EC condition to real EC condition in cadence (sham_mean ± SD: 2.69 ± 2.05 step/min, real: 4.39 

± 2.08 step/min, p-value = 0.01) and stride time (sham_mean ± SD: 0.05 ± 0.03 s, real: 0.07 ± 0.04 s, p-value = 0.01). 

Significant differences were observed between EO and EC conditions after real stimulation in the variability of cadence 

(EO_mean ± SD: 2.36 ± 1.11 step/min, EC: 4.39 ± 2.08 step/min, p-value = 0.01), speed (EO_mean ± SD: 0.05 ± 0.02 

step/min; EC: 0.11 ± 0.07 step/min, p-value = 0.02), stance time (EO_mean ± SD: 0.04 ± 0.04 s, EC: 0.06 ± 0.03 s, p-

value = 0.02), and step time (EO_mean ± SD: 0.02 ± 0.01 s, EC: 0.04 ± 0.02 s, V = 10, p-value < 0.01). No differences 

were observed between the EO and EC conditions after sham stimulation in the same variables. Swing time significantly 

increase after real stimulation in the EC condition (mean ± SD: 0.35 ± 0.02 s) compared to the EO one (mean ± SD: 0.04 

± 0.04 s, p-value < 0.01), while no differences were observed between EO and EC conditions after sham stimulation. The 

same pattern was observed for the step width, which increased after real stimulation in EC condition (mean ± SD: 12,29 

± 3,80 cm) compared to EO one (mean ± SD: 11,65 ± 4,20 cm, p-value =0.03).  

Cerebellar group significantly increased the variability of the stride length after real stimulation in the EC condition 

compared to sham (sham_mean ± SD: 0.15 ± 0.06 m, real: 0.17 ± 0.06 m, p-value = 0.04). Cerebellar group’ speed 

variability increased after real stimulation in the EC condition compared to the EO one (EO_mean ± SD: 0.07 ± 0.03 m/s, 

EC: 0.12 ± 0.08 m/s, p-value = 0.05) while no differences were observed between the EO and EC condition following the 

sham. In addition, step width increased after real stimulation in the EC condition (mean ± SD: 12,13 ± 3,89 cm), compared 

to the EO one (mean ± SD: 10,86 ± 3,43cm, p-value < 0.01) while no differences were observed between the equivalent 

sham conditions. No significant between group differences were observed.  

 

Table 2. PPC group spatiotemporal parameters  

PPC Group 

Parameter Units 
Sham Real Sham 

EO vs 

EC 

Real 

EO vs 

EC 

Sham vs 

Real 
EO 

Sham vs 

Real 
EC EO EC EO EC 

Cadence [step/ 

min] 

115,95 ± 7,25 106,64 ± 6,91 115,93 ± 6,38 106,72 ± 5,77 ns ns ns ns 

Cadence IQR 2,62 ± 1,45 2,69 ± 2,05 2,36 ± 1,11 4,39 ± 2,08 ns 0.01 ns 0.017 

Speed 
[m/s] 

1,41 ± 0,16 1,12 ± 0,16 1,43 ± 0,12 1,14 ± 0,11 < 0.01 < 0.01 ns ns 

Speed IQR 0,07 ± 0,03 0,09 ± 0,08 0,05 ± 0,02 0,11 ± 0,07 ns 0.02  ns ns 

Stance Time 
[s] 

0,701 ± 0,053 0,779 ± 0,065 0,699 ± 0,043 0,776 ± 0,053 < 0.01 < 0.01 ns ns 

Stance Time 

IQR 0,051 ± 0,068 0,055 ± 0,031 0,040 ± 0,040 0,064 ± 0,031 
ns 0.02 ns ns 

Swing Time 
[s] 

0,337 ± 0,018 0,349 ± 0,021 0,337 ± 0,020 0,353 ± 0,023 ns < 0.01 ns ns 

Swing Time 

IQR 0,039 ± 0,069 0,027 ± 0,009 0,048 ± 0,079 0,027 ± 0,014 
ns ns ns ns 

Single Support [s] 0,337 ± 0,018 0,349 ± 0,021 0,337 ± 0,020 0,353 ± 0,023 < 0.01 < 0.01 ns ns 
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Single Support 

IQR 0,039 ± 0,069 0,027 ± 0,009 0,048 ± 0,079 0,027 ± 0,014 
ns ns ns ns 

Double Support 
[s] 

0,182 ± 0,020 0,219 ± 0,030 0,183 ± 0,015 0,215 ± 0,022 < 0.01 < 0.01 ns ns 

Double Support 

IQR 0,038 ± 0,068 0,041 ± 0,038 0,038 ± 0,068 0,041 ± 0,043 
0.02 ns ns ns 

Stride Time 
[s] 

1,037 ± 0,064 1,129 ± 0,078 1,036 ± 0,060 1,130 ± 0,071 < 0.01 < 0.01 ns ns 

Stride Time IQR 0,030 ± 0,013 0,053 ± 0,028 0,033 ± 0,006 0,073 ± 0,041 < 0.01 < 0.01 ns 0.01 

Step Time  
[s] 

0,520 ± 0,033 0,564 ± 0,038 0,519 ± 0,030 0,563 ± 0,034 < 0.01 < 0.01 ns ns 

Step Time IQR 0,023 ± 0,008 0,036 ± 0,022 0,021 ± 0,007 0,043 ± 0,023 ns < 0.01 ns ns 

Stride Length 
[m] 

146,55 ± 8,65 126,07 ± 12,60 148,46 ± 7,12 128,93 ± 9,88 < 0.01 < 0.01 ns ns 

Stride Length 

IQR 0,07 ± 0,02 0,11 ± 0,05 0,06 ± 0,02 0,13 ± 0,05 
0.01 < 0.01 ns ns 

Step Length 
[m] 

73,33 ± 4,33 62,63 ± 6,57 74,12 ± 3,56 64,03 ± 5,10 < 0.01 < 0.01 ns ns 

Step Length IQR 0,08 ± 0,08 0,10 ± 0,09 0,06 ± 0,03 0,09 ± 0,06 < 0.01 < 0.01 ns ns 

Step Width 
[cm] 

11,05 ± 4,49 11,84 ± 4,61 11,65 ± 4,20 12,29 ± 3,80 ns 0.03 ns ns 

Step Width IQR 3,03 ± 1,06 5,15 ± 1,35 2,77 ± 0,63 4,96 ± 0,89 < 0.01 < 0.01 ns ns 

Mean values ± standard deviations of spatiotemporal parameters and mean interquartile range ± standard deviations, as measure of spatiotemporal 

parameters variability. P-values in bold are the meaningful ones. NS = not significant (p>0.05) 

 

Table 3. Cerebellar group spatiotemporal parameters  

Cerebellar Group 

Parameter Units 

Sham Real Sham 

EO vs 

EC 

Real 

EO vs 

EC 

Sham vs 

Real 
EO 

Sham vs 

Real 
EC EO EC EO EC 

Cadence [step/ 

min] 

113,83 ± 6,54 99,90 ± 11,26 113,18 ± 7,00 99,32 ± 14,20 < 0.01 < 0.01 ns ns 

Cadence IQR 3,16 ± 1,67 5,40 ± 3,10 2,72 ± 1,11 4,38 ± 2,83 ns ns ns ns 

Speed 
[m/s] 

1,42 ± 0,15 1,08 ± 0,23 1,43 ± 0,16 1,07 ± 0,26 < 0.01 < 0.01 ns ns 

Speed IQR 0,08 ± 0,02 0,12 ± 0,06 0,07 ± 0,03 0,12 ± 0,08 ns 0.05 ns ns 

Stance Time 
[s] 

0,713 ± 0,048 0,833 ± 0,100 0,716 ± 0,052 0,844 ± 0,145 < 0.01 < 0.01 ns ns 

Stance Time 

IQR 0,033 ± 0,015 0,094 ± 0,055 0,031 ± 0,023 0,101 ± 0,091 
< 0.01 < 0.01 ns ns 

Swing Time 
[s] 

0,343 ± 0,013 0,372 ± 0,028 0,344 ± 0,012 0,371 ± 0,029 < 0.01 < 0.01 ns ns 

Swing Time 
IQR 0,015 ± 0,011 0,033 ± 0,014 0,016 ± 0,019 0,031 ± 0,014 

< 0.01 < 0.01 ns ns 

Single Support 
[s] 

0,343 ± 0,013 0,372 ± 0,028 0,344 ± 0,012 0,371 ± 0,029 < 0.01 < 0.01 ns ns 

Single Support 

IQR 0,015 ± 0,011 0,033 ± 0,014 0,016 ± 0,019 0,034 ± 0,018 
< 0.01 < 0.01 ns ns 

Double Support 
[s] 

0,187 ± 0,021 0,233 ± 0,042 0,188 ± 0,022 0,241 ± 0,063 < 0.01 < 0.01 ns ns 

Double Support 
IQR 0,019 ± 0,015 0,042 ± 0,020 0,022 ± 0,014 0,050 ± 0,039 

< 0.01 0.03 ns ns 

Stride Time 
[s] 

1,055 ± 0,058 1,204 ± 0,122 1,061 ± 0,062 1,215 ± 0,174 < 0.01 < 0.01 ns ns 

Stride Time IQR 0,040 ± 0,013 0,115 ± 0,063 0,033 ± 0,008 0,129 ± 0,108 < 0.01 < 0.01 ns ns 

Step Time  
[s] 

0,529 ± 0,030 0,601 ± 0,058 0,533 ± 0,032 0,607 ± 0,084 < 0.01 < 0.01 ns ns 

Step Time IQR 0,025 ± 0,006 0,063 ± 0,035 0,023 ± 0,009 0,073 ± 0,061 < 0.01 < 0.01 ns ns 

Stride Length 
[m] 

151,68 ± 8,76 128,05 ± 16,29 152,09 ± 9,25 129,06 ± 13,87 < 0.01 < 0.01 ns ns 

Stride Length 

IQR 0,76 ± 0,04 0,15 ± 0,06 0,07 ± 0,02 0,17 ± 0,06 
< 0.01 < 0.01 ns 0.04 

Step Length 
[m] 

75,54 ± 4,21 63,90 ± 7,78 75,63 ± 4,36 64,58 ± 6,63 < 0.01 < 0.01 ns ns 

Step Length 
IQR 0,06 ± 0,02 0,09 ± 0,03 0,06 ± 0,02 0,10 ± 0,04 

< 0.01 0.01 ns ns 

Step Width 
[cm] 

11,09 ± 3,39 11,67 ± 4,04 10,86 ± 3,43 12,13 ± 3,89 ns < 0.01 ns ns 

Step Width IQR 3,39 ± 1,05 5,54 ± 1,80 3,02 ± 0,54  5, 66 ± 1,66 < 0.01 0.01 ns ns 

Mean values ± standard deviations of spatiotemporal parameters and mean interquartile range ± standard deviations, as measure of variability.  

P-values in bold are the meaningful ones. NS = not significant (p>0.05) 
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Gait: Kinematic  

The Shapiro normality test revealed no normal distribution for all the variables. All kinematic parameters (mean ± SD) 

of PPC and cerebellar group are reported in Supplementary material Table S2. PPC group after real stimulation increased 

the variability of the following kinematic parameters in the EC condition compared to the EO one: average knee angle 

(EO_mean ± SD: 1.98 ± 1.05 deg; EC: 2.21 ± 0.97 deg, p-value = 0.05), knee angle at foot elevation (EO_mean ± SD: 

3.43 ± 1.31 deg; EC: 3.96 ± 1.22 deg, p-value < 0.01), ankle minimum angle (EO_mean ± SD: 4.07 ± 1.94 deg; EC: 4.97 

± 1.12 deg, p-value = 0.02), ankle angle at toe off event (EO_mean ± SD: 4.07 ± 1.94 deg; EC: 4.97 ± 1.12 deg, p-value 

= 0.02). No significant variations between sham EO vs. EC condition were observed for the same parameters. Knee ROM 

increased after real stimulation between EO and EC (EO_mean ± SD: 65.52 ± 5.79 deg; EC: 66.08 ± 5.88 deg, p-value = 

0.02). Additionally, the hip ROM increased after real stimulation in the EC condition compared with sham (sham_EO 

mean ± SD: 37.37.42 ± 4.14 deg; real_EO: 38.39 ± 4.37 deg, p=0.02).  

Cerebellar group show increased variability of the maximum ankle angle and of the knee angle at foot elevation after the 

real stimulation in the EC condition compared to the EO one, respectively: maximum ankle angle (EO_mean ± SD: 2.05 

± 0.58 deg; EC: 2.57 ± 0.84, p<0.01); knee angle at foot elevation (EO_mean ± SD: 3.77 ± 1.85 deg; EC: 5.24 ± 2.16, 

p=0.02). The variation of the average ankle angle increased as well from sham EC condition to real EC condition 

(sham_EC mean ± SD: 1.76 ± 0.97 deg; real_EC: 2.61± 1.72 1, p=0.02). No significant between group differences were 

observed.  

 

Distance Estimation Task  

The Shapiro normality test revealed normal distribution for delta values in the 10 m (p-value = 0.07) and 20 m (p-value 

= 0.56) conditions. No normal distribution emerged for deltas of the 15 m condition (p-value = 0.04). Significant 

difference emerged between PPC and cerebellar groups in the EC condition for the 20 m distance, with PPC group 

overestimating distances compared to cerebellar group (median error [range] of PPC EC: 1.55 m [-0.84; 3.48]; Cerebellar 

EC: -0.64 m [-1.86; 0.65], p-value = 0.04). Results are summarized in Fig.5. For all conditions mean and median values 

see Supplementary material, Table S3.  

 

 

 

 

 

 



 106 

Fig.5 Distance estimation results 

 

Boxplots represent the delta values computed as (real – sham) travelled paths, in the trials of the target appearing 20 m from the starting point.  Delta 

values around 0 are indices of no changes in the ability to estimate distances after stimulation. Positive value indicates overestimation whereas negative 

values underestimation. PPC group in the eyes closed trials (EC), tended to overestimate the target position [median error (1st-2nd quartile): 1.55 m (-

0.84, 3.48)] significantly more than cerebellar group [median error (1st-2nd quartile): -0.64 m (-1.86, 0.65)]. No significant differences were observed 

between groups in the trials performed with the eyes open [median error (1st-2nd quartile) PPC_EO: 0.047m (-0.33, 0.62); median error cereb_EO: 

0.20m [-0.65, 0.46]).  

 

Results on balance, spatiotemporal, kinematic and distance estimation parameters are summarized in Fig.6. 

 

Fig.6 Summary of the results  

 

 

 

Fig.5 Distance estimation results
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Fig.6 Summary of the results

Kinematic angles variability (EC): Ankle max; Ankle average 

Variability of gait spatiotemporal parameters (EC): cadence; speed ; stance 
time; step time  

Stability with the eyes closed: EA; RMSap; RMSml; ROMap 

Stability with the (EO): PL

Estimation of distances relaying on body schema (EC)

• Distance estimation (EO)
• Gait spatiotemporal parameters (EC): step width; speed variability
• Stability (EC): ROMap

• Kinematic (EC): variability of knee angle at foot elevation

Variability of gait spatiotemporal parameters (EC): stride length
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Discussion 

This study aimed to address the functional contribution of PPC and cerebellum to gait and body schema. Specifically, we 

were interested in elucidating their roles employing an rTMS paradigm. Our data have proved the potential of specific 

gait and stability parameters as well as the walking distance estimation task to differentiate PPC and cerebellar 

contribution to sensorimotor integration. More in detail: increased instability emerged in both groups after the real 

stimulation compared with the sham condition. Notably, the PPC group resulted unstable in the EC condition, while 

cerebellar group instability was observed both with the EC and EO conditions. Spatiotemporal gait variability increased 

after real stimulation, mainly between EO and EC conditions in both groups but affecting different parameters: mainly 

temporal parameters in the PPC group and spatial parameters in the cerebellar group. Gait kinematics of the ankle and 

knee was affected by the stimulation in both groups between the EO and EC conditions, possibly disclosing two patterns 

of gait alterations. Finally, the altered walking distance estimation task affecting just the PPC group may highlight the 

role of this area in body schema representation.  

PPC functional inhibition effects 

PPC functional inhibition effects emerged when visual feedback was lacking. PPC group instability increased after real 

stimulation as measured by higher EA and increased ROM on the anterior-posterior and mediolateral axis in the EC 

condition. No differences between sham and real stimulations were observed with eyes open. These results align with 

previous studies showing the effects of sensory ataxia (SA) on Romberg's test [35]. In SA, peripheral impairments of the 

somatosensory afferents lead to interruption of sensory feedback used to track our limb positions in space. This, in turn, 

leads to gait abnormalities (e.g., increased stepping width) and instability when patients cannot visually compensate for 

the lack of peripheral sensory feedback. The PPC has a crucial role in integrating multisensory signals to provide a 

coherent representation of our body in space (i.e., body schema) and to set proper motor outputs [38]. By functionally 

inhibiting the PPC, we interfered with the central process of sensory integration, mimicking sensory ataxia. This explains 

why the PPC group balance was altered just in the absence of visual feedback. Secondly, cadence, speed, stance, and step 

time variabilities increased after the real stimulation, as well as the step width in the EC condition compared to the EO 

one. These gait features can be interpreted as signs of unsteady gait, typically observed in people with SA when visual 

information is lacking: general disturbances of sensory feedback and/or integration during walking (regardless of the 

sensory modality) have been proved to be tightly linked to increased spatiotemporal gait variability [9]. Altering PPC 

sensory integration processes leads to an altered perception of steps' timing and placing, resulting in higher temporal 

variability and a wider support base. Kinematic alterations in the PPC group affected mainly the ankle joint: we observed 

a larger ankle angle at heel strike, compatible with the so-called "heavy step" walking and higher variability of the knee 

angle at foot elevation, compatible with the "high stepping" pattern [39], both typical of SA. The increased variability in 
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other ankle angles (i.e., minimum ankle angle, the angle at toe-off) and knee angles (i.e., average knee angle) may be the 

result of a general alteration in the body schema leading to the inefficient ankle and knee placements while walking [40]. 

Cerebellar functional inhibition effects 

The cerebellar role in gait and balance emerged after the real stimulation and was less dependent on visual feedback. 

Instability was observed after the real stimulation in the EO (i.e., longer PL) and EC condition (i.e., increased ROM in 

the anterior-posterior axis). Literature on cerebellar ataxia is in line with these findings, showing that people with 

cerebellar lesions have instability regardless of the visual feedback compensation [35].  

The observed wider base of support may be the expression of a compensatory strategy of the cerebellar group for keeping 

their balance while walking, which is a predominant characteristic of gait cerebellar ataxia (CA) [41]. Similarly, the 

observed increased variability in stride length and velocity matches the variable timing and spatial irregularity of foot 

placement in CA [41]. Increased gait variability seems to be the predominant emerging feature of the cerebellar inhibited 

group, as also observed in the kinematic of the knee (i.e., knee angle at foot elevation) and ankle angles (i.e., maximum 

and average angles). Contrary to expectations, these features emerged just in the EC trials. This may be the result of a not 

optimal stimulation of the cerebellum, which is a deeper brain structure compared to the PPC, thus more challenging to 

be reached with TMS [27]. Thus, the effects of stimulation may have become evident due to the summative effects of 

stimulation and task difficulty (i.e., tasks with the eyes closed).  

PPC and Cerebellum: differences and overlap  

After real stimulation, PPC and cerebellar group performances differed in several ways. First, the performance in the 

distance estimation task. After the real stimulation, the PPC group showed a significant overestimation of distances in 

longer trials (i.e., 20 m distances) in the EC condition compared to the cerebellar group. In the cerebellar group, the error 

rate between the EC and EO conditions was steady and near zero. This finding highlights the predominant role of PPC in 

using sensation to relate the body to target positions when walking. To explain the ability to estimate distances walked 

when visual info is not provided, the existence of a locomotor body schema has been previously hypothesized [42]. 

According to this theory, internalized knowledge of body segment lengths and position in space, along with the perceived 

flexo-extensions of lower limb joints while walking, allow humans to estimate travelled path distances [43]. As the 

internalized model of the body originates from PPC multisensory integration [44], the TMS inhibitory effect may have 

altered this capacity. Second, visual feedback plays a role in stability maintenance. PPC integrates visual feedback among 

the other sensory signals to keep balance. Thus, removing the compensatory role of vision in a balance task may disclose 

a PPC deficit. 

On the contrary, cerebellar balance deficits do not improve with visual feedback. Third, even if spatiotemporal and 

kinematic analogies emerged after cerebellar and PPC functional inhibition (see Fig.6), two different tendencies can be 
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observed: PPC group was mainly affected in the temporal features of the eyes closed walking (i.e., cadence; speed; stance 

time; step time) while the cerebellar group in spatial ones with no impact of visual feedback (i.e., stride length and step 

width). While in PPC, increased time variability may result from disturbances of sensory feedback integrations [45], 

cerebellar wide-based walking and variable step length may be indices of the need for stability during locomotion. 

 

Limitations  

This study has a few limitations to point out. First, we couldn’t use a system of neuro-navigation to target the sites of 

stimulation. These data should be replicated using neuro-navigation to spot with higher consistency the sites of 

stimulation. Second, the coil we adopted (i.e., figure-of-eight coil) is not the recommended one to reach the cerebellum: 

a double cone coil would be better to reach this and other deeper brain structures. However, some authors reported that 

double cone coil stimulation often led to pain and discomfort in neck muscles [27]. Additionally, many studies succeeded 

in stimulating the cerebellum by adopting a figure of eight coil [46]. Lastly, future studies should address the problem of 

tasks' order presentation, to ensure the absence of related biases, by randomizing the order of tasks between subjects. 

 

Conclusions 

This study provides contrasting motor and motor-related cognitive functions following PPC and cerebellar functional 

inhibition. Visual feedback role in balance control, eyes closed distance estimation tasks, and the prevalence of gait 

variability in spatial vs temporal parameters may be valuable indices to disentangle between a cerebellar or parietal 

sensorimotor integration deficit. Clinical practice can benefit from these results: i) new assessment procedures could be 

developed considering the disclosing diagnostic potential of gait and stability parameters; ii) the compensatory role of 

visual feedback can mask eventual PPC-related motor deficits; thus, differences between EO and EC performances should 

be tested; iii) tasks such as the distance estimation by walking are easy to administer, reliable and can be engaging for 

children. This type of paradigm looking for distinguishing similar clinical conditions can be used to improve differential 

diagnosis and consequent tailored rehabilitation. 
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5.2 Brain oscillatory activity in adolescent idiopathic scoliosis  
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5.3 Beyond physiotherapy and pharmacological treatment for FMS: tailored tACS as 

new therapeutic tool 
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Chapter 6.  

General Discussion 

The experimental protocols developed and presented in this thesis aimed to better understand the 

dysfunctional sensorimotor integration mechanisms of DS, AIS and FMS to enrich the literature on 

this topic and provide new insights into their treatment and rehabilitation. Along these lines are 

discussed the resulting main points. 

 

6.1 Clinical implications for rehabilitation in Dravet Syndrome  

The research line on DS highlighted, first of all, the lack of a unified theoretical framework to explain 

DS motor and non-motor main symptoms. However, a careful revision of the literature proved that 

the separately proposed theories are not mutually exclusive but integral parts of a complex picture 

encompassing a pervasive sensorimotor-cerebellar dysfunction. Thus, the need emerged to separate 

the highly overlapping cerebellar and PPC sensorimotor clinical signs to possibly determine their 

relative contribution to DS final phenotype. This is mandatory to design effective rehabilitation 

programs targeting each subject’s specific pool of symptoms. The TMS study aimed to accomplish 

this by disclosing specific postural, gait, and cognitive parameters associated with PPC or cerebellar 

functional inhibition. The hypothesis of a double dissociation between specific sensorimotor-related 

PPC and cerebellar parameters was confirmed, as well as the prevalent involvement of PPC in body 

schema formation. Several considerations on DS possible assessment and rehabilitation can be 

inferred from this study. First, wearable sensors such as the IMUs employed in the TMS study should 

be preferred when dealing with DS. IMUs are easy and fast to be donned, as well as to calibrate and 

can be used outside a laboratory setting. Most studies trying to characterize DS gait abnormalities 

adopted the traditional optoelectronic systems, which, even if highly reliable, require a more 

prolonged procedure of subjects’ preparation, which is not optimal with these children. Indeed, 

several studies reported a loss of data related to poor compliance during the markers application 
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process [159]. Second, the necessity to assess body schema alterations in this clinical population. 

There are currently no studies focusing on this aspect of DS, although given the pattern of cognitive 

and motor abnormalities associated with DS, it is very likely impaired. There is a twofold reason why 

body schema alterations in DS should be assessed: (1) To improve the currently adopted gait 

rehabilitation programs. Gait management in DS involves mainly conservative treatment options such 

as physical therapy and orthotic supports (e.g., ankle foot orthoses) . Surgical interventions, on the 

other side, are seldom proposed due to DS cognitive disability and varying levels of cooperation 

which may prevent post-surgical rehabilitation. However, most motor rehabilitation programs do not 

consider the close relationship between cognitive and gait abnormalities. Given DS impairments in 

dorsal stream cognitive-related functions, they are likely to present body schema and body perceptual 

processing imperilments along with visuospatial alterations. Thus, rehabilitation interventions for gait 

and motor disorders in DS should also focus on empowering adequate body perception and 

representation to improve DS motor outcomes. This is particularly true for children with a 

predominant PPC pattern of impairment. Adopting integrated virtual reality-based training can be a 

fascinating, unexplored research field in this sense. Indeed, it has been proved that this type of 

intervention can improve the sensorimotor representation by augmenting the sensory feedback and, 

alongside, reducing the cognitive load and augmenting arousal and motivation [160]. However, there 

are a lot of challenges in accomplishing this. Indeed, the cognitive impairments of most DS children 

prevent a straightforward evaluation of the body schema deficits and the adoption of the most 

currently available cognitive rehabilitation protocols, which require patient compliance. Thus, 

innovative ad hoc evaluation and rehabilitation protocols need to be developed.  

 (2) Body schema metrics can be good markers to distinguish between cerebellar and PPC 

involvement. The TMS study provided evidence of an altered walking distance estimation ability in 

the group selectively inhibited in the PPC. No effect emerged in the cerebellar group. Cerebellar and 

PPC alterations are probably co-existent in DS. Thus, identifying if specific sets of symptoms (i.e., 

cerebellar or PPC) are more predominant in a child or a specific developmental period can be helpful 
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to direct rehabilitation toward a specific set of symptoms. The assessment of body schema alterations 

can be useful for this characterization. 

A third general consideration can be made on the rTMS protocol application to help improve 

differential diagnoses. There is a broad literature on the use of TMS to induce virtual lesions on 

healthy subjects to study brain-behaviour interactions. However, its potential in identifying diagnostic 

parameters should be highlighted. If paired with a quantitative assessment such as the gait analysis, 

it can be utilized to disclose links between a specific brain impairment and a specific parameter which 

could be used to facilitate behavioural phenotypic characterization in several conditions.  

 
Fig. 24 DS concluding remarks: the schema summarizes the principal points emerging from the research line on Dravet 

syndrome. The early identification of a predominantly cerebellar or PPC phenotype through the evaluation of specific 

gait and cognitive parameters can help direct motor rehabilitation. Created with Biorender.com 

 

6.2 Clinical implications for rehabilitation in Adolescent Idiopathic scoliosis  

The second research line focusing on AIS disclosed several neglected aspects in assessing and treating 

this condition. Traditionally, AIS has been conceptualized and treated as a pure orthopaedic 
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condition, regardless of the vast amount of literature demonstrating the multiple factors playing a role 

in its onset and progression. Among them, the review on AIS focused on the contribution of body 

representational disorders. On one side, body image alterations emerged as a highly comorbid factor 

of this condition. On the other side, body schema was seldom assessed, even if multiple authors 

suggested a sensorimotor integration deficit as a possible dysfunctional mechanism of AIS 

development. Additionally, alterations were observed in the few works evaluating body schema, 

proving the importance of deepening this aspect. With this aim, a protocol to better characterize AIS 

sensorimotor integration deficits and body schema-related abnormalities was developed. The 

hypotheses of altered activation of the sensorimotor network and body schema were confirmed: 

central areas increased delta and theta relative powers and increased alpha power lateralization can 

be read as a compensatory strategy and/or the sign of a sensorimotor impairment. On the other hand, 

the test of body schema revealed a general alteration in the perceived shoulder-waist proportion and 

trunk inclination, possibly mirroring the sensorimotor integrations dysfunctions. Taken together, 

these findings lead to the need to rethink the current AIS treatment. Nowadays, treatment options for 

scoliosis target mainly biomechanics alterations, adopting brace and physiotherapy, which can impact 

just a part of the complex AIS spectrum of symptoms. AIS is a multifactorial syndrome and, as such, 

must be treated. Thus at least two other factors should be treated and evaluated to improve AIS taking 

care:  

First of all, the psychological component should be routinely assessed. Body image disorders are a 

matter of fact in this condition, both because of the disfiguring appearance caused by the scoliosis 

curve, the adoption of noticeable braces, and the critical period of adolescence. Body image disorders 

are likely to result in the development of other psychopathologies, such as eating disorders, substance 

abuse, anxiety and depression [161], [162]. Indeed, several studies proved the comorbidity of these 

conditions in the AIS population. Thus, the assessment and longitudinal monitoring of the 

psychological states of these girls should be valuable tools to prevent the development of 

psychopathologies and improve their overall quality of life. This, in turn, could positively impact also 



 141 

AIS treatment compliance (i.e., effective brace donning and physical exercise), which is a significant 

problem in AIS treatment [163]. Alongside the psychological component, the possibility of assessing 

the presence of any dysfunctional cognitive mechanism leading to body image alteration maintenance 

should be considered. For instance, attentional biases towards disliked body parts have been reported 

in several clinical populations with body image disorder (e.g., anorexia nervosa) and are part of 

problem maintenance and exacerbation.  

Second, given the observed central sensorimotor integration dysfunctions, neurological examinations 

comprising the EEG employment should be considered an early assessment tool to understand AIS 

etiopathogenesis better and rethink its rehabilitation. In particular, EEG longitudinal monitoring 

during the brace plus physiotherapy treatment could give clinicians feedback on the ongoing 

treatment's efficacy and constitute a new neurophysiological biomarker of AIS progression. Tailored 

training based on EEG biofeedback could be consequently developed and associated with traditional 

physiotherapy exercises. Moreover, given these girls' specific pattern of body schema alteration, 

parallel rehabilitation of this aspect could speed up the process of spine realignment. For instance, 

paradigms of mental imagery associated with physiotherapy exercises could be beneficial. 
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Fig. 25 AIS concluding remarks: AIS should be considered a syndrome affecting multiple domains: physical, 

psychological and CNS. The assessment and treatment of each of them should be recommended for optimal taking care 

of patients. Created with Biorender.com 

 

6.3 Clinical implications for rehabilitation in Fibromyalgia Syndrome  

The third research line was focused on FMS. There is general agreement on considering chronic pain 

disorders as the result of a complex brain network dysfunction rather than a pure nociceptive 

alteration. Indeed, many chronic pain conditions, including FMS, are characterized apart from pain 

by a pool of additional heterogeneous symptoms, such as fatigue and cognitive and affective 

alterations. These additional symptoms may disclose the overlapping between the altered brain 

circuits processing the pain and those regulating cognitive/affective processes. Starting from this idea 

I developed the third experimental protocol aiming to identify new possible biomarkers of FMS, 

which could account for both pain and non-pain symptoms. First, previous literature data on FMS 

abnormal EEG rhythms were confirmed: low rhythm prevalence over sensorimotor cortical regions 

was observed in most subjects. The implemented therapeutic strategy aimed to restore regular EEG 
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activity by delivering tailored tACS over the sites showing the most remarkable abnormalities. The 

tailored stimulation combined with ad hoc physical programs effectively brought the EEG activity 

closer to a physiological-like range and, in parallel, reduced pain and improved cognitive scores. 

Several considerations can be made to guide FMS treatment strategies from these results. First, the 

importance of individually tailored treatments: even if in most of the participants, the EEG activity 

was characterized by increased slow frequencies spectral power (i.e., theta, delta), a few of them show 

higher fast frequencies spectral power (i.e., beta, alpha). Additionally, even if mainly involving the 

frontoparietal network, the scalp areas showing maximum power spectral alterations differed between 

subjects. It is indeed recognized that different fibromyalgia subgroups exist with different clinical 

characteristics [164]. Identifying new biomarkers, such as the one proposed in this protocol, is thus 

desirable to try to catch these phenotypic differences better and accordingly direct treatments. Second, 

the EEG results are proof of FMS sensorimotor processes alteration, which need to be targeted to 

reduce pain. Physiotherapy alone can just momentarily relieve the pain without acting on its causes. 

Thus, combining physiotherapy with personalized non-invasive neurostimulation techniques such as 

the tACS can be a new promising approach to act on multiple aspects of the syndrome. However, as 

the observed beneficial effects on pain and cognitive symptoms were not long-lasting, longer 

experimental trials should be considered, as well as the possibility of developing portable NIBS 

devices to be used as home therapy. Moreover, the finding of altered FMS central sensorimotor 

network activity again points to the possibility of an altered body schema in this clinical population. 

This aspect has been poorly studied in the literature (see, for instance, [165]), but there is evidence of 

short-term pain reduction in FMS as a consequence of body schema modulation [166]. Thus, this 

neglected aspect has the potential to be included in a protocol for FMS pain reduction. Third, there is 

no doubt about the invalidating role of cognitive and affective symptoms in FMS. The cognitive 

“fibro-fog” characterized by attention, memory and executive function alterations should be treated 

and longitudinally evaluated to ameliorate these patients' general quality of life. Additionally, 

psychological support and cognitive behavioural therapies can be beneficial. Indeed, according to the 
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cognitive-emotional sensitization to pain theory [164], maladaptive coping styles when faced with 

adverse situations (e.g., avoiding, catastrophizing, hypervigilance) can be part of FMS dysfunctional 

modulation of pain and can increase the subjective pain intensity as well as stress level. Finally, the 

possible presence of depression and anxiety symptoms must be carefully evaluated, given their high 

comorbidity with FMS. The relationship between affective symptoms and pain is bidirectional; thus, 

it is difficult to determine if these symptoms are a consequence of prolonged exposition to pain or 

part of the disease per se. Indeed, alteration in HPA axis function, altered serotoninergic and 

noradrenergic function, and altered function of systems involving substance P, neurosteroids, and 

cytokines are shared abnormalities of depression and FMS. This led some authors to postulate the 

possibility of FMS and depression as disorders belonging to the same affective spectrum [167].  

In conclusion, the assessment of fibromyalgia, and its treatment should be multidimensional and 

consider alleviating or aggravating factors and the effects of fibromyalgia on everyday life functional 

status and working ability. 
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Fig. 26 FMS concluding remarks: The pain neuromatrix theory can explain several FMS symptoms: pain, cognitive 

fibro-fog, and affective and CNS alterations. Evaluating all these components can provide a clearer picture of the nature 

of FMS disorders, which can vary from patient to patient. A tailored and comprehensive rehabilitation considering all 

the possible affected domains, and associating pain treatment with psychological, cognitive and affective support is thus 

recommended. Created with Biorender.com 
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6.4 Future directions in sensorimotor assessment and rehabilitation  

 

“Robotics is the intelligent connection of perception to action.”  

Michael Brady (1985) 

 

This thesis discussed three different clinical conditions presenting some forms of sensorimotor 

integration deficits. However, the variety of conditions involving the sensorimotor integration system 

is countless, including brain trauma and injuries (e.g., stroke or spinal cord injuries), musculoskeletal 

and neuromuscular disorders, degenerative neurological diseases, as well as normal ageing. The 

deficits resulting from sensorimotor integration dysfunctions are highly disabling, limiting even 

simple everyday actions. Thus, research is primarily dedicated to finding new effective strategies for 

assessing and improving the rehabilitation of sensorimotor integration impairments. Proprioceptive 

and physical training are the most adopted rehabilitation approaches. Proprioceptive training can 

imply active movements/balance, in which patients are required to actively move a limb or the whole 

body with or without assistance and sensory feedback (e.g., visual feedback of the movement). Other 

types of proprioceptive training involve passive movements, requiring passive movement apparatus 

(e.g., therapeutic muscle vibration devices) [168]. Literature provides evidence of improvements in 

somatosensory and sensorimotor functions resulting from these types of proprioceptive trainings 

[168]. Together with these traditional approaches, the use of innovative technologies to improve 

sensorimotor deficits is increasingly taking hold. Among the different rehabilitation technological 

devices, the robots aiding sensorimotor stimulation are worth mentioning. The term "robotic 

technology" refers to any mechatronic device with a certain degree of intelligence that can physically 

intervene in patient behaviour to optimise and speed up his/her sensorimotor recovery [169]. Robotic 

devices have been used both for assessing human sensorimotor residual functions and re-training. 

Some examples of these approaches include [170]: (i) Strength enhancement, when greater resistance 

and load are required; (ii) Haptic function, resulting from the actuators' sensory information' feedback 
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on remote motion and/or tactile perception; (ii) Motor rehabilitation, in case of a disabled upper or 

lower limb, compensating for the lack of strength or movement precision in tasks compatible with 

the requirements of everyday life. For these purposes, upper/lower limb robotics systems, balance 

systems, and wearable sensors have been developed over the years.  

Most of the rehabilitation devices implemented passive training modalities (i.e., robot-driven control, 

where the robot imposes the movement trajectories) or active training modalities (i.e., patient-driven, 

where the robot modulates actions performed by the patient) [169]. However, the so-called assistive 

modality seems to be the most effective for rehabilitation [169]. Assistive control helps the patient to 

reach a final goal reflecting the strategies adopted by conventional physical and occupational 

therapies. Notably, the assistance-as-needed approach is highly effective, as it implies active patient 

involvement, avoiding the risk of relying too much on the robot. This has been proven to boost 

neuroplastic changes [169]. The strategies adopted to achieve this aim imply, for instance, the 

introduction of challenges to make the task more difficult and engaging (e.g., the introduction of 

resistance to the participant's limb movements during the exercises).  

Robotic rehabilitation presents several advantages compared to traditional therapies [169]: (i) it is 

suitable for performing long-lasting and repetitive motion tasks ensuring the intensity and precision 

required by rehabilitation training; (ii) It can reduce medical and nursing staff labour; (iii) It is suitable 

for personalised training; (iv) It usually integrates a variety of sensors which effectively monitor and 

record subjects' performance during the entire rehabilitation process; (v) The use of robots for 

rehabilitation introduces the possibility of developing at-home effective rehabilitation protocols. 

Robotic technologies are often paired with bio-signal recordings (e.g., EEG, IMUs, EMG). 

Combining these two components can provide meaningful information on sensorimotor function 

impairment and level of recovery, as well as new insights into understanding recovery processes per 

se. However, many challenges are still open. First, the mechanical complexity: the exoskeleton should 

be lightweight, portable, efficient, and compliant but also able to provide enough support in case of 

severe impairments. Secondly, despite the numerous advantages described above, rehabilitation with 
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robotic technology is not successful per se but depends on several factors. Among them, the human-

robot interaction should be considered: many studies proved the relationship between the embodiment 

of assistive devices and the efficacy of rehabilitation programs with those devices [171]. Embodiment 

can be defined as the process by which something external to the body can be integrated into it and 

perceived as part of the body schema due to multisensory integration [172]. The experience of 

wielding a tool is quite different from experiencing ownership over a limb: this should be considered 

when designing robotic devices that need to be physically attached to the body. The factors concurring 

to the embodiment of an external device are still a matter of research: for instance, it has been proved 

that the embodiment of a tool is not just driven by the tool functionality but also by the 

appearance/similarity with the effector is aiding [173]. With this in mind, further research on 

understanding the mechanisms that can determine the embodiment of external objects into the body 

is a pressing research goal for robotics rehabilitation.  

Finally, rehabilitation with robotic devices is highly related to the patient's cognitive reserve and 

motivation. Cognitive reserve and motivation interact in determining subjects' experienced mental 

workload and robot usability, which are of primary importance in driving patients' likelihood to 

experience benefits from rehabilitation [174]. Thus, the parallel evaluations of patients' cognitive 

reserve, motivation, cognitive workload, and usability while using robotic devices can be valuable 

tools in predicting the final rehabilitation outcome and must be assessed. The following proposed 

schema (see Fig. 27) hypothesises the interactions of human and machine-related factors contributing 

to the efficacy of a rehabilitation program with robotic technologies.  
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Fig. 27 Rehabilitation with robotic technologies: The schema summarizes the factors which are hypothesized to 

contribute to the efficacy of rehabilitation with robotic technologies. Human-related factors include the motivation and 

cognitive reserve of the patient, which together determine the experienced mental workload. Robot-related factors 

comprise the robot's physical characteristics (e.g., aesthetic) and physical effort required (e.g., weight, complexity), which 

determine the experienced usability. All these factors contribute to rehabilitation efficacy per se and robot embodiment 

which, in turn, affect rehabilitation effectiveness. Created with Microsoft PowerPoint 

 

Considering the abovementioned factors, we are currently working in collaboration with the 

Spaulding Rehabilitation Hospital, Harvard University, on a paradigm with the final aim to propose 

a new lower limb exoskeleton relying on subjects’ neurophysiological signal and designed 

considering the factors associated with a better embodiment (See Appendix 1). In summary, the 

protocol has a double long-term goal. First, to create a new software architecture to drive a lower 

limb exoskeleton (i.e., ExoRobo Walker) based on neurophysiological signals (i.e., EEG, EMG, 

accelerometers) to predict and prevent loss of balance. Secondly, identifying the psychological and 

neurophysiological factors that can facilitate human-robot interactions to boost their embodiment 

among different end-users (i.e., healthy young participants, healthy elderly, and neurological 

populations). To achieve these goals, the protocol implies: 1. the collection of EEG, EMG, and IMU 

data from young and older adults as they respond to repeated mechanical perturbations (i.e., pull tests) 

challenging their balance while wearing a lower limb exoskeleton; 2. The use of data features derived 

from EEG, EMG, and IMU recordings to control the same exoskeleton and augment study 
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participants' ability to regain their balance after repeated mechanical perturbations; 3. The 

determination of the neurophysiological and psychological factors associated with the embodiment 

of wearable devices. 

These preliminary data will provide the basis for the ideation of a soft exoskeleton prototype to 

counteract the loss of balance and characterized by a better human-machine interaction capability. 
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