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Abstract:
This paper endorses the idea that the right to contest provided for by art. 22, § 3 GDPR, actually is the apex of a 
progressive set of tools the data subject has at his disposal to cope with automatic decisions and it should work 
as an architectural principle to create contestable systems. But in order to achieve that important role, it cannot 
be reduce to the right of human intervention, also provided for by art.22, § 3, nor to a generic opposition to the 
outcome of the automatic processing. Thus, drawing from a thorough analysis of the relationships among the 
rights included in art. 22, § 3 GDPR as well as from the juridical proper meaning of “contestatio”, it is concluded 
that the right to contest has its own proper nature as a hybrid substantial-processual right that is able to give 
concrete shape to all the other rights indicated in art. 22, § 3, included the much discussed right to explanation.
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1 Introduction: Contestability by design

Automatic decision making is nowadays considered one of the major challenge to fundamentals rights of Eu-
ropean citizens for many different reasons (Kitchin 2017; Marwick 2012; Pasquale 2015; Zarsky 2016). Opacity 
of highly complex data processing ending in decisions that may have relevant social as well as legal conse-
quences is, of course, the first main reason for concern, since it causes decisions to appear to the layman devoid 
of comprehensible rationale behind them (Burrell 2016; Guidotti, Monreale, and Ruggieri 2018; Harkens 2018).

Secondly, opacity can also hide bias and unfair discriminatory operations that may afflict decisional algo-
rithms, especially when applied to a large scale (Sweeney 2013; Dobbe et al. 2018). Thirdly, since the decision 
taken can be due to classification of the specific case at stake into previously formed generalizations, the process 
can be flawed by an inductive mismatch: what can be said at the population level cannot necessarily be true at 
the individual level where individual new cases manifest themselves (Mittelstadt et al. 2016, 5–6).

A more general concern can be raised about the social opportunity to let significant sectors of social life be 
guided completely by machines, even at the cost to make them shape juridical relationships, something that 
raises issues about how to think about responsibility for rights violations (Wagner 2019).

The European Law has adopted a restrictive approach to decisions based solely on automatic processing 
since the days of art. 15 of the old Directive 95/46/CE (Bygrave 2001); a similar provision is now included in 
art. 22 of the General Data Protection Regulation (GDPR) which is receiving an increasing attention because of 
the importance of automatic-decision making in the so called “data driven society” (Boyd and Crawford 2012; 
Bygrave 2019; Faini 2019; Lycett 2013; Mayer-Schömberger and Cukier 2013; Sarra 2017, 2019; Zech 2017).

Art. 22 states that “The data subject shall have the right not to be subject to a decision based solely on auto-
mated processing, including profiling, which produces legal effects concerning him or her or similarly signifi-
cantly affects him or her”, but it also provides for significant exceptions in which cases some extra safeguards 
measures should be adopted to protect the data subject rights.

Among these ones, § 3 states that the data controller shall implement measures to assure a “right to contest 
the decision”. Recently this provision has raised a particular interest among scholars leading someone to talk 
about the existence in the GDPR of a contestability by design principle that goes along with the more generally 
acknowledged privacy by desing (Almada 2019; Mulligan, Kluttz, and Kohli 2020).

According to Marco Almada, contestability by design indicates the mandatory need to build decision-making 
systems in such a way to include the possibility to contest the outcome since their early design (Almada 2019).

Claudio Sarra is the corresponding author.
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But such a topic needs to be deepened through a thorough analysis of the relations among the extra rights
provided for by art 22, § 3, as well as the proper juridical meaning of the concept of contestatio in order to
avoid the risk to see the right to contest collapsing into different figures (typically, into the right to human
intervention), on one side, or to reduce it to a mere faculty to “lament” about the outcome without any serious
consequence for the data controller.

It must be taken into consideration that the right to contest is given the data subject exactly in those ex-
ceptional cases in which the recourse to an automatic decision is legit, thus the data subject is not supposed
to complain simply about the automation per se. On the other hand, since art 22, § 3 provides also for other
different safeguards, such as the right to human intervention and the right to express one’s own opinion, the
explicit provision of a “right to contest” should be interpreted in a way to give it a specific content, without
making it disappear behind the other two. Thus, it should be different from both: the mere request of a human
intervention and the manifestation of an opinion although critical.

The problem arises because the data subject is supposed to contest the outcome of an automatic processing, in
other words, that the timing for it is essentially the end of that processing. Now, if this is the case, and everything
was done in perfect compliance with the GDPR, then the processing should have been started on a legitimate
base, the information duties already fulfilled, including those about the existence of an automatic processing,
with meaningful information about the logic involved as well as the significance and the envisaged consequences
for the data subject (artt. 13, § 2, f), 14, § 2, g) GDPR). Moreover, the data subject could have already made use
of his other rights during the proccessing (accessibility, rectification, erasure, restriction and so on). What else
could he complain about at the end of the processing if he wants to use his right to contest?

So, as these preliminary considerations show, in interpreting art. 22, § 3, we are facing the risk to reduce the
“right to contest” to a sort of useless “paper right”, either because “absorbed” into other provisions (human
intervention, opinion, right to be informed, to access and so on), or simply because it turns out to be devoid of
any specific meaning.

On the opposite, this paper supports the thesis that: a) the “right to contest” is the apex of a progressive
set of legal safeguards, which is wider than explicitly indicated in the art. 22, 3, litera legis; b) that it cannot be
absorbed by other “rights” but, on the contrary, if properly and fully exercised, it can include them; c) that it
poses specific compliance duties on the data controller far more demanding than it may appear in first place.

In order to address these points, and to clarify them, I am going to recall the state of the art about the
interpretation of art. 22 GDPR (§2), then I will explain why an improper interpretation of the relationships
among the rights indicated in art. 22, § 3, can lead to paradoxes, that can only be avoided by giving a strong
juridical interpretation of the “right to contest” in line with the historical and conceptual meaning of contestatio
(§3), then I will show why the right to contest marks the climax of the safeguards against the risks connected
with automatic decision making, and why that gives new arguments in favor of the existence of a right to
explanation, suggesting also a way to interpret its content (§4), finally, I will show how the interpretation here
endorsed can help the specific understanding of the contestability by design principle (§ 5–6).

2 Automatic decision-making processes in the context of the general data
protection regulation: Art. 22 GDPR

As already mentioned, the General Data Protection Regulation (GDPR) deals with decisions based exclusively
on automatic processing in art. 22, endorsing a restrictive approach in principle. Generally speaking, automatic
decision-making having juridical consequences or affecting in a similar way the data subject is forbidden when
it does not include any significant human intervention (art. 22, § 1).

On this point the ART29 Working Party (ART29WP 2018) gave its first interpretative suggestions in the
Guidelines on Automated individual decision-making and Profiling for the Purposes of Regulation 2016/679, as revised
and adopted on February 2018. According to this document, the decision is to be considered completely auto-
matic even in those cases in which a human being intervenes but he lacks any significant authority to critically
evaluate and change the decision taken by the machine (Art29WP 2018, 21; Wagner 2019). Thus, the prohibition
set forth in art. 22, § 1, should apply in those cases in which the human intervention is lacking or acts like a
mere nuncius of the machine ”will”.

However, the interpretation given by Art29WP presupposes as the only modality of relevant human inter-
vention that one that comes at the end of the processing, with the aim to simply confirm or change the decision.
Following this idea, a highly significant human intervention in a remote state of the processing should not be
considered relevant, and the decision taken would be still considered based solely on automatic processing. This
seems to be a debatable position, both on a strict literal interpretation (the case cited shows hardly a decision
based solely on automation) and on a wider and functional one. As a matter of fact, considering relevant only
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an intervention in the end of highly complex mechanical procedures, may lead to an overcharging of responsi-
bility upon the human involved, expecially for those systems that are acknowledged as outperforming humans,
that is when machines are statistically more efficient than humans for certain tasks (Veale and Edwards 2018,
400). In those cases, the human being involved would face a dilemma: either confirm the decision taken by
the machine, or to change it but being prepared to give his organization specific explanations about why the
machine – usually so efficient – should be considered unreliable in the specific case. Since this could be a highly
tricky task, we may expect him to always confirm the machine decision, thus becoming de facto a mere nuncius.

Here we can see the paradox of Art29Wp’s interpretation: on one hand, a highly significant intervention
in prior stages of the processing would not count as human intervention even if it could lead to very different
determination; on the other, a final intervention, even if made by an authoritative person, could easily resolve in
a line of plain confirmation of the machine decision, especially in those fields demanding higher responsibility.

The interpretation of art. 22 GDPR is currently under debate (Brkan 2019; Bygrave 2019; De Hert and Pa-
pakonstantinou 2016; Kaltheuner and Bietti 2017; Mendoza and Bygrave 2017; Veale and Edwards 2018), whose
most relevant points are the followings.

Firstly, scholars are discussing if the article provides for a right in favor of the data subject, or for a prohibition
for the data controller. The litera legis actually talks about a “right not to be subject to a decision based solely on
automatic processing” but those who agree with the “prohibition” thesis (including myself) argue that this is
more in line with the general ratio of the GDPR to increase protection for the data subjects by focusing on the
accountability of the data controller who must provide (and be able to demonstrate to have provided) for all
the safeguards needed to protect the rights of the data subject. Thus, if art 22 is interpreted in the sense to set a
general prohibition, the data controller is not allowed to take advantage on the inertia of the data subject.

As a matter of fact, if the efficacy of the restrictive principle stated by art. 22 depends on the initiative of the
data subject, then, given the velocity, complexity and scale of automatic processes, there would be the serious
risk to dis-empower that very principle.

Another interesting point is related to the fact that art. 22 GDPR deals with individual automatic decisions:
that is, those processes ending in a stance towards a singular situation even if deployed by means of large
quantities of data, not deriving only from the data subject, such as in profiling (Bosco et al. 2015; Crawford
and Schultz 2014; Floridi 2012; Hildebrandt 2008b, 2016; Hildebrandt and Gutwirth 2008; Kennedy 2016; Leese
2014; Petkova and Bohem 2018; Hildebrandt 2008a).

In the literature (Brkan 2019, 100–101) the concrete efficacy of such a discipline has been disputed, given
the fact that individual decisions are often the consequence of collective profiling and general policies (that is
automatic collective decisions), and that an individual decision can be masked under a formal collective one.

Art. 22, moreover, is applicable to individual automatic decisions that are supposed to produce legal effects
or to affect similarly and significantly the data subject. The interpretation of these last two expressions is, again,
quite difficult, in particular the second one.

It should refer to decisions which, obviously, affect situations for which the recipient does not have a defined
legal position but at most some form of legit expectation.

The examples given by Recital 71, namely the refusal of credit or automated hiring practices, are limitedly
explanatory, referring to situations in which it is by no means excluded that we are dealing with legal positions
in the full sense: think of all the obligations the parties are subject to because of the general clause of bona
fide in the performance of contractual negotiations whose violation can also determine specific “legal effects”.
To take the Italian case as an example, in accordance with the judicial interpretation of the principle of bona
fide in negotiations, the unjustified interruption of them and the following refusal of financing import legal
responsibility for the bank in those cases in which the previous negotiations reached the point of a legitimate
legal expectation (which is called “affidamento”) in the credit applicant (see, for the general principle: ex plurimis
Cass., n. 11438/2004; Cass., n. 7768/2007; for the specific case of credit denial: Trib. Piacenza, November 17,
2015, n. 846).

From another point of view, one can ask if the suitability to significantly affect the data subject should be
assessed ex ante, with reference to a standardized indicator, or in relation to the moment in which the decision
itself is taken and with reference to the specific features of the case in question. In line with the interpretation
of the general deontic function recognized for the most part to the disposition, that is to say, to prescribe a
prohibition for the data controller, the first hypothesis should be considered correct.

By virtue of the same general principle of accountability mentioned above, it is clear that the data controller
must know in advance which of the processes he is organizing can be completely automated up to the final
decision and which ones, instead, should not, providing, in these cases, a significant human intervention, and
therefore structuring his organization accordingly. Thus the interpretation that refers to the adoption of a sub-
jective ex post criterion would leave the data controller in doubt of not being fully compliant, or, on the other
side, it would oblige him to adopt very flexible forms of processes that can be converted from totally automated
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to semi-automated with human intervention to the need. This seems to be too a demanding interpretation that
poses the risk to excessively limits innovation.

The issue of automated decisions that “affect in a “similar” way as those with legal effects is also relevant for
the general ethical issues raised about algorithmic decision making (Mittelstadt et al. 2016; Kraemer et al. 2011).
The very vagueness of that expression can be exploited to offer a sort of remedy to the problem of algorithmic
potential discriminatory capacity (Sweeney 2013; Henderson 2017; Friedman and Nissenbaum 1996). Actually,
decisions that exclude from opportunities (credit, job, educational, health opportunities, and so on) can be
considered to affect significantly the data subject, and this is exactly the reason why the GDPR asks in these
cases for a significant human intervention.

Thus, the “human in the loop” should evaluate the potential discriminatory or unfair threat of automated
processing as well as act to protect the dignity of the recipients (Art29WP 2018, 21–22).

Instead, it seems more difficult to include in the prohibition of art. 22 GDPR the so called nudging techniques
(Yeung 2017): i. e. those modalities of conditioning towards certain choices that do not exclude different options,
although these are somehow discouraged, for example, because of the way they are presented. Even in these
cases, however, a reading that emphasizes the restrictive principle, should admit the possibility of including
at least those cases in which these techniques are brought to such a level of conditioning (without, of course,
incurring in deception) to require a higher level of attention than the average on the users of the service in
question, and always provided that the nudging results in significant consequences similar to legal effects for
those subjects (Veale and Edwards 2018, 401).

3 Automatic decision making and “safeguards measures”: Demarcation and
paradoxes

Moving now to the question of the right to contest, we must briefly discuss the exceptions to the general re-
strictive principle: that is, those situations in which it is permissible to process automatically data ending with
a decision that has legal effects, or similarly affects the data subject, without any relevant human intervention.

Art. 22, § 3, GDPR, mentions three hypotheses referring to situations in which the decision: a) is necessary
for the conclusion or execution of a contract; b) is authorized by the European Union or the Member State law
to which the controller is subject; c) is based on the data subject’s consent.

In all three cases “adequate measures” must be provided to protect the rights and freedoms and legiti-
mate interests of the interested party: by the data controller in cases a) and c), provided for in the regulatory
authorizing acts in the case b) (Roig 2018).

We take into consideration, in particular, two issues here.
The first one concerns something which is usually not noted in the literature: with reference to the hypothesis

sub b), the totally automated decision may be authorized by the law of the Member State “to which the data
controller is subject” and not, therefore, of the State to which belongs the data subject. Thus, in hypothesis, it is
possible that the controller is authorized by his own national Law to operate in an automated manner even if
the decisions deriving from it are directed to recipients subject to other member states, where, perhaps, national
law does not provide for similar authorizations.

In these cases, even the limitation clause stated in art. 23 GDPR would not help. This article provides for the
possibility that the national law may limits the obligations and rights set forth in Articles 12–22 GDPR, when
such restrictions respect the essence of fundamental rights and freedoms and are necessary and proportionate
measures in a democratic society. Among those cases, art. 23 mentions that of the need for “protection of the
interested party or of rights and the freedoms of others” (Article 23, i). But, again, this prerogative is given to
the law to which the data controller and the processor – and not the data owner – are subject.

Since these are exceptional situations with respect to a restrictive principle designed to better protect the
interested party, it would probably have been more appropriate to ask for (at least) a convergence on this point
between the national systems to which both the data subject and the controller belong to.

Secondly, with regard to the common provision of suitable measures for the protection of the rights and
freedoms of the interested party, only in cases a) and c) they are specified in the minimum, with the indication
that they must guarantee at least the right to obtain the human intervention, to express one’s opinion, and,
indeed, to contest the decision.

Such a specification is missing with reference to the hypothesis sub b), thus generating an interpretative
doubt relevant to the topic that concerns us. In fact, the lack of the reference to this point could be understood
as meaning that the Regulation has assigned to the law of the Union or of the Member State to which the data
controller is subject a wider freedom of determination, even in the minimum, of the “adequate safeguards”
against the risks derivable from automatic decision making. That would have the consequence that the rights
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mentioned above, and in particular the right to contest the decision, may not be confirmed by the authorizing
legislation which, on the other hand, could provide for other different measures.

On the contrary, following a different interpretation (Art29WP 2018, 27), it could be argued that the concept
of suitable measures, although made explicit in the minimum only with reference to the hypotheses under
a) and c) – is instead implicit also in the case under b). Since making complex decision making systems is
quite demanding in terms of organizational burden, having the reference of a mandatory minimum level of
safeguards to put in place for every case of legit automatic decision process could help the data controller to
foster his compliance duties.

The limits of this last interpretation are, of course, that it departs significantly from the litera legis of the third
paragraph of the art. 22 GDPR which, actually, is very clear in excluding the hypothesis sub b).

Secondly, even arguing that the Regulation considers these rights as a minimum that cannot be denied,
the protection given – as having a source in the Regulation itself – would be maximum with reference only to
internal laws – by virtue of the c.d. primauté of EU law – but would instead be limited towards EU law itself.
Thus, it would cover just half of the provision in art. 22, § 3, b).

However, there are other arguments to support the thesis that at least the rights to express one’s opinion
and, for the reasons that will be better specified, also the right to contest the decision, are to be included in
any case. Since, they express fundamental rights of the individual, they find coverage at a level that cannot be
derogated from the Regulation itself.

From this same point of view, there may be some serious doubts, instead, concerning the “right to obtain
human intervention”: perhaps time has come to ask whether it can be considered to correspond, today, in
the information society, to a new fundamental right. Can we consider it a new “human right” that we could,
maybe, try to define as “the right to have one’s own juridical and existential sphere changed significantly only
as a consequence of a human relationship”? Now, the existence of such a fundamental right – or its existence in
that formulation – is debatable, especially for those endorsing a radical version of that authoritative narrative
about the rise of the information society as informed to a general objectivist and non-anthropocentric moral ap-
proach (Floridi 2002a, 2002b). According to this approach the ontology of the Cybersphere should be thought
as including the human – at a certain level of abstraction – but in a wider context in which the underlying onto-
logical unit is not the human being anymore but the concept of information, instead. Radicalizing this scenario,
is it possible to refuse the idea of a fundamental human rights not to see one’s existence significantly modified
without a proper human intervention, arguing that human and non-human are nowadays to be considered all
“informational objects” interacting in the Infosphere, and legal protection should not hinder this state of affair.

This topic, which can only be hinted at here, is linked to that of the future of fundamental rights as “hu-
man” or, rather, “post-human” (Whitehead and Wesch 2012), as safeguard positions for any type of subjectivity,
however defined, even including artifacts endowed with high-level functions capable of performing tasks with
human-like level of autonomy and effectiveness.

Another interesting problem, although not discussed in the literature, is whether the rights mentioned here
can be considered mutually exclusive. For example: would it be possible to claim for the right to contest when
the right to a human intervention has already been exercised?

This specific problem arises due to the fact that, in order for the disposition to make any sense, the human
intervention should be significant according to the same criterion we saw earlier to interpret the concept of
decision not “solely” based on automated data processing. The person who is called to intervene should there-
fore have effective competence and authority to possibly change the decision taken by the machine. Now, this
decision could be confirmed or rejected, but in both cases, it could no longer be said to be totally automated.
Consequently, there would no longer be a hypothesis of exception from the general restrictive principle, since
this one applies only for decision based on “solely” automated processing. Therefore, it could be argued, the
safeguard measures envisaged for the exceptional cases, also should no longer be applied. In this sense, human
intervention would determine the exhaustion of the specific rights enjoyed by the data subject in the situation
of total automatism.

By interpreting this way, it should therefore be concluded that the rights provided for, at least that of ob-
taining human intervention and that of contesting the decision are, in fact, mutually exclusive.

Going deeper, other interesting considerations can be done for the hypothesis in which the subject imme-
diately exercises his right to contest the decision instead of obtaining (only) human intervention. In fact, along
with the contestation, also the right to express one’s opinion will also be exercised, since obviously the reasons
for the dispute raised express the data subject’s standpoint. But what about the right to human intervention?
Would it be also necessarily included in the contestation of the decision, and therefore be “absorbed” in it?

In the literature (Almada 2019), the right to human intervention has been considered the only way to cope
with the right to contest, but this is not necessarily the case. As a matter of fact, the data controller could prepare
another fully automated procedure for handling disputes (Mingardo 2017).

Is in the GDPR anything that could prevent this situation to occur?
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An articulated contestation introduces further information on the data controller’s specific case, therefore,
new personal data. The automatic processing of these for the purposes of settling the dispute would identify a
new hypothesis of automatic decision to be considered, again, under the rules provided for by art. 22 GDPR.
Now, the general principle, we saw, would prohibit a complete automatic processing ending in a decision (this
time, about the contestation) fully automated. But nothing in the text seems to prevent the occurrence of one of
the exceptional hypotheses stated in 22, § 3.

Actually, nothing seems to logically hinder a sort of recursive automation: the decision on the dispute raised
could be a necessary condition to conclude or execute a contract, as well as could be authorized by the right of
the Union or Member State of the data controller. Similarly, and this could be the most frequent situation, the
data subject may also have given his consent even for this case.

In these situations, an automatic decision to settle the dispute could be legit, and, here too, the safeguard
measures seen so far should be guaranteed: that is the right to obtain human intervention, to express one’s
opinion and, again, to contest the decision. But at this point only asking explicitly for a human intervention
could stop the chain of automatisms. This raises some paradoxes.

On one hand, the exercise of the right to human intervention would imply the consumption of the right to
contest – because it would no longer occur in a completely automated process. On the other, the exercise of the
right to contest alone faces the risk of triggering a chain of automatisms that can only be interrupted by the
exercise of the right to human intervention, which, again, would lead to the exhaustion of the right to contest.

It should be noted that this paradox threatens, at the end of the day, precisely the right to contest, that risks to
be abandoned to automated procedures, or to be exhausted in the mere request for human intervention which,
however, does not substantiate a real process of taking charge of the dispute. Actually, this one is a more limited
right and, for the reasons we are going to see, less protective than the right to contest understood in its proper
sense.

To find some way out of this paradox, one can reason about the different nature and the different content of
the two rights cited and, in particular, about the logical implications of the two different situations.

From this point of view, it appears legitimate to raise some doubts about the possibility of a totally auto-
mated management even of the contestation, for the reason that, properly intended, this one consists in a fully
defensive act, totally particularized to the specific situation of the data subject, and therefore characterized
by an eminent dialectical function. The strong singularity makes hardly acceptable its reduction to statistical-
probabilistic determinations.

4 The right to contest ex art. 22, §3

The GDPR does not contain hypotheses of “right to contest” other than that provided for by art. 22, § 3. How-
ever, immediately before the article in question, in art. 21, the data subject is given the right to “oppose” the
processing of his/her data for “reasons connected to his/her particular situation”, in cases where the basis of
legitimacy of the processing has been found in letters e) and f) of art. 6. These are cases in which the processing
is “necessary for the performance of a task of public interest or connected to the exercise of public authority
over which the data controller is invested”, or when it is necessary to pursue the “legitimate interest of the data
controller or third parties”.

Therefore, in the GDPR, two greatly different figures exist: the right to oppose and the right to contest. They
both express ways of contrasting the activities of the data controller to protect the data subject.

The fact that they are distinct, and that art. 22 GDPR, immediately following the one that attributes the
“right to oppose” talks of “right to contest”, give reasons to presume, also to a prima facie interpretation, an
important diversity between the two figures that it is useful to better understand.

First of all, the right to object, pursuant to art. 21, refers to the “treatment” in itself, while the contestation
refers to the “decision”: therefore, the first concerns the process, the latter the outcome of the processing.

In general, the right to object as designed by art. 21 GDPR has exclusionary effects, i. e. it acts as a “veto”:
once exercised, the controller is obliged to interrupt the processing of data. This effect, however, appears to be
mandatory only in the hypothesis of processing for marketing purposes, ex art. 21, paragraph 3), while in other
cases it may be overcome. In the hypothesis of processing for marketing purposes, the opposition does not even
require a real justification: it will therefore be a “mere veto”, from which it must follow the immediate stopping
of the treatment.

In the other cases, the opponent will have to represent his “particular situation” in such a way as to show
that it is worthy of constituting himself as exceptional with respect to the principle of legitimacy of the treatment
invoked by the controller. This last mode of opposition will have the effect of reversing on the data controller
who intends to continue to process the owner’s data, a further justification burden. This should focus on a
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balance in his favor of the interests at stake, either because of the existence of cogent reasons to proceed, or of
the need for judicial protection of a right (Art. 21, § 1).

Thus, in the case of opposition, the very legitimacy of the treatment is at stake: the validity, in the concrete
case, of the specific legal basis used by the controller. The specific hypotheses in which a right to oppose can be
exercised are those in which the treatment was not carried out on the basis of the specific consent of the data
controller (art. 6 letter a), nor of his previous negotiating will (lett. b), nor was the controller obliged by law to
proceed with it (lett. c).

The right of opposition is there to protect a specific interest of the data subject: in this case, not to undergo
a processing of his own data, which he considers harmful, in those hypotheses in which he has no control over
the initiative of the treatment itself, since this does not depend on him (nor is the treatment mandatory), but
on the controller who exercises it with a more or less wide discretion.

In some ways, therefore, this right offers the possibility of balancing the interests by setting a limit to the
treatments activated outside the initiative of the interested party. And it is rather interesting to note that even
in these hypotheses the opposition raised is not always sufficient to stop the processing of data.

But, in general, the legitimacy of the processing should not be confused with that of the modality (automated
or not) of taking the decision that can follow. To give an example, the data subject may well have consented to the
processing, even automated (therefore, making it legitimate, ex art. 6, a), but not to be the recipient of a decision
that is entirely based on automation (and therefore there would not be the exception provided for Article 22,
paragraph 2, letter c).

Thus, the recurrence of the hypotheses for which art. 21 provides for the right to object, as referring to the
legitimacy of the processing and not to the decision-making procedure that could follow, may not be sufficient
to legitimate also a totally automated decision.

Having clarified the different content of the rights in question, which will presumably correspond also to
a different moment of their exercise, it remains to understand the specific object and function of the right to
contest. No precise indications come to this regard from the Recitals or from the Guidelines of Art29WP, so it
is necessary to reason interpretatively by taking a systematic approach.

In general, the right to challenge an act deemed to be detrimental to anyone’s rights and freedoms cannot
be denied for the reason that it constitutes a necessary precondition of the right of defense which, in turn, is a
fundamental right. Every judicial defense has at its heart a contestation (Moro 2012, 25–26; Cavalla 1991) which,
indeed, has an essential value in the very constitution of a valid procedural relationship.

The term itself (“right to contest”) comes from the ancient contestatio from the Roman legal language. It
indicated a crucial moment in the process (litis contestatio) passing through the phase in iure to the stage apud
iudicem and with which the parties invoked witnesses (testes estote) in order to fix the terms of the dispute to be
judged (Dalla and Lambertini 2001, ch. 3; Guarino 1981, 265, 275; Radin 1924, 405). Its fundamental characters
were: publicity; the argumentative determination of the specific object to decide; the transformation of the
juridical relationship from substantial to procedural, since the subsequent probative activity and argumentative
as well as the pronunciation should have had as reference the dispute as fixed in the litis contestatio.

Thus, the act of contest marks the point of transformation of the substantial juridical relationship into a more
specifically procedural one. It consists in the externalized articulation of the terms of a specific dispute, which
is thus made public, so that it can be articulated in a procedure that leads to a judgment. It is therefore an act
that has a very close relationship with the fundamental principles of the due process and, given its defensive
nature, preparatory to the opening of a possible jurisdictional moment, it cannot contradict them.

Consequently, when art. 22, § 3, requires the data controller to provide safeguards measures to protect the
rights and freedoms of the data subject and, among these, specifically (at least) the right to contest the decision,
on the one hand, is providing a right other than a mere opposition – which, as mentioned, is regulated for other
purposes. On the other hand, it is evidently doing something more than the mere recognition of a right to act
judicially against the violation of rights, which, could not be denied.

It is, in effect, introjecting that specific fundamental right within the organization itself that uses automated
processes, without, of course, ever being able to exclude its exercise in the common jurisdictional forms.

Indeed, by requiring the data controller to provide means for such a right to be secured, the Regulation
evidently asks for some room within the organization that uses automation, to manage potential disputes.

And the rationale for such a provision is quickly stated: precisely because of the organizational effort that
the data controller puts in place, the speed of the processes in which the automations are inserted as essential
tools, and, on the other hand, of their potential damage, the law imposes, for the most elusive and threatening
hypotheses, the establishment of specific places for the management of the dispute, faster and less formal than
the jurisdictional means, but not less protective. The specific reference to the contestation refers to the need for
these instruments that take care of the dispute, to be firmly based on the respect of procedural principles, first
of all that of the audiatur et altera pars between the parties.
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Since the right to contest is distinct from the other rights that must be minimally guaranteed, it clearly cannot
be interpreted in such a way as to deprive it of any meaning by reducing it to one or another of them. In fact,
compared to that of “expressing one’s opinion”, it must include much more, since a contestation is not the
expression of a mere opinion, but an articulate act of defense. And with respect to the right to “require human
intervention”, it requires a more sophisticated management: a contestation requires a true legal dialectic and a
judgment (Mendoza and Bygrave 2017, 93).

Thus, forcing the data controller to guarantee the right to contest the decision means to prescribe to him to
adopt forms of management of the dispute that respect co-implicated procedural rights, such as the right to be
heard, the right to evidence and the right to an equidistant decision, which are at the very core of the western
juridical tradition (Cavalla 2017, 210; Moro 2014; Moro 2004; Zanuso, Fuselli 2011). The first, which implies the
structuring of a real argumentative and dialectical exchange and “testing” of reciprocal claims (Sommaggio
2012), ensures that the right to contest does not “collapse” into the mere human intervention; the second, that
it does not result in the mere expression of a personal opinion, having to bring arguments in support; the third
that there is an actual take-over of all the instances and not only those relating to the efficiency of the automatic
processes.

The interpretation proposed here also makes it possible to find a more specific ratio in the exclusion of the
provision of minimal means of protection in the hypothesis of automated decision authorized by the law of the
Union or the Member State to which the controller belongs (art 22, paragraph 2, letter b), and to resolve the
interpretative doubt mentioned in the previous paragraph.

These are cases, in fact, in which the automation of the relationships is not entirely referred to the data
controller’s initiative for his interests only, but it is evaluated by the legislator in a balance with the public
interest that will be expressed in the given regulatory framework.

Now, in that framework there are already structures to challenge an automated decision that violates rights,
that is to say those that configure the organization of justice, thus the further institution of it would have been
completely pleonastic. If anything, in this case the legislator will have to worry about establishing further mea-
sures with higher level of protection.

The right to contest, therefore, in this interpretation, far from being considered as a mere faculty of complain-
ing about the decision, becomes the keystone of a system of protections that certainly is highly demanding for
the data controller, who, on the other hand, greatly benefits from the automations, and requires the necessary
collaboration between the parties in articulating a real controversial structure.

Taking the right to contest seriously means to include contestability in the very concept-building of algorith-
mic decision making systems which lead us to consider the existence in the GDPR of a contestability by design
principle (Almada 2019; Mulligan, Kluttz, and Kohli 2020; Hildebrandt 2016)

In this interpretative perspective of the art. 22, par. 3, GDPR, the remedial means provided for therein are
to be seen as organized in a progressive order of protection: from a minimum given by human intervention, to
a maximum given by a real juridical-dialectical structure capable of absorbing the others, going much further,
thus leaving to the subject the choice of which means to use before asking for a full-fledged judicial protection.

The progressiveness of the protections is even more evident in the formulation of Recital 71, in which a
first hermeneutical aid to read art. 22 is offered. There, the rights that should constitute the hard core of the
safeguard measures are more than those finally reported in the art. 22 itself.

Precisely, we find in addition: the right to “specific information to the interested party”, and to obtain “an
explanation of the decision”. Read all together, the progression from specific information to the possibility of
talking to someone, to obtaining technical explanations and, on the basis of all this acquired knowledge, the
possibility of a complete contestation of the decision, in the fullest sense, is evident.

Does the lack of all these rights in the cogent normative text, in particular the right to specific information
and the much discussed, right of explanation, imply that they are not due to the data subject? Can he seriously
contest a decision without having the knowledge base they provide?

For the reasons mentioned above, the answer should be negative; rather, what has been omitted in the text
of art. 22, § 3, should be considered implicit as conditions of operability of the recognized rights, so that they
do not become meaningless. In particular, the right to contest, deprived of the most complete possibility of
understanding the specific reasons that led to a decision, which, let us not forget, has “legal effects” or is simi-
larly effective in relation to the interested party, would resolve in a somewhat useless mere faculty to complain
about the received decision, which would not have a real protecting meaning and, above all, it would deny the
juridical sense of the concept (see also Brkan 2019, 114; Pagallo 2018).

Finally, returning to the paradoxes mentioned above, since the acknowledged rights are arranged in a pro-
gressive manner, we expect the following to include the previous ones and not vice versa. Thus, the right to
specific information (Recital 71) does not exhaust the right to human intervention; the latter does not exhaust
that of expressing one’s opinion (which may, of course, be exercised together with the first but not necessarily),
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and all these ones do not exhaust the right to contest which can certainly be invoked even after having used the
previous ones.

This last point deserves a little more explanation, in particular with reference to the relationships between
the right to human intervention and the right to contest. At this point, it should be clear that, as far as the level of
protection given is concern, the former may offer way less than the second, and then cannot absorb it. Actually,
the presence of a “human in the loop” per se can be of little help for the receiver of the decision unless the
parties are engaged in a full dialectical exchange. A mere human intervention, even by a qualified human, who
simply checks again the correct functionality of the system and confirm or modifies the decision, without any
substantial dialogue with the interested party, could satisfied the request for human intervention, but surely
not the need for managing a full contestation in the sense outlined so far. Therefore, the exercise of the right to
contest alone – because of its essential dialectical nature and its greater inclusiveness – also implies the use of
others as conditions of possibility of a full contesting activity. If well exercised, it will find itself making use of
all the implicit faculties in those previous ones, absorbing them, but not viceversa.

But in the previous pages a formalistic issue has been also raised. It has been pointed out that the mere
human intervention – even if cannot guarantee a full protection as the right to contest, and thus cannot absorb
its content – can nevertheless exhaust it. In fact, the mere presence of a (qualified) human in the loop, can put
the case outside the conditions of applicability of art. 22 GDPR, which has to do with decision based “solely”
on automated processing, thus precluding the recourse to other safeguard measures. This is a serious issue
since it could lead to abuse. In fact, it can be exploited in order to easily deprive the interested party of the
full protection: let us think to a company which gives instructions to its qualified executive to intervene only to
confirm constantly the automatic decisions.

To deal with this problem I suggest to analytically distinguish the case of mere confirmation from that of
substantial modification of the decisions.

The exhaustion problem should be limited to this second case, since a new and not completely automatic
decision is taken.

In the first case, instead, since no modification has occurred, the case is still in the conditions determined
by the machine alone, thus the other and more deep safeguard measures should be still available.

5 Contestation and explanation

The formalistic argument of the lack of mention in the normative text of art. 22 GDPR, of some rights included
in Recital 71, was raised, together with others, in a fortunate contribution supporting the non-existence in the
GDPR of a true and proper “right to explain the decision” to the data subject (Wachter, Mittelstadt, and Floridi
2017).

This is an extremely sensitive issue due to the fact that the most promising Artificial Intelligence tools, in
particular those based on the c.d. deep learning, come along with a considerable complexity, as well as certain
degrees of opacity about the specific modalities through which “well trained” machines reach the outcome
(Burrell 2016; Larus et al. 2018, 9; LeCun, Bengio, and Hinton. 2015; Vellido, Martın-Guerrero, and Lisboa 2012).

Asking the data controller who uses such tools to be ready to provide an authentic and exhaustive expla-
nation of the decisions taken by the machine on the basis of correlations that it has itself found, may appear to
be equivalent to preventing him to use such technologies. In the current context of technological development
this seems hardly acceptable and may raise doubts about the compatibility of the GDPR with the age of Big
Data (Chivot and Castro 2019; Zarsky 2016/2017).

On the other hand, the right to contest is the true keystone of the progressive set-up for the protection of
the data subject against the abuse of decision-making automatism. As already noticed, the exercise of this right
triggers a dialectical exchange, asking for a decision, in respect of the procedural guarantees for a rational and
fruitful discussion, but it has not a previously determined specific content. The contestation will make up a
singular case, based on the arguments and reciprocal claims the parties raise one against another. Therefore,
in general, the provision of a right to contest asks for an extension of the accountability duties of the data
controller, beyond those related to the beginning and development of the data processing, such as the duties
of information provide for artt. 13 and 14 GDPR.

We must therefore go into the discussions regarding the so-called right to explanation, because the request
for further information and explanation for articulating the dispute seems legitimate. As a matter of fact, in
order for a contestation to be solid it needs arguments, arguments need knowledge, and knowledge needs
information. Therefore, denying the legitimacy of the data subject’s request for more information seems tanta-
mount to deny his very right to contest.
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On the other hand, it would not even make sense to impose on the controller an impossible obligation, given
the intrinsic opacity of certain instruments.

So, the question about the existence and the content of a right to explanation cannot be solved in abstracto
but only in relation with the needs of a substantial right to contest.

Now, to sum up briefly the state of the art about this point, we can divide the literature that has most dealt
with the right to explanation, into three main orientations: on the one hand those who, as mentioned, doubt the
very existence of such a right in the context of GDPR (Wachter, Mittelstadt, and Floridi 2017; Art29WP 2018,
25); on the other those who challenge this opinion (Goodman and Flaxman 2017; Brkan 2019); and, finally,
those who believe that the problem must be either moved towards the reconfiguration of the type of right in
question, for example, towards a less demanding right to legibility (Malgieri and Comandé 2017), or focused on
other provisions of the Regulation, more directly related to the construction of modern reliable information
societies (Edwards and Veale 2017).

The first opinion argues, as mentioned, from the lack of an explicit mention of the right in question in
the normative text. Since it appeared in some of the preparatory texts presented and discussed the right to
explanation, in conformity with Recital 71, its omission in the final text is considered an expression of a precise
legislative intention to eliminate it. Nor could it be derived from other articles imposing information duties on
the data controller; or giving the data subject the right to access. Indeed, they are supposed to be used before
or during the processing but, in any case, before the outcome that closes it. Moreover, the law already provides
for a specific level of information to be given, which does not amount to a full-fledged explanation. Article 13,
paragraph 2, letter f, article 14, paragraph 2 letter g and art. 15 paragraph 1, letter h, talks about “meaningful
information” on the type of process, on the “logic applied” and on the importance and envisaged consequences
of the processing.

This communication, then, is not considered to constitute a real right of explanation, if by this we mean
the right to know “the rationale, reasons, and individual circumstances of a specific automated decision, e. g.
the weighting of features, machine-defined case-specific decision rules, information about reference or profile
groups” (Wachter, Mittelstadt, and Floridi 2017, 78).

The first argument, it has been said, is excessively formalistic and radicalizes the distance between the Recital
and the cogent text. This distance, certainly, exists, but, as the Authors themselves admit, the Recitals perform
an important function of guiding interpretation. Therefore, the very presence in them of a more complex artic-
ulation of rights suggests not to overestimate, on a hermeneutical level, the literal argument, which is, after all,
also an interpretative argument.

In this case, this argument would prescribe to exclude the right due to the mere fact that the direct sign
of it does not appear. The argument is certainly not decisive, first because of the poor heuristic value of the
so called “literal meaning” (Mazzarese 2000) – and secondly for the unjustified limit that seems to place to
the systematic interpretation that instead works precisely on the relationships between concepts themselves,
with a desirable direction towards the consistency of the represented legal system. Thus, when the doubtful
formalistic argument lead to the consequences of depriving of meaning or of practical applicability, other rights
that are, on the contrary, explicit, as in our case is that of the right to contest, then it must certainly be overcome
in favor of a more consistent meaning.

From this point of view, those who admit the existence and relevance of the right to explanation can assume
that Recital 71 does nothing more than say more openly – by clarifying the assumptions – what is conceptually
included in the more synthetic normative expression, thereby offering suggestions for a more correct systematic
interpretation.

The third approach among those mentioned is particularly interesting for two reasons. On the one hand, it
emphasizes the idea that the construction of protection in the face of the critical issues raised by algorithmic
decision-making must take place on several levels and not only on that of the comparison between rights and
duties of the subjects involved. This is certainly true and conforms to the sense of social, economic and even
cultural transformation in progress, which are changing even the structure of the communities whose work
forge the shared juridical knowledge (Miller and Record 2013; Sarra 2018).

On the other hand, it acknowledges that the human-machine “commonality” actually takes place on the
pragmatic level made by the acceptability of the results and not of the identity of the decision-making pro-
cedures actually employed. The machine that classifies and “decides” reaches its results according to proce-
dures way different from the (holistic-interpretative) ones that we-humans would use even when both arrive
at the same outcome (Crafa 2019; Sánchez Hidalgo 2019; Burrell 2016, 16). Here, as elsewhere, the use of an-
thropomorphizing terms, such as “decision”, “will”, etc., does not help because it creates the illusion of a priori
commensurability of activities that, instead, are profoundly different.

The analytical description of the processes that the machine has carried out, including the indication of the
connecting values (weights) between the nodes of a complex series of layers in a neural network, which it has
itself optimized, shows the “how” of the process, and not the “why”. Even if it were possible to provide it in
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detail, it would not necessarily constitute an adequate explanation for the need to resolve the specific dispute
and, therefore, it would be useless. The machine does not know the distinction, its own “why” is the “how”.

In other words, its operation expresses a purely analytical rationality, while juridical rationality is eminently
dialectical (Cavalla 2011, 2017; Moro 2014, 2019). The request for the specific “why” can be radical, suitable
to involve the premises at the base of the choices that led to the very structuring of an experience through
automation. If necessary, it can also raise on it, as a whole, a request for justice.

This last point is particularly important and reveals what is really at stake in the discussions about the c.d.
“right of explanation”. It is not the legitimacy of the request of the data subject to make the processes leading to
the decision understandable. As mentioned, the informational rights referred to in Articles 13–14 and the right
of access (15) already guarantee a certain level of ex ante comprehensibility of the processes. And it is correct, for
what has been said so far, that once the decision whose consequences – “juridical” or in any case “significant”
– are unacceptable, is obtained, the right to contest entitles the data subject to a higher and more specific level
of information and explanation because of the very needs of a meaningful contestation.

On one hand, the ex ante information plan is abstract and identical for all those who are subject to the same
type of automated procedure, on the other, the mere acceptance of the result produces a concordance between
the controller and the data subject that is on the individual level but it is purely pragmatic, which therefore
excludes the sharing of a complete rational vision of the story.

Both (the ex ante rational but abstract, and the individual but pragmatic) are made of exclusivist logics: the
first ignores the irreducible diversity of each singularity, the second the intimately juridical need for a rational
commensuration between the individual and common reason for actions.

By means of the contestation this theme opens up: a search for mediation, which is, actually, the search
for a plan of practical rationality, including the controversial case, in the setting of generalities that identify
the particular shared version of the “good” society. From the standpoint of history of law, this is the value of
casuistic approach (Gábriš 2019)

The point is, therefore, that the very concept of “explanation” is not at all univocal. Even the notion already
cited and discussed in literature is imperfect (Wachter, Mittelstadt, and Floridi 2017, 78): on the one hand it
does not specify what is considered “rationale” or “reason”, and with what criteria to choose and limit the
“individual circumstances”. On the other hand, it is not to be taken for granted that a juridically and pragmati-
cally valid “explanation” must always include everything that can be interpreted as such by a certain technical
knowledge.

In other words, the notion of explanation cited is aprioristic, abstract and made e lato titularis, because it
reads the right of explanation in terms of the data controller’s need for compliance: what should a controller
say whenever a data subject exercises this right. Instead, here the compliance needs must be seen in terms of
means for mediating the dispute and not of mere pre-established fulfillment.

Therefore, the right of explanation must be seen as a condition of operability for the right to contest and that
leads to reject an abstract and absolute notion of “explanation”: its content needs to be linked to the specific
position that the interested party intends to assume in the controversy (see also: Wachter, Mittelstadt, and
Russell 2018).

When he has no interest in challenging the decision, because he shares the outcome of the machine, even if
his reasons are different from those that can be represented as “reasons” of the automated decision, there will
be no sense in recognizing him a right to the analytical explanation: he could exercise, if he wants to, the right
of human intervention and information together with that of expressing his own opinion to complete a picture
which, however, is not under dispute.

When, on the other hand, he rejects the decision and, therefore, uses his right to contest, the request also for
an explanation becomes legitimate and its precise content will depend on the opposition and the controversy
that is being determined. In other words, the practicability of the right of explanation is connected to that of
contestation and its precise content is also situational and relative: the controversial dialogue will establish how
much the “explanation” should be a “technical description” (“how”) and how much, instead, a “justification”
(“why”). In this sense, I propose to consider the “right” to explanation rather as a “duty” to answer the needs
of comprehension about the entire relationship determined by the use of intelligent machines.

To conclude on this point, I argue that in the context of the safeguard measures towards the risks of au-
tomatic decision-making, there is no such a thing as a valid explanation per se. What counts as explanation
cannot be established in advance, nor can be set an a priori level of technicality sufficient enough to elude the
needs of a case by case approach to the many forms in which a contestation can be manifested.

The compliance on this point is rather evaluated on the basis of the tools and processes set forth to deal
with the contestation with respect of the principles of the adversarial procedure and the need for an impartial
mediative decision.

Anyone who decides to commit his relationships, both legal or otherwise able to have a significant impact
on the existence of others, to machines must be ready to give an account (respondere) also of the basic choices of
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his organization, why he made use of more or less opaque instruments, and he must be able to demonstrate to
take on a shared and social rationality, and not only a technical, sector-based and specialized knowledge.

6 Conclusions

In order to draw some conclusions of the journey made, I summarize in a few brief points what was said.
The proposal that has been supported in these pages is, in essence, to take very seriously the provision of

the right to contest in the context of the discipline of automated decisions, and to interpret the latter in order
to fully exploit it.

In this sense it has been shown, first of all, that there are very close interrelations between the subjective fig-
ures provided for by art. 22 GDPR and that the best reading – that which reduces or eliminates paradoxicalities
– is that one which avoids seeing them in competition with each other. On the contrary, they must be seen in a
fundamental progression of protection that has its culmination precisely in the right to contest.

Secondly, this progressive protection also implies the need to exploit the prerequisites for the exercise of
the recognized rights. Therefore, those figures indicated in Recital 71 and not explicitly reported in the text
of art. 22, such as the right to specific information and to explanation, should be considered included in the
safeguards. Their content is a function of the de facto invoked protection: which is maximum in the case of a
complex and punctual contestation, which will therefore be inclusive of all the other figures.

Thirdly, given the procedural nature of the right to contest, the possibility of its exercise implies the respect
for the principle of the adversarial procedure, which in turn imposes an equal and constructive exchange for
the best highlighting of both the controversial points and those on which the parties already agree upon.

Fourthly, the question of the “right of explanation” must be placed in this context. As a condition of prac-
ticability of a sensible contestation it certainly exists but is not substantiated in correspondence to an abstract
model of rationality, let alone it should adhere to pure technical description.

The compliance of the data controller on the point must refer to the constitution of means and places of
management of the dispute, as well as to its ability to adequately respond to the request for explanation in the
terms in which it is actually exercised in the contestation: these are also the terms in which we can agree upon
the existence of a contestability by design principle in the GDPR .

The explanation that must be given is referred to the case with the technical details that are sufficient for the
construction of a dialogue that highlights the controversial point and can show that the determination made
makes sense with respect (and is not detrimental) to the standard of widespread social acceptability for similar
operations.

Fifth, everything should result in a judgment.
To conclude, on a more general level it should be noted that there is another reason why it is appropriate to

insist on a radical enhancement of the right to contest.
It brings into play the need to measure the forms of rationality that operate in contemporary society and

that intersect, unconsciously, in those points that are represented by decisions that affect intersubjective rela-
tionships.

Faced with complex and opaque processes, the factual acceptance of the outcomes is a pragmatic phe-
nomenon that says nothing about the state of rational sharing of the subjects involved. The actual pervasiveness
of the datafication and the presumably increasing presence of automated decision-making procedures, offers
an image of the society made up of agents (human and not) crossing each other in the acceptance of mutual
decisions without the exchange of a discursive rationality.

This is, of course, a sign of today’s domination of technology, and we cannot help but wonder if the law
can really support it to the end. Let us remember that even the acceptability of a certain arrangement can be a
technical product: the product of a power so strong that it is able to eliminate the critical point of view (the one
that contests, articulating reasons on which it claims rational exchange), thereby also eliminating the need to
realize and measure oneself to it.

Would we still call “ius” a regulation that allows this?
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