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Abstract. A minimal time problem with linear dynamics and convex target is considered. It is
shown, essentially, that the epigraph of the minimal time function T (·) is ϕ-convex (i.e., it satisfies a
kind of exterior sphere condition with locally uniform radius), provided T (·) is continuous. Several
regularity properties are derived from results in [G. Colombo and A. Marigonda, Calc. Var. Partial
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1. Introduction. The regularity of the minimal time function T (·) is a widely
studied topic (see, e.g., [5, 24, 6, 7, 8, 25, 3] and references therein), under different
viewpoints. In particular, it is proved in [7] that with linear dynamics and convex
target, T (·) is semiconvex provided the Petrov condition holds. The latter is equivalent
to the Lipschitz continuity of T (·) near the target and thus is a type of strong local
controllability condition. Since T (·) is not necessarily convex (see p. 100 in [14]) even
for a point-target, this is a natural regularity class for a linear minimum time problem.

Classical examples, however, exhibit minimal time functions that are not locally
Lipschitz even though the system is small time locally controllable (see, e.g., [3, Ex-
ample 2.7, p. 242]). Therefore, it is natural to seek conditions that identify regularity
properties of T (·) in situations where T (·) is not locally Lipschitz. This motivated
the results in [12], where a class of lower semicontinuous functions was studied whose
epigraph satisfy an external sphere condition with locally uniform radius; this prop-
erty, for general sets, is often referred to as positive reach [16], ϕ-convexity [15], or
proximal smoothness [11]. Such functions are semiconvex if and only if they are lo-
cally Lipschitz and therefore are a good candidate to extend the result in [7] under
more general controllability conditions. In [12], functions with ϕ-convex epigraph
were shown to have several fine properties. In particular, a function in this class
is of locally bounded variation; moreover, a.e. x admits a neighborhood where the
function is indeed semiconvex, and as a consequence it is twice differentiable almost
everywhere.

It will be shown below that the epigraph of T (·) is ϕ-convex, under suitable
controllability assumptions. More precisely, we prove that for a linear control problem
with a convex target S, the epigraph of T (·) is ϕ-convex (Theorem 3.7), provided T
is continuous. Our assumptions are satisfied in several situations, including, e.g., the
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case where the system fulfils the Kalman rank condition and the target is the origin.
An example where small time controllability does not hold, yet is covered by Theorem
3.7, is presented in section 2.4.

Our analysis depends on a representation formula for the normal cone to sublevel
sets of T , which is proved using simple tools of convex analysis together with Pon-
tryagin’s maximum principle. The techniques used here are essentially linear, due to
the repeated use of explicit formulas. The main difficulty to handle is the possibil-
ity of having points where both the subdifferential and the superdifferential of T are
empty, due to the lack of Lipschitz continuity. Finally, the regularity results in [12]
are applied to T (·), and the corresponding properties of T are listed in Corollary 3.8.

We recall that for nonlinear dynamics, the semiconvexity of T (·) is generally not
present (see, e.g., [6, Example 4.3]). However, in analogy with [6] and [8], one may
expect regularity results of a similar nature under more restrictive assumptions on the
target and dynamics. We mention that proving such a nonlinear result by methods
analogous to ours must overcome two main difficulties: first, the existing nonlinear
results rely either on the Lipschitz continuity of T (·) (see [7]) or are rather general,
but provide substantially weaker estimates (see [8]); second, weaker controllability
conditions lead to singularities of T (·) that are of both semiconvex and semiconcave
type (see [4]) together with cusp points. Hence it is not clear how to obtain a nonlinear
version of our Theorem 3.1, and this will be a topic of future research.

2. Preliminaries. This section briefly introduces concepts from nonsmooth anal-
ysis, geometric measure theory, and control theory.

2.1. Nonsmooth analysis. A standard reference for the nonsmooth concepts
introduced here is [10]. Let K ⊆ R

n be closed. We denote, for x ∈ R
n,

dK(x) = min{‖y − x‖ : y ∈ K} (the distance of x from K),
πK(x) = {y ∈ K : ‖y − x‖ = dK(x)} (the projections of x onto K),

B(K, ρ) = {y ∈ R
n : dK(y) ≤ ρ}.

A vector v is a proximal normal to K at x ∈ K (notated by v ∈ NP
K(x)) if there exists

σ = σ(v, x) ≥ 0 such that

〈v, y − x〉 ≤ σ‖y − x‖2 for all y ∈ K.(2.1)

For v 	= 0, then v ∈ NP
K(x) if and only if this there exists λ > 0 such that πK(x+λv) =

{x}. If K is convex, then NP
K(x) equals the normal cone NK(x) to K at x as defined

in convex analysis, namely, the set of vectors v ∈ R
n for which

〈v, y − x〉 ≤ 0 for all y ∈ K.

Suppose f : R
n → R∪{+∞} is lower semicontinuous and epi(f) := {(x, ξ) : ξ ≥ f(x)}

and dom(f) = {x ∈ R
n : f(x) < +∞} are its epigraph and (effective) domain,

respectively. Let x ∈ dom(f). A vector ζ ∈ R
n is a proximal subgradient of f at x

(notated by ζ ∈ ∂P f(x)) if (ξ,−1) ∈ NP
epi(f)(x, f(x)); equivalently (see [10, Theorem

1.2.5]), ξ ∈ ∂P f(x) if and only if there exist σ, η > 0 such that

f(y) ≥ f(x) + 〈ζ, y − x〉 − σ‖y − x‖2 for all y ∈ B(x, η).(2.2)

The following class of sets (see [11, section 4]) will play a major role in our analysis.
Definition 2.1. Suppose K ⊆ R

n is closed and r > 0. Then K is r-proximally
smooth if the distance function dK is continuously differentiable on B(K, r) \K.
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Geometrically, in virtue of [11, Theorem 4.1], this means that every nonzero proximal
normal to K is realized by an r-ball, i.e.,

〈v, y − x〉 ≤ 1

2r
‖y − x‖2(2.3)

for all x, y ∈ K and v ∈ NP
K(x), ‖v‖ = 1. Moreover, if K is proximally smooth,

then the Clarke normal cone to K at x coincides with NP
K(x) for all x ∈ K, and in

particular NP
K(x) is nontrivial (see [11]) at all points x on the boundary of K.

Proximal smoothness is rather restrictive for noncompact sets such as epigraphs.
The following generalization allows for the constant in (2.3) to depend on x.

Definition 2.2. Suppose K ⊆ R
n is closed and ϕ : K → [0,+∞) is continuous.

We say that K is ϕ-convex if

〈v, y − x〉 ≤ ϕ(x)‖y − x‖2(2.4)

for all x, y ∈ K and v ∈ NP
K(x) with ‖v‖ = 1.

Comparing (2.3) and (2.4) reveals that K is r-proximally smooth if and only if
it is ϕ-convex with ϕ(x) = 1

2r for all x ∈ K. Such sets are also referred to as prox-
regular in [22], and several characterizations are known (see [16, 11, 22]). However,
they will not be used here. We recall that, in particular, convex sets, or sets with a
C1,1-boundary, are ϕ-convex.

If K is the epigraph of a continuous function T (·), then the ϕ-convexity condition
(2.4) takes the form

〈(ζ, ξ), (y, β) − (x, α)〉 ≤ ϕ(x, α)(‖ζ‖ + |ξ|) (‖y − x‖2 + |β − α|2)(2.5)

for all x, y ∈ dom(T ), α ≥ T (x), β ≥ T (y), (ζ, ξ) ∈ NP
epi(T )(x, α), with ϕ : epi(T ) →

[0,+∞) continuous.

2.2. Geometric measure theory. The study of some fine regularity properties
of ϕ-convex sets and functions with ϕ-convex epigraph is taken up in [12] and will be
quoted here. Stating these requires concepts from geometric measure theory [1, 20].

For 0 ≤ k ≤ n, the k-dimensional Hausdorff measure in R
n is denoted by Hk.

The Hausdorff dimension of a set E is H − dim(E) := inf{k ≥ 0 : Hk(E) = 0}. A
set E ⊆ R

n is countably k-rectifiable if there exist countably many Lipschitz functions
fi : R

k → R
n such that

Hk

(
E \

+∞⋃
i=0

fi(R
k)

)
= 0.

Let Ω ⊂ R
n be open, and u ∈ L1(Ω); we say that u is a function of bounded variation

in Ω (u ∈ BV (Ω)) if the distributional derivative of u is representable by a finite
Radon measure in Ω, i.e., if

∫
Ω

u
∂ϕ

∂xi
dx = −

∫
Ω

ϕdDiu for all ϕ ∈ C∞
c (Ω), i = 1, . . . , n,

for some finite Radon measure Du = (D1u, . . . ,Dnu).
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2.3. Control theory: Generalities. We consider throughout the paper a lin-
ear control system of the form⎧⎨

⎩
ẏ(t) = Ay(t) + u(t) a.e.,
u(t) ∈ U a.e.,
y(0) = x,

(2.6)

where A ∈ Matn×n(R). The control set U ⊂ R
n is compact and convex, and the

control function u(·) is measurable. For all t > 0, we denote by U t
ad the set of

admissible controls, i.e., the measurable functions u : [0, t] → R
n, such that u(t) ∈ U

a.e. on [0, t]. For any u(·) ∈ U t
ad, the unique Carathéodory solution of (2.6) is denoted

by yx,u(·).
Suppose we are now given a closed nonempty set S ⊂ Ω, which is called the target

set. For fixed x /∈ S, the minimal time T (x) to reach S from x is defined by

T (x) := inf{T ≥ 0 : ∃u(·) such that yx,u(T ) ∈ S}.

When the set of controls u(·) steering x to S is empty, then T (x) = +∞. Since the
velocity sets F (y) := {Ay + u : u ∈ U} are convex, then standard arguments (see
[9, Theorem 9.2.i, p. 311]) show the infimum is actually a minimum (provided it is
finite); that is, there exists an optimal control steering x to S in the minimal time.

The reachable set from a point x ∈ Ω in time T is the set

RT (x) = {y(T ) : y(·) satisfies (2.6)}.

If x̄ ∈ RT (x), then x̄ is realized by the control function ū(·) if x̄ = yx,ū(T ). Note that
x̄ ∈ RT (x) is realized by ū(·) if and only if the (equivalent) formulas

x̄ = eATx +

∫ T

0

eA(T−t)ū(t) dt and x = e−AT x̄−
∫ T

0

e−Atū(t) dt(2.7)

hold. It is well known that RT (x) is convex and compact. It is convenient to also
notate as RT

−(x̄) the reversed-time reachable set from a point x̄, which is the reachable
set associated to the dynamics ẏ = −Ay − u. Namely,

RT
−(x̄) = {y(T ) : ẏ(t) = −Ay(t) − u(t), u(·) ∈ UT

ad a.e., y(0) = x̄}.

It is clear that x̄ ∈ RT (x) if and only if x ∈ RT
−(x̄). For r > 0, let

S(r) = {x ∈ R
n : T (x) ≤ r},

R = {x ∈ R
n : T (x) < +∞},

and observe

S(r) =
⋃

x̄∈S, 0≤T≤r

RT
−(x̄).

Recall that a closed set S ⊆ Ω is strongly invariant for the system (2.6) if for all
x ∈ S and T > 0, one has RT (x) ⊆ S. Analogously, S is weakly invariant (or viable)
if for all x ∈ S and all small T > 0, there exists a trajectory of (2.6) which remains
in S for all t ∈ [0, T ].
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A major tool in our analysis is the minimized Hamiltonian h : R
n × R

n → R,
given by

h(x, ζ) = 〈Ax, ζ〉 + min
u∈U

〈u, ζ〉.(2.8)

It is known that a set S is weakly invariant for the dynamics (2.6) if h(x, ζ) ≤ 0 for
all x ∈ S and ζ ∈ NP

S (x) (see [24], [10, Theorem 2.10]).
The adjoint equation associated with (2.6) is{

ṗ(t) = −A�p(t),

p(T ) = p̄,
(2.9)

and an adjoint arc is

p(t) = eA
�(T−t)p̄,(2.10)

which is the solution of (2.9). Pontryagin’s maximum principle is stated next.
Proposition 2.3 (maximum principle). Suppose x̄ ∈ RT (x) is realized by ū(·).

Then x̄ ∈ bdry RT (x) (= the boundary of RT (x)) if and only if there exists p̄ 	= 0 so
that the solution p̄(·) of (2.9) satisfies

〈p̄(t), ū(t)〉 = max
u∈U

〈p̄(t), u〉(2.11)

for almost all t ∈ [0, T ]. Moreover, in this case, p(t) ∈ NRt(x)

(
yx,ū(t)

)
for each

t ∈ [0, T ].
A standard reference for the proof is [17, section 13].

2.4. Continuity of the minimal time function. Continuity properties of the
minimal time function is a widely studied topic, mainly in connection with controlla-
bility. We refer to Chapter IV in [3] and references therein for an introduction to the
subject.

Definition 2.4. The control system (2.6) is small time controllable (STC) near
the target S if S ⊆ int S(r) for all small r > 0.

We collect some known results relating STC to continuity of T (·), with main
emphasis on a target more general than a singleton, in the following theorem.

Theorem 2.5. Assume (for simplicity) that S is compact.
(1) Suppose S = {0} and 0 ∈ rel intS(r) for all r > 0. Then T (·) is continuous

on R.
(2) (Generalized Petrov condition.) Suppose there exist δ > 0 and a continuous

nondecreasing function μ : [0, δ] → [0,+∞) with the properties

(a) μ(0) = 0, μ(ρ) > 0 for ρ > 0, and
∫ δ

0
dρ
μ(ρ) < +∞;

(b) for all x ∈ B(S, δ) \ S there exists s̄ ∈ πS(x) such that

h(x, x− s̄) ≤ −μ(‖x− s̄‖)‖x− s̄‖.(2.12)

Then the system (2.6) is STC near S and the minimal time function is con-
tinuous in a neighborhood of S.

(3) (Second order Petrov condition.) Suppose that S is the closure of an open set
with C2-boundary, and assume that there exist δ > 0 and η > 0 such that for
all x ∈ B(S, δ) \ S,
(a) h(x,DdS(x)) ≤ 0,
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(b) 〈DdS(x), A2x〉 + 2
〈
〈D2dS(x), Ax〉, Ax

〉
≤ −η.

Then the system (2.6) is STC near S and the minimal time function is Hölder
continuous with exponent 1/2 in a neighborhood of S.

(4) Suppose S = {0} and U = {Bu : u ∈ R
m, u ∈ [−1, 1]m}, B ∈ Matn×m(R).

The following are equivalent for a fixed integer k, k = 0, 1, . . . , n− 1.
(a) T (·) is Hölder continuous in R

n with exponent 1/(k + 1);
(b) (Kalman rank condition)

rank[B,AB, . . . , AkB] = n.

Proof. The proof of (1) is in [14, Theorem II.4.3]. Various versions of (2), obtained
with different methods, can be found, e.g., in [24], [6], [7, Chapter 8, section 8.2], [23],
[18], [21], [19]. Condition (3) is a particular case of a controllability result contained
in [19]. The proof of (4) can be found in [2, Chapter 2, section 6].

We will consider a slightly more general situation, where the continuity of the
minimal time function is not directly linked to an STC condition. We illustrate this
with a simple example.

Example 1. Let α > 1 and S = {(x, y) ∈ R
2 : y ≥ |x|α}. Let U = [−1, 1] and

consider the linear control system

{
ẋ = u ∈ U ,
ẏ = 0.

(2.13)

None of the conditions listed in Theorem 2.5 is satisfied in a neighborhood of S, and
actually R = R × [0,+∞) is not a neighborhood of S. Let x > 0, 0 ≤ y < xα.
Then T (x, y) = x− y1/α, which is continuous on R \ S but not locally Lipschitz. We
observe that for all (x, y), there exists a control u(x, y) (actually u(x, y) = −sgn(x))
such that A(x, y)+u(x, y) = (u(x, y), 0) points toward S. However, the angle between
the vector pointing to S and the external normal to S is not uniformly bounded away
from 0, and in fact this angle tends to 0 as (x, y) → (0, 0). We estimate its rate of
convergence to 0 along the x-axis. Let ξ(x) = x+αx2α−1. Observe that the segment
joining (ξ(x), 0) and (x, xα) is orthogonal to the graph of y = xα at (x, xα). Moreover,
ξ(x) ∼ x for x → 0 and

dS((ξ(x), 0)) = xα
√

1 + α2x2(α−1) ∼ xα for x → 0.

Finally,

min
u∈[−1,1]

〈
(u, 0),

(ξ(x), 0) − (x, xα)

dS(ξ(x), 0)

〉
=

x− ξ(x)

dS(ξ(x), 0)

= − αxα−1

√
1 + α2x2(α−1)

≤ −const (dS(ξ(x), 0))
α−1
α .

In this example, the angle satisfies an estimate of the type (2.12). However, this
estimate does not hold in an entire neighborhood of S, and the continuity of T in R
is not covered by any of the statements in Theorem 2.5. The forthcoming paper [19]
contains a result covering the Hölder continuity of T in R also in the above example.
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3. The epigraph of the minimal time function, and differentiability
properties. We repeat the setting we are concerned with. We consider the linear
system ⎧⎨

⎩
ẏ(t) = Ay(t) + u(t) a.e.,
y(0) = x,
u(t) ∈ U a.e.

(3.1)

with U ⊆ R
n compact and convex. Let S 	= ∅ be the target set.

Let δ > 0 be given, and set Rδ = S(δ) \ S. We make the following further
assumptions:

(H1) S is closed and convex, and h(x, ζ) ≤ 0 for all x ∈ S and ζ ∈ NS(x);
(H2) T (·) is continuous in S(δ).

Observe that (H1) and (H2) do not imply STC, because S(δ) is not required to be a
neighborhood of S. Such a situation is illustrated by Example 1.

The following result is an easy consequence of (H1).
Proposition 3.1. Under the above assumption (H1), the sets S(r) are compact

and convex, and if r1 ≤ r2 we have S(r1) ⊆ S(r2). Therefore R is convex.
We need a few technical lemmas. A version of Lemmas 3.2 and 3.3 already

appeared in [13, section 2]. We repeat the proofs here, in order to make this paper
more self-contained. The first two concern a representation of the normal cone to the
level sets of T and of the proximal subdifferential of T .

Lemma 3.2. Let (H1) hold, and let r ≥ 0, x ∈ R
n with T (x) = r, and x̄ ∈

S ∩Rr(x). Then

NS(r)(x) =
{
− eA

�rp̄ : p̄ ∈ [−NS(x̄)] ∩NRr(x)(x̄)
}
,(3.2)

and therefore the right-hand side is independent of x̄ ∈ S ∩Rr(x).
Proof (see also [13, Theorems 4 and 8]).
“⊆ .” Let ζ ∈ NS(r)(x). Then, by convexity,

〈ζ, y − x〉 ≤ 0 for all y ∈ S(r).(3.3)

Let ū(·) ∈ Ur
ad be an admissible control that realizes x̄, and thus (2.7) holds with

T = r. The rest of the proof is broken into two claims.

Claim 1. e−A
�
rζ ∈ NS(x̄).

Proof of Claim 1. Let ȳ ∈ S, and define

y = e−Arȳ −
∫ r

0

e−Atū(t) dt,(3.4)

which therefore belongs to S(r). We have

〈e−A
�
rζ, ȳ − x̄〉 = 〈ζ, e−Arȳ − e−Arx̄〉

= 〈ζ, y − x〉 (by (2.7) and (3.4))

≤ 0 (by (3.3) and since y ∈ S(r)).

It follows that e−A
�
rζ ∈ NS(x̄).

Claim 2. −e−A
�
rζ ∈ NRr(x)(x̄).
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Proof. First note that x ∈ Rr
−(x̄) ⊆ S(r), and therefore ζ ∈ NRr

−(x̄)(x). By
Proposition 2.3 applied to the reversed time data −A and −U , we have that for all
t ∈ [0, r], 〈

−e−A
�
tζ, ū(t)

〉
= max

u∈U

〈
−e−A

�
tζ, u

〉
.(3.5)

Now suppose ȳ ∈ Rr(x), so that

ȳ = eArx +

∫ r

0

eA(r−t)u(t) dt

for some u(·) ∈ Ur
ad. We have〈

−e−A
�
rζ, ȳ − x̄

〉
=

〈
−e−A

�
rζ,

∫ r

0

eA(r−t)
(
u(t) − ū(t)

)
dt

〉

=

∫ r

0

〈
−e−A

�
tζ, u(t) − ū(t)

〉
dt

≤ 0,

where the last inequality follows from (3.5). The validity of Claim 2 is now established.
It is clear that the “⊆” inclusion in (3.2) follows from Claims 1 and 2.
“⊇.” Let x̄ ∈ S ∩ Rr(x), and let p̄ ∈ [−NS(x̄)] ∩ NRr(x)(x̄). Let y ∈ S(r) and

ȳ ∈ S ∩Rr(y). Respectively, let u(·), ū(·) ∈ UT
ad realize ȳ, x̄, and thus

y = e−Arȳ −
∫ r

0

e−Atu(t) dt,

x = e−Arx̄−
∫ r

0

e−Atū(t) dt.

(3.6)

We have 〈
−eA

�
rp̄, y − x

〉
=

〈
−p̄, eAr

(
y − x

)〉

=
〈
−p̄, ȳ − x̄

〉
+

∫ r

0

〈−p(t), ū(t) − u(t)〉 dt

by (3.6). Since −p̄ ∈ NS(x̄), the first term on the right-hand side of the previ-
ous expression is nonpositive. By the maximum principle, the second term is also

nonpositive. Hence the assertion −eA
�
rp̄ ∈ NS(r)(x) follows, and the proof is

concluded.
Lemma 3.3. Let the assumption (H1) hold. Let x ∈ S(r), T (x) = r > 0 and let

x̄ ∈ S ∩Rr(x). Then a vector ζ belongs to ∂PT (x) if and only if

h(x, ζ) = −1

and

−e−A�rζ ∈
[
−NS(x̄)

]
∩NRr(x)(x̄).

Proof. By Theorem 5.1 in [25],

∂PT (x) = NS(r)(x)
⋂ {

ζ : h(x, ζ) = −1
}
.(3.7)

Then the statement follows from Lemma 3.2.
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The next three lemmas concern the Hamiltonian, mainly in connection with nor-
mal vectors to the epigraph of T .

Lemma 3.4. Let r > 0, x0 ∈ S(r). If ζ ∈ NS(r)(x0), then h(x0, ζ) ≤ 0.
Proof. By contradiction, let ζ ∈ NS(r)(x0) be such that h(x0, ζ) > 0. By definition

of Hamiltonian, we have ζ 	= 0. Let x(·) be an optimal trajectory starting from
x(0) = x0 and let u(·) be an optimal control realizing x(·). Let z = x0 + ζ. We are
now going to contradict the dynamic programming principle. Indeed, by convexity
of S(r), it is enough to show that there exists η > 0 such that x(t) ∈ B(z, ‖ζ‖) for
all t ∈ (0, η). In fact this implies that x(t) /∈ S(r) for all t ∈ (0, η), i.e., there exists
0 < t̄ < T (x0) such that T (x(t̄)) > T (x0), which is against the optimality of x(·). We
have

d

dt
‖x(t) − z‖2 =

d

dt
〈x(t) − x0 − ζ, x(t) − x0 − ζ〉

= 2〈ẋ(t), x(t) − x0 − ζ〉
= 2〈ẋ(t), x(t) − x0〉 − 2〈Ax(t) + u(t), ζ〉
≤ 2

(
K2t− h(x(t), ζ)

)
,

where K is a bound on ‖ẋ‖. According to our hypothesis h(x(0), ζ) > 0, so for small
t we have by continuity d

dt‖x(t) − z‖2 < 0, which implies x(t) ∈ B(z, ‖ζ‖).
Lemma 3.5. Let (H1) hold. Let r > 0, and let x0 ∈ R

n be such that T (x0) = r.
If (ζ, 0) ∈ NP

epi(T )(x0, T (x0)), then ζ ∈ NS(r)(x0) and h(x0, ζ) ≤ 0.

Proof. In view of Lemma 3.4, it is enough to show that ζ ∈ NS(r)(x0). To this
aim, observe that there exists σ > 0 such that

〈(ζ, 0), (y, ξ) − (x0, T (x0))〉 ≤ σ(‖x0 − y‖2 + |T (x0) − ξ|2)(3.8)

for all (y, ξ) ∈ epi(T ). In particular, for y ∈ S(r) and ξ = r the inequality (3.8) yields

〈ζ, y − x0〉 ≤ σ‖x0 − y‖2,

and this says that ζ ∈ NP
S(r)(x0). Since S(r) is convex, this fact is equivalent to

ζ ∈ NS(r)(x0). The proof is concluded.
Lemma 3.6. Let r > 0, x0 ∈ S(r), T (x0) = r. If (ζ,−1) ∈ NP

epi(T )(x0, T (x0)),

then h(x0, ζ) = −1.
Proof. By hypothesis, ζ ∈ ∂PT (x0); then apply Lemma 3.3.
The following is the main result of the paper.
Theorem 3.7. Consider the system (3.1) with the assumptions (H1), (H2). Then

there exists a continuous function ϕ such that the epigraph of T|Rδ
is ϕ-convex.

Proof. The proof consists of two steps. In the first step we establish an inequality
of the type (2.5) for a particular choice of points in epi(T ) by assuming that S is
compact. In the second, we show that the inequality proved in the first step holds in
general.

Step 1. Let S be compact. We claim that there exists K = K(δ) > 0 with
the following property: for all x1, x2 ∈ Rδ, for all (ζ, ξ) ∈ NP

epi(T )(x1, T (x1)) with

ξ ∈ {0,−1} it holds

〈(ζ, ξ), (x2, T (x2)) − (x1, T (x1))〉 ≤ K(‖ζ‖ + |ξ|)(‖x2 − x1‖2 + |T (x2) − T (x1)|2).
(3.9)

Proof of Step 1. Let r1 = T (x1), r2 = T (x2). Let ui be an optimal control
steering xi to x̄i ∈ S in time ri for i = 1, 2. Take (ζ, ξ) ∈ NP

epi(T )(x1, T (x1)).
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We have the following possibilities:
1. ξ = −1: in this case ζ ∈ ∂PT (x1) and, by Lemma 3.3, we have h(x1, ζ) = −1

and there exists p ∈ NRr1 (x1)(x̄1) ∩ [−NS(x̄1)] such that ζ = −eA
�r1p.

2. ξ = 0: in this case, by Lemma 3.5 we have ζ ∈ NS(r1)(x1) and h(x1, ζ) ≤ 0,
and by Lemma 3.2 there exists p ∈ NRr1 (x1)(x̄1) ∩ [−NS(x̄1)] such that ζ =

−eA
�r1p.

In both cases, we have the existence of p ∈ NRr1 (x1)(x̄1) ∩ [−NS(x̄1)] such that

ζ = −eA
�r1p. By the Pontryagin maximum principle,

〈p(t), u1(t)〉 = max
u∈U

〈p(t), u〉

for a.e. t, where p(t) = eA
�(r1−t)p, and ζ = −p(0)(= −p).

Now suppose r2 ≤ r1 and define

y := eA(r1−r2)x1 +

∫ r1−r2

0

eA(r1−r2−t)u1(t) dt

= e−Ar2 x̄1 −
∫ r1

r1−r2

eA(r1−r2−t)u1(t) dt.

We have

〈ζ, x2 − x1〉 = 〈p(r1 − r2) − p(0), x2 − x1〉 + 〈−p(r1 − r2), x2 − y〉
+ 〈−p(r1 − r2), y − x1〉

=: (I) + (II) + (III).

We estimate separately each term of the above sum:

|(I)| =
∣∣∣〈(eA�r2 − eA

�r1)p, x2 − x1〉
∣∣∣ =

∣∣∣〈eA�r2(Id − eA
�(r1−r2))p, x2 − x1〉

∣∣∣
≤ k′2(r1 − r2)‖p‖ ‖x2 − x1‖ ≤ k′′2‖p‖(‖x2 − x1‖2 + |r2 − r1|2),

where k′2, k
′′
2 ∈ R are positive constants, and Id denotes the identity matrix. Further-

more, observe that ‖p‖ ≤ k‖ζ‖, with k independent of ζ, r1, r2 because δ is finite. So
it holds

|(I)| ≤ k2‖ζ‖(‖x2 − x1‖2 + |r2 − r1|2),

where k2 is a positive constant independent of x2, x1, r2, r1, ζ.
Let us now consider (II). First observe that

x2 − y = e−r2A(x̄2 − x̄1) +

∫ r1

r1−r2

eA(r1−r2−t)u1(t) dt−
∫ r2

0

e−Atu2(t) dt

= e−r2A(x̄2 − x̄1) +

∫ r1

r1−r2

eA(r1−r2−t)(u1(t) − u2(t− r1 + r2)) dt.

Then

(II) = 〈−eA
�r2p, x2 − y〉 = 〈−p, x̄2 − x̄1〉 +

∫ r1

r1−r2

〈p(t), u2(t− r1 + r2) − u1(t)〉 dt.



REGULARITY OF THE MINIMAL TIME 2295

By observing that −p ∈ NS(x̄1) and by the maximum principle, we have that (II) ≤ 0.
Let us now consider (III). First, observe that

y − x1 =

∫ r1−r2

0

ẋ1(t) dt =

∫ r1−r2

0

(Ax1(t) + u1(t)) dt,

where

x1(t) := eAtx1 +

∫ t

0

eA(r1−t)u1(t) dt

is the optimal trajectory associated with x1 and u1(t).
Let us define

k′′3 = max{‖A‖‖x‖ + ‖u‖ : x ∈ Rδ, u ∈ U}.

Then we have that

(III) =

∫ r1−r2

0

〈p(t)−p(r1− r2), Ax1(t)+u1(t)〉 dt+
∫ r1−r2

0

〈−p(t), Ax1(t)+u1(t)〉 dt.

We have also the following estimate, valid for all t ∈ [0, r1 − r2]:

|〈p(t) − p(r1 − r2), Ax1(t) + u1(t)〉| ≤ k′′3‖p(t) − p(r1 − r2)‖
≤ k′3‖p‖(r1 − r2)

≤ k3‖ζ‖(r1 − r2).

So the first integral in (III) can be majorized by

k3‖ζ‖|r1 − r2|2,

where k3 is a positive constant independent of x1, x2, r1, r2, ζ. By the maximum
principle, the second integral in (III) is∫ r1−r2

0

[〈−p(t), Ax1(t)〉 − max
u∈U

〈p(t), u〉] dt.

The following estimates hold, for a suitable constant k4, independent of x1, x2, r1, r2, ζ:∫ r1−r2

0

〈−p(t), Ax1(t)〉 =

∫ r1−r2

0

[
〈p(0) − p(t), Ax1(t)〉

+ 〈−p(0), A(x1(t) − x1)〉
]
dt

+

∫ r1−r2

0

〈−p(0), Ax1〉 dt

≤ k4‖ζ‖|r1 − r2|2 +

∫ r1−r2

0

〈ζ, Ax1〉 dt,∫ r1−r2

0

−max
u∈U

〈p(t), u〉 dt =

∫ r1−r2

0

min
u∈U

〈p(0) − p(t), u〉 dt

+

∫ r1−r2

0

min
u∈U

〈−p(0), u〉 dt

≤ k4‖ζ‖|r1 − r2|2 +

∫ r1−r2

0

min
u∈U

〈ζ, u〉 dt.
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Therefore,

(III) ≤ k′4‖ζ‖ |r1 − r2|2 + (r1 − r2)h(x1, ζ).

Now we have to distinguish two cases:
1. If ξ = −1, then h(x1, ζ) = −1 and so putting together the estimates on (I),

(II), and (III) we obtain that

〈ζ, x2 − x1〉 ≤ r2 − r1 + k′‖ζ‖|r1 − r2|2 + k′′‖ζ‖(‖x2 − x1‖2 + |r2 − r1|2),

which may be written, for a suitable constant k5 independent of x1, x2, r1, r2, ζ,
as

〈(ζ,−1), (x2, T (x2))−(x1, T (x1))〉 ≤ k5(‖ζ‖+1)(‖x2−x1‖2+|T (x2)−T (x1)|2)

for all x1, x2 ∈ Rδ and for all (ζ,−1) ∈ NP
epi(T )(x1).

2. If ξ = 0, then h(x1, ζ) ≤ 0 and so

(III) ≤ k′4‖ζ‖ |r1 − r2|2.

Putting the estimates together, we obtain

〈ζ, x2 − x1〉 ≤ k′‖ζ‖ |r1 − r2|2 + k′′‖ζ‖(‖x2 − x1‖2 + |r2 − r1|2),

which may be written, for a suitable constant k5 independent of x1, x2, r1, r2, ζ,
as

〈(ζ, 0), (x2, T (x2)) − (x1, T (x1))〉 ≤ k5‖ζ‖(‖x2 − x1‖2 + |T (x2) − T (x1)|2)

for all x1, x2 ∈ Rδ and for all (ζ, 0) ∈ NP
epi(T )(x1).

In both cases, we obtain (3.9).
The case r2 > r1 is similar. Let ui(·) ∈ Uri

ad be controls steering xi to xi ∈
S in the optimal times ri, i = 1, 2, together with adjoint arcs pi : [0, ri] → R

n,

pi(t) = eA
�

(ri−t)pi. Now set p̃(t) = eA
�

(r2−t)p1 for t ∈ [0, r2] and observe that, for
t ∈ [r2−r1, r2], u1(t−(r2−r1)) ∈ Argmaxu∈U 〈p̃(t), u〉. Choose now, for t ∈ [0, r2−r1],
ū(t) ∈ U such that ū(t) ∈ Argmaxu∈U 〈p̃(t), u〉, and set

ũ(t) =

{
ū(t), t ∈ [0, r2 − r1],
u1(t− (r2 − r1)), t ∈ (r2 − r1, r2].

Define

y = e−A(r2−r1)x1 −
∫ r2−r1

0

e−Atū(t) dt = e−Ar2 x̄1 −
∫ r2

0

e−Atũ(t) dt.

Now the estimates proceed analogously to the previous case r2 ≤ r1, with p̃, ũ in place
of p1, u1. The proof of Step 1 is concluded.

Step 2. Let T : R
n → R

+ ∪ {+∞} be lower semicontinuous and proper, with a
ϕ-convex domain D = {x ∈ R

n : T (x) < +∞} and such that
1. T is continuous on D.
2. For all R > 0 there exists σ = σ(R) > 0 such that for all x, y ∈ D ∩ B̄(0, R)

and for all (ζ, ξ) ∈ NP
epi(T )(x, T (x)) with ξ ∈ {0, 1} it holds

〈(ζ, ξ), (y, T (y)) − (x, T (x))〉 ≤ σ(‖ζ‖ + |ξ|)(‖y − x‖2 + |T (y) − T (x)|2).

Then there exists a continuous ϕ such that epi(T ) is ϕ-convex.
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Proof of Step 2. We have to prove that given (x, α), (y, β) ∈ epi(T ) with ‖x‖, ‖y‖ ≤
R and (ζ, ξ) ∈ NP

epi(T )(x, α) with ξ ∈ {0,−1}, there exists σ′ = σ′(R) > 0 such that

〈(ζ, ξ), (y, β) − (x, α)〉 ≤ σ′(‖ζ‖ + |ξ|)(‖y − x‖2 + |α− β|2).

Let α > T (x). Two cases may occur:

1. If (x, α) ∈ int epi(T ), then NP
epi(T )(x, α) = {(0, 0)}, and there is nothing to

prove.
2. Suppose (x, α) ∈ bdry epi(T ). Let (ζ, ξ) 	= (0, 0) be such that (ζ, ξ) ∈

NP
epi(T )(x, α). Without loss of generality, suppose that ‖(ζ, ξ)‖ = 1. As-

sume that (ζ, ξ) is realized by an r-ball, with 2rσ ≤ 1. We claim that ξ = 0.
In fact, by contradiction, let ξ 	= 0; since (ζ, ξ) is normal to an epigraph, we
necessarily have that ξ < 0. Then there exists 0 < ε < α− T (x) such that

‖(x, α− ε) − (x + rζ, α + rξ)‖2 < r2.

This means that (x, α − ε) ∈ B((x + rζ, α + rξ), r), which is a contradic-
tion since (x, α − ε) ∈ epi(T ). So, if (x, α) ∈ bdry epi(T ) and 0 	= (ζ, 0) ∈
NP

epi(T )(x, α), by the continuity of T on D and the same argument of Lemma
3.5 we have that ζ ∈ ND. Since D is ϕ-convex,

〈ζ, y − x〉 ≤ ϕ(x)‖ζ‖ ‖y − x‖2 for all x, y ∈ D,

and so

〈(ζ, 0), (y, β) − (x, α)〉 ≤ (σ ∨ ϕ(x))‖ζ‖(‖y − x‖2 + |α− β|2).

It remains to consider the case α = T (x). Define

z = x +
1

2σ

ζ

‖(ζ, ξ)‖ , χ = T (x) +
1

2σ

ξ

‖(ζ, ξ)‖ .

Let (y, β) ∈ epi(T ) with β > T (y) and y 	= x. The segment connecting (z, χ) and
(y, β) contains a point (y′, β′) which lies on the boundary of epi(T ), so β′ = T (y′).
Thus we have

d((x, T (x)), (z, χ)) < d((y′, T (y)), (z, χ)) < d((y, β), (z, χ)).

By direct computation the desired inequality follows. By the arbitrariness of R, the
proof is concluded.

Remark. (1) The problem in Example 1 satisfies the assumptions of Theorem 3.7,
although STC does not hold.

(2) If (H1) and (H2) are valid in the whole of R, then there exists a continuous
function ϕ such that the epigraph of T is ϕ-convex. Indeed, it is enough to apply
Theorem 3.7 in Rδ for all δ > 0.

In [12], functions with ϕ-convex epigraph were studied. As a corollary of the
above result, we list some regularity properties of the minimal time function, which
are direct consequences of Theorem 3.7 and of [12].
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Corollary 3.8. Let the assumption of Theorem 3.7 hold. Then,
1. for a.e. x ∈ Rδ, there exists ε = ε(x) such that T is semiconvex on B(x, ε(x));
2. in particular, T is twice differentiable a.e. on Rδ, in the sense that for a.e.

x ∈ Rδ there exists a symmetric n× n matrix Xx such that

DT (y) = DT (x) + Xx(y − x) + o(‖y − x‖)

for y → x, y ∈ dom(DT ) and, as y → x, y ∈ dom(T ),

∣∣∣∣T (y) − T (x) − 〈DT (x), y − x〉 − 1

2
〈Xx(y − x), y − x〉

∣∣∣∣ = o(‖y − x‖2);

(3.10)

3. for a.e. x ∈ Rδ, there exist ε = ε(x) > 0 and c = c(x) ≥ 0 such that for all

ν ∈ R
n, with ‖ν‖ = 1, we have ∂2T

∂ν2 ≥ −c in the sense of distributions in
B(x, ε);

4. set, for 1 ≤ k ≤ n,

Σk = {x ∈ int dom(T ) : H− dim(∂PT (x)) ≥ k};

then Σk is countably Hn−k-rectifiable;
5. let int dom(T ) be nonempty; then, for all open set Ω ⊆ int dom(T ), T ∈

BV (Ω); moreover, for a.e. x ∈ Ω, there exists ε = ε(x) such that DT ∈
BV (B(x, ε)).

Proof. Extend T to R
n by setting T (x) = +∞ if x /∈ Rδ. By standard arguments,

T is lower semicontinuous on R
n. By Theorem 3.7, epi(T ) is ϕ-convex. Then the

statements (1)–(5) are direct consequences of corresponding properties proved in [12],
to which all the following citations refer. Statement 1 follows from Theorem 6.1; 2 and
3 are Corollaries 6.1 and 6.2, respectively; 4 is Proposition 5.1, while 5 is Propositions
7.1 and 7.2.
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