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#### Abstract

For each submanifold of a stratified group, we find a number and a measure only depending on its tangent bundle, the grading and the fixed Riemannian metric. In two step stratified groups, we show that such number and measure coincide with the Hausdorff dimension and with the spherical Hausdorff measure of the submanifold with respect to the Carnot-Carathéodory distance, respectively. Our main technical tool is an intrinsic blow-up at points of maximum degree. We also show that the intrinsic tangent cone to the submanifold at these points is always a subgroup. Finally, by direct computations in the Engel group, we show how our results can be extended to higher step stratified groups, provided the submanifold is sufficiently regular.


## 1. Introduction

In this paper we study how a submanifold inherits its sub-Riemannian geometry from a stratified group equipped with its Carnot-Carathéodory distance. Our aim is finding the sub-Riemannian measure "naturally" associated with a submanifold.

This measure for hypersurfaces is exactly the $\mathbb{G}$-perimeter, which is widely acknowledged as the appropriate measure in connection with intrinsic regular hypersurfaces, trace theorems, isoperimetric inequalities, the Dirichlet problem for sub-Laplacians, minimal surfaces, and more. Here we address the reader to some relevant papers [1], [2], [4], [5], [8], [9], [10], [11], [12], [13], [14], [15], [16], [17], [21], [25], [26], [28], [29], [22], [23], [30], [31], [33], [34], [36], [38], [41], [44], [45], [46], [47] and the references therein.

Our question is: what does replace the $\mathbb{G}$-perimeter in arbitrary submanifolds? Clearly, once the Hausdorff dimension of the submanifold is known, the corresponding spherical Hausdorff measure should be the natural candidate. However this measure is not manageable, since it cannot be used in minimization problems, due to the lack of lower semicontinuity with respect to the Hausdorff convergence of sets. It is then convenient to find an equivalent measure, that can be represented as the supremum among a suitable family of linear functionals, in analogy with the classical theory of currents.

In the recent works [24], [35], higher codimensional submanifolds in the Heisenberg group have been considered along with their associated measure. Here we emphasize exam-
ples of Hölder submanifolds where the Hausdorff measure with respect to the CarnotCarathéodory distance is finite, but the Riemannian measure is not, [29]. Nevertheless, in [24] the authors consider intrinsic currents in the Heisenberg groups that include the previously mentioned "singular" submanifolds.

In the present paper, we wish to find the intrinsic measure associated to any submanifold, under suitable regularity and negligibility assumptions. To do this, we have to find out the privileged subset of points where an intrinsic blow-up holds.

Recall that at a horizontal point $x$ of a $C^{1}$ smooth submanifold $\Sigma$ contained in a stratified group $\mathbb{G}$, the horizontal subspace $H_{x} \mathbb{G}$ and the tangent space $T_{x} \Sigma$ do not span all of $T_{x} \mathbb{G}$. We say that a submanifold is horizontal if it is formed by horizontal points and non-horizontal otherwise. Recall that horizontal points of hypersurfaces coincide with the well known characteristic points, that play an important role in the study of hypersurfaces in stratified groups, [4], [9], [14], [15], [18], [20], [22], [23], [34], [40], [42].

Any smooth hypersurface is clearly non-horizontal, due to the non-integrability of the horizontal distribution. This is clearly not true in higher codimension, where different situations can occur. For instance, in the Heisenberg group $\mathbb{H}^{n}$ it is easy to check that horizontal submanifolds exactly coincide with the special class of Legendrian submanifolds and it is easy to construct non-horizontal submanifolds of any dimension. On the other hand, there exist stratified groups where all submanifolds of fixed topological dimension are horizontal, see Example 3.14.

We first notice that horizontal points may induce different behaviours of the submanifold when it is dilated around these points. We will show that this behaviour depends on the degree $d_{\Sigma}(x)$ of the point $x$ in the submanifold $\Sigma$, see (2.4) for precise definition. This notion allows us to distinguish the different natures of horizontal points. Roughly speaking, it represents a sort of "pointwise Hausdorff dimension". Notice that our notion of degree for hypersurfaces satisfies the formula $d_{\Sigma}(x)=Q-\operatorname{type}(x)$, where the type of a point in a hypersurface has been introduced in [9] and $Q$ denotes the homogeneous dimension of the group.

The notion of degree permits us to characterize a horizontal point $x \in \Sigma$, requiring that $d_{\Sigma}(x)<Q-k$, where $k$ is the codimension of $\Sigma$. At these points the blow-up of the submanifold, if it exists, is not necessarily a subgroup of $\mathbb{G}$, see Remark 4.5. However, defining

$$
d(\Sigma)=\max _{x \in \Sigma} d_{\Sigma}(x)
$$

as the degree of $\Sigma$, we will show that the blow-up always exists at points with maximum degree $d_{\Sigma}(x)=d(\Sigma)$ and it is a subgroup of $\mathbb{G}$. We have the following

Theorem 1.1. Let $\Sigma$ be a $C^{1,1}$ smooth submanifold of $\mathbb{G}$ and let $x \in \Sigma$ be a point of maximum degree. Then for every $R>0$ we have

$$
\begin{equation*}
\delta_{1 / r}\left(x^{-1} \Sigma\right) \cap D_{R} \rightarrow \Pi_{\Sigma}(x) \cap D_{R} \quad \text { as } r \rightarrow 0^{+} \tag{1.1}
\end{equation*}
$$

with respect to the Hausdorff distance and $\Pi_{\Sigma}(x)$ is a subgroup of $\mathbb{G}$.

Recall that $\delta_{r}$ are the intrinsic dilations of the group and that $D_{R}$ is the closed ball of center the identity of the group and radius $R$ with respect to the fixed homogeneous distance, see Section 2 for details. The limit set $\Pi_{\Sigma}(x)$ corresponds to the one introduced in Definition 2.4. In particular, Theorem 1.1 shows that the intrinsic tangent cone to $\Sigma$ at $x$ exists, according to [24], Definition 3.4, and that it is exactly equal to $\Pi_{\Sigma}(x)$.

The geometrical interpretation of our approach consists in foliating a neighbourhood of the point $x$ in $\Sigma$ with a family of curves which are homogeneous with respect to dilations, up to infinitesimal terms of higher order. In mathematical terms, we are able to represent $\Sigma$ in a neighbourhood of $x$ as the union of curves $t \rightarrow \gamma(t, \lambda)$ in $\Sigma$ satisfying the Cauchy problem (3.10). These curves have the property

$$
\begin{equation*}
\gamma(t, \lambda)=\delta_{t}(G(\lambda)+O(t)) \tag{1.2}
\end{equation*}
$$

where $\lambda$ varies in a fixed compact set of $\mathbb{R}^{p}$ and the diffeomorphism $G$ defined in (3.26) parametrizes $\Pi_{\Sigma}(x)$ by $\mathbb{R}^{p}$ with respect to the graded coordinates, see Remark 3.12. Our key tool is Lemma 3.10 that shows the crucial representation (1.2) of the curves parametrizing the submanifold. The proof of this lemma is in turn due to the technical Lemma 2.5, which is available since $\Pi_{\Sigma}(x)$ is a subgroup of $\mathbb{G}$. From (1.1) we obtain the following

Theorem 1.2. Let $\Sigma$ be a $C^{1,1}$ smooth p-dimensional submanifold of degree $d=d(\Sigma)$ and let $x \in \Sigma$ be of the same degree. Then we have

$$
\begin{equation*}
\lim _{r \downharpoonright 0} \frac{\tilde{\mu}_{p}\left(\Sigma \cap B_{x, r}\right)}{r^{d}}=\frac{\theta\left(\tau_{\Sigma}^{d}(x)\right)}{\left|\tau_{\Sigma}^{d}(x)\right|}, \tag{1.3}
\end{equation*}
$$

where $\tilde{\mu}_{p}$ is the p-dimensional measure on $\Sigma$ with respect to the Riemannian metric $\tilde{g}$.
Recall that $\theta\left(\tau_{\Sigma}^{d}(x)\right)$ is the metric factor defined in (2.17), which also depends on the homogeneous distance we are using to construct $\mathscr{S}^{d}$. The $p$-vector $\tau_{\Sigma}^{d}(x)$ is the part of $\tau_{\Sigma}(x)$ having degree $d$, where $\tau_{\Sigma}(x)$ is a unit tangent $p$-vector to $\Sigma$ at $x$ with respect to the metric induced by $\tilde{g}$, see Section 2. In Corollary 3.6 we show that $\tau_{\Sigma}^{d}(x)$ is a simple $p$-vector. By (1.3) and standard theorems on differentiation of measures, [19], we immediately deduce

$$
\begin{equation*}
\int_{\Sigma} \theta\left(\tau_{\Sigma}^{d}(x)\right) d \mathscr{S}_{\rho}^{d}(x)=\int_{\Sigma}\left|\tau_{\Sigma}^{d}(x)\right| d \tilde{\mu}_{p}(x) \tag{1.4}
\end{equation*}
$$

whenever

$$
\begin{equation*}
\mathscr{S}^{d}\left(\Sigma \backslash \Sigma_{d}\right)=0 \tag{1.5}
\end{equation*}
$$

where $\Sigma_{d}$ is the open subset of points of maximum degree $d$. In fact, it is not difficult to check that $\tau_{\Sigma}^{d}$ vanishes on $\Sigma \backslash \Sigma_{d}$. Formula (1.4) shows that $\mathscr{S}^{d}$ is positive and finite on open bounded sets of the submanifold and yields the "natural" sub-Riemannian measure on $\Sigma$ :

$$
\begin{equation*}
\mu_{\mathrm{SR}}=\left|\tau_{\Sigma}^{d}(x)\right| \tilde{\mu}_{p}\llcorner\Sigma . \tag{1.6}
\end{equation*}
$$

We stress that the measure defined in (1.6) does not depend on the Riemannian metric $\tilde{g}$. In fact, parametrizing a piece of $\Sigma$ by a mapping $\Phi: U \rightarrow \mathbb{G}$, we have

$$
\mu_{\mathrm{SR}}(\Phi(U))=\int_{U}\left|\left(\partial_{x_{1}} \Phi \wedge \partial_{x_{2}} \Phi \wedge \cdots \wedge \partial_{x_{p}} \Phi\right)_{d}\right| d x
$$

where the projection $(\cdot)_{d}$ is defined in (2.3) and $|\cdot|$ is the norm induced by the fixed left invariant metric $g$. This integral formula can be seen as an area-type formula where the Jacobian is projected on vectors of fixed degree. From (1.4) and the fact that $\theta(\cdot)$ is uniformly bounded from below and from above, one easily deduces that $\mu$ is the "natural" replacement of $\mathscr{S}^{d}$ and that it might be convenient to consider sub-Riemannian filling problems, [27].

For a non-horizontal submanifold $\Sigma$, namely $d(\Sigma)=Q-k$, the limit (1.3) and formula (1.4) can be extended to $C^{1}$ regularity, then a corresponding sub-Riemannian coarea formula can be obtained, see [36]. Moreover, in this case the negligibility condition (1.5) holds, [34].

One can check that in two step stratified groups the formula

$$
2 p-\operatorname{dim}\left(T_{x} \Sigma \cap H_{x} \mathbb{G}\right)=d_{\Sigma}(x)
$$

holds, then the blow-up estimates of [37] immediately show that $d$-negligibility holds in two step groups for submanifolds of arbitrary degree. As a consequence, $d(\Sigma)$ is the Hausdorff dimension of $\Sigma$. However $d$-negligibility remains an interesting open question in stratified groups of step higher than two, when $d(\Sigma)<Q-k$. As an interesting point to be investigated, we emphasize the correspondence between $d_{\Sigma}(x), d(\Sigma)$ and the numbers $D^{\prime}(x)$, $D_{H}(\Sigma)$ introduced by Gromov in [27], 0.6.B, where he also indicates how, for a smooth manifold, $D_{H}(\Sigma)$ must correspond to the Hausdorff dimension of $\Sigma$.

In the last part of this work, we study some examples of 2-dimensional submanifolds of different degrees in the Engel group. Despite $d$-negligibility is an open question in groups of step higher than two, our formula (1.4) shows the validity of (1.5) for these examples. This fact suggests that $d$-negligibility should hold in any stratified group for submanifolds of arbitrary degree, possibly requiring higher regularity.

## 2. Preliminaries

A stratified group $\mathbb{G}$ with topological dimension $q$ is a simply connected nilpotent Lie group with Lie algebra $\mathscr{G}$ having the grading

$$
\begin{equation*}
\mathscr{G}=V_{1} \oplus \cdots \oplus V_{l}, \tag{2.1}
\end{equation*}
$$

that satisfies the conditions $V_{i+1}=\left[V_{1}, V_{i}\right]$ for every $i \geqq 1$ and $V_{l+1}=\{0\}$, where $t$ is the step of $\mathbb{G}$. For every $r>0$, a natural group automorphism $\delta_{r}: \mathscr{G} \rightarrow \mathscr{G}$ can be defined as the unique algebra homomorphism such that

$$
\delta_{r}(X):=r X \quad \text { for every } X \in V_{1} .
$$

This one parameter group of mappings forms the family of the so-called dilations of $\mathbb{G}$. Notice that simply connected nilpotent Lie groups are diffeomorphic to their Lie algebra through the exponential mapping exp : $\mathscr{G} \rightarrow \mathbb{G}$, hence dilations are automatically defined as group isomorphisms of $\mathbb{G}$ and will be denoted by the same symbol $\delta_{r}$.

We will say that $\rho$ is a homogeneous distance on $\mathbb{G}$ if it is a continuous distance of $\mathbb{G}$ satisfying the following conditions:

$$
\begin{equation*}
\rho(z x, z y)=\rho(x, y) \quad \text { and } \quad \rho\left(\delta_{r}(x), \delta_{r}(y)\right)=r \rho(x, y) \quad \text { for all } x, y, z \in \mathbb{G}, r>0 . \tag{2.2}
\end{equation*}
$$

Important examples of homogeneous distances are the well known Carnot-Carathéodory distance and the homogeneous distance constructed in [23].

In the sequel, we will denote by $\mathscr{H}^{d}$ and $\mathscr{S}^{d}$, the $d$-dimensional Hausdorff and spherical Hausdorff measures induced by a fixed homogeneous distance $\rho$, respectively. Open balls of radius $r>0$ and centered at $x$ with respect to $\rho$ will be denoted by $B_{x, r}$ and the corresponding closed balls will be denoted by $D_{x, r}$. The number $Q$ denotes the Hausdorff dimension of $\mathbb{G}$ with respect to $\rho$.

According to (2.1), we say that an ordered set of vectors

$$
\left(X_{1}, X_{2}, \ldots, X_{q}\right)=\left(X_{1}^{1}, \ldots X_{m_{1}}^{1}, X_{1}^{2}, \ldots, X_{m_{2}}^{2}, \ldots, X_{1}^{l}, \ldots, X_{m_{t}}^{l}\right)
$$

is an adapted basis of $\mathscr{G}$ iff $m_{k}=\operatorname{dim} V_{k}$ and

$$
X_{1}^{k}, \ldots, X_{m_{k}}^{k}
$$

is a basis of the layer $V_{k}$ for every $k=1, \ldots, l$.
Definition 2.1. Let $\left(X_{1}, X_{2}, \ldots, X_{q}\right)$ be an adapted basis of $\mathscr{G}$. The degree $d(j)$ of $X_{j}$ is the unique integer $k$ such that $X_{j} \in V_{k}$. Let

$$
X_{J}:=X_{j_{1}} \wedge \cdots \wedge X_{j_{p}}
$$

be a simple $p$-vector of $\Lambda_{p} \mathscr{G}$, where $J=\left(j_{1}, j_{2}, \ldots, j_{p}\right)$ and $1 \leqq j_{1}<j_{2}<\cdots<j_{p} \leqq q$. The degree of $X_{J}$ is the integer $d(J)$ defined by the sum $d\left(j_{1}\right)+\cdots+d\left(j_{p}\right)$.

Notice that the degree of a $p$-vector is independent from the adapted basis we have chosen. In the sequel, we will fix a graded metric $g$ on $\mathbb{G}$, namely, a left invariant Riemannian metric on $\mathbb{G}$ such that the subspaces $V_{k}$ 's are orthogonal. It is easy to observe that all left invariant Riemannian metrics such that $\left(X_{1}, \ldots, X_{q}\right)$ is an orthonormal basis are graded metrics and the family of $X_{J}$ 's forms an orthonormal basis of $\Lambda_{p}(\mathscr{G})$ with respect to the induced metric. The norm induced by $g$ on $\Lambda_{p}(\mathscr{G})$ will be simply denoted by $|\cdot|$.

Definition 2.2. When an adapted basis $\left(X_{1}, \ldots, X_{q}\right)$ is also orthonormal with respect to the fixed graded metric $g$, it is called graded basis.

Definition 2.3 (Degree of $p$-vectors). Let $\tau \in \Lambda_{p}(\mathscr{G})$ be a simple $p$-vector and let $1 \leqq r \leqq Q$ be a natural number. Let $\tau=\sum_{J} \tau_{J} X_{J}, \tau_{J} \in \mathbb{R}$, be represented with respect to the fixed adapted basis $\left(X_{1}, \ldots, X_{q}\right)$. The projection of $\tau$ with degree $r$ is defined as

$$
\begin{equation*}
(\tau)_{r}=\sum_{d(J)=r} \tau_{J} X_{J} \tag{2.3}
\end{equation*}
$$

The degree of $\tau$ is defined as the integer

$$
d(\tau)=\max \left\{k \in \mathbb{N}: \text { such that } \tau_{k} \neq 0\right\}
$$

In the sequel, also an arbitrary auxiliary Riemannian metric $\tilde{g}$ will be understood. We define $\tau_{\Sigma}(x)$ as the unit tangent $p$-vector to a $C^{1}$ submanifold $\Sigma$ at $x \in \Sigma$ with respect to the metric $\tilde{g}$, i.e. $\left|\tau_{\Sigma}(x)\right|_{\tilde{g}}=1$. The degree of $x$ is defined as

$$
\begin{equation*}
d_{\Sigma}(x)=d\left(\tau_{\Sigma}(x)\right) \tag{2.4}
\end{equation*}
$$

and the degree of $\Sigma$ is $d(\Sigma)=\max _{x \in \Sigma} d_{\Sigma}(x)$. We will say that $x \in \Sigma$ has maximum degree if $d_{\Sigma}(x)=d(\Sigma)$. It is not difficult to check that these definitions are independent from the fixed adapted basis $X_{1}, \ldots, X_{q}$, then they only depend on the tangent subbundle $T \Sigma$ and of the grading of $\mathscr{G}$, namely they depend on the "geometric" position of the points with respect to the grading (2.1). According to (2.3), we define $\tau_{\Sigma}^{d}(x)$ as the part of $\tau_{\Sigma}(x)$ with maximum degree $d=d(\Sigma)$, namely,

$$
\begin{equation*}
\tau_{\Sigma}^{d}(x)=\left(\tau_{\Sigma}(x)\right)_{d} . \tag{2.5}
\end{equation*}
$$

If $g$ is a fixed graded metric, then we will simply write

$$
\begin{equation*}
\left|\tau_{\Sigma}^{d}(x)\right|=\left|\tau_{\Sigma}^{d}(x)\right|_{g} \tag{2.6}
\end{equation*}
$$

Definition 2.4. Let $x \in \Sigma$ be a point of maximum degree. Then we define

$$
\Pi_{\Sigma}(x)=\left\{y \in \mathbb{G}: y=\exp (v) \text { with } v \in \mathscr{G} \text { and } v \wedge \tau_{\Sigma}^{d}(x)=0\right\} .
$$

As a consequence of Corollary 3.6, we will see that $\Pi_{\Sigma}(x)$ is a subgroup of $\mathbb{G}$.
2.1. Graded coordinates. In the sequel the adapted basis $\left(X_{1}, \ldots, X_{q}\right)$ will be fixed. The exponential mapping $\exp : \mathscr{G} \rightarrow \mathbb{G}$ induces a group law $C(X, Y)$ on $\mathscr{G}$ for every $X, Y \in \mathscr{G}$. We have

$$
\begin{equation*}
\exp (X) \cdot \exp (Y)=\exp (C(X, Y)) \tag{2.7}
\end{equation*}
$$

Recall that $C(X, Y)$ can be computed explicitly thanks to the Baker-Campbell-Hausdorff formula: for each multi-index of nonnegative integers $a=\left(a_{1}, \ldots, a_{l}\right)$ we define

$$
\begin{aligned}
|a| & :=a_{1}+\cdots+a_{l}, \\
a! & :=a_{1}!\cdots a_{l}!,
\end{aligned}
$$

and we will say that $l$ is the length of $a$. If $b=\left(b_{1}, \ldots, b_{l}\right)$ is another multi-index of length $l$ such that $a_{l}+b_{l} \geqq 1$, and if $X, Y \in \mathscr{G}$ we set

$$
C_{a b}(X, Y):= \begin{cases}(\operatorname{ad} X)^{a_{1}}(\operatorname{ad} Y)^{b_{1}} \ldots(\operatorname{ad} X)^{a_{l}}(\operatorname{ad} Y)^{b_{l}-1} Y & \text { if } b_{l}>0 \\ (\operatorname{ad} X)^{a_{1}}(\operatorname{ad} Y)^{b_{1}} \ldots(\operatorname{ad} X)^{a_{l}-1} X & \text { if } b_{l}=0\end{cases}
$$

We used the notation $(\operatorname{ad} X)(Y):=[X, Y]$, agreeing that $(\operatorname{ad} X)^{0}$ is the identity. According to [48], the Baker-Campbell-Hausdorff formula is stated as follows:

$$
\begin{equation*}
C(X, Y):=\sum_{l=1}^{l} \frac{(-1)^{l+1}}{l} \sum_{\substack{\left.a=\left(a_{1}, \ldots, a_{l}\right) \\ b=b_{1}, \ldots, b_{l}\right) \\ a_{i}+b_{i} \geqq 1 \forall i}} \frac{1}{a!b!|a+b|} C_{a b}(X, Y) \tag{2.8}
\end{equation*}
$$

For every adapted basis $\left(X_{1}, \ldots, X_{q}\right)$, we can introduce a system of graded coordinates on $\mathbb{G}$ given by

$$
\begin{equation*}
F: \mathbb{R}^{q} \rightarrow \mathbb{G}, \quad F(x)=\exp \left(\sum_{j=1}^{q} x_{j} X_{j}\right) \tag{2.9}
\end{equation*}
$$

where $\exp : \mathscr{G} \rightarrow \mathbb{G}$ is the exponential mapping. Then the group law

$$
\begin{equation*}
F(x) \cdot F(y)=F(P(x, y)) \tag{2.10}
\end{equation*}
$$

is translated with respect to coordinates of $\mathbb{R}^{q}$ as

$$
\begin{equation*}
x \cdot y=P(x, y)=x+y+Q(x, y) \tag{2.11}
\end{equation*}
$$

where the Baker-Campbell-Hausdorff formula (2.8) implies that $P=\left(P_{1}, \ldots, P_{q}\right)$ and $Q=\left(Q_{1}, \ldots, Q_{q}\right)$ are polynomial vector fields.

It is also easy to check that dilations read in these coordinates as

$$
\delta_{r}(x)=\left(r x_{1}, \ldots, r^{d(j)} x_{j}, \ldots, r^{l} x_{q}\right) \quad \text { for every } r>0
$$

From definition of dilations and the Baker-Campbell-Hausdorff formula, it follows that $Q_{i}(x, y)$ are homogeneous polynomials with respect to dilations, i.e.

$$
\begin{equation*}
P_{i}\left(\delta_{r}(x), \delta_{r}(y)\right)=r^{d(i)} P_{i}(x, y) \quad \text { and } \quad Q_{i}\left(\delta_{r}(x), \delta_{r}(y)\right)=r^{d(i)} Q_{i}(x, y) \tag{2.12}
\end{equation*}
$$

As a result, we get

$$
\left\{\begin{array}{l}
Q_{1}=\cdots=Q_{m_{1}}=0  \tag{2.13}\\
Q_{i}(x, y)=Q_{i}\left(\sum_{d(j)<i} x_{j} e_{j}, \sum_{d(j)<i} y_{j} e_{j}\right),
\end{array}\right.
$$

where $\left(e_{1}, \ldots, e_{q}\right)$ denotes the canonical basis of $\mathbb{R}^{q}$ and $d(i)>1$.
Given a system of graded coordinates $F: \mathbb{R}^{q} \rightarrow \mathbb{G}$, we say that a function $p: \mathbb{G} \rightarrow \mathbb{R}$ is a polynomial on $\mathbb{G}$ if the composition $p \circ F^{-1}$ is a polynomial on $\mathbb{R}^{q}$; we say that $p$ is an homogeneous polynomial of degree $l$ if it is a polynomial and $p\left(\delta_{r}(x)\right)=r^{l} p(x)$ for any $x \in \mathbb{G}$ and $r>0$. It is not difficult to prove that $p$ is a homogeneous polynomial of degree $l$ if and only if $p \circ F^{-1}$ is a sum of monomials

$$
x_{1}^{l_{1}} x_{2}^{l_{2}} \cdots x_{q}^{l_{q}} \quad \text { with } \sum_{i=1}^{q} d(j) l_{j}=l
$$

Moreover, the notions of polynomial, homogeneous polynomial (and its degree) do not depend on the choice of graded coordinates $F$. Observe also that homogeneous polynomials of degree 0 are constants.

Any left invariant vector field $X_{j}$ of our fixed adapted basis has a canonical representation as left invariant vector field $\left(F^{-1}\right)_{*}\left(X_{j}\right)$ of $\mathbb{R}^{q}$, where $F$ is defined in (2.9). We will use the same notation to indicate this vector field in $\mathbb{R}^{q}$. The left invariance of $X_{j}$ in $\mathbb{R}^{q}$ implies that

$$
X_{j} f(x)=\partial_{y_{j}}\left(f \circ l_{x}\right)(0)=d f(x)\left(\frac{\partial P}{\partial y_{j}}(x, 0)\right)
$$

where $l_{x}(y)=x \cdot y \in \mathbb{R}^{q}$ and $f \in C^{\infty}\left(\mathbb{R}^{q}\right)$. As a consequence, we have

$$
\begin{equation*}
X_{j}(x)=\sum_{i=1}^{q} X_{i j}(x) \partial_{i}=\sum_{i=1}^{q} \frac{\partial P_{i}}{\partial y_{j}}(x, 0) \partial_{i}=\partial_{j}+\sum_{d(i)>d(j)} \frac{\partial Q_{i}}{\partial y_{j}}(x, 0) \partial_{i} . \tag{2.14}
\end{equation*}
$$

By differentiating (2.12) we get

$$
\begin{equation*}
X_{i j}\left(\delta_{r}(x)\right)=\frac{\partial P_{i}}{\partial y_{j}}\left(\delta_{r}(x), 0\right)=r^{d(i)-d(j)} \frac{\partial P_{i}}{\partial y_{j}}(x, 0)=r^{d(i)-d(j)} X_{i j}(x) \tag{2.15}
\end{equation*}
$$

i.e. $X_{i j}$ are homogeneous polynomials of degree $d(i)-d(j)$.

Next we present a key result in the proof of Lemma 3.10.
Lemma 2.5. Let $J \subset\{1,2, \ldots, q\}$ be such that $\mathscr{F}=\operatorname{span}\left\{X_{j}: j \in J\right\}$ is a subalgebra of $\mathscr{G}$, where $\left(X_{1}, \ldots, X_{q}\right)$ is an adapted basis of $\mathscr{G}$. Then for every index $i \notin J$, the polynomial $Q_{i}(x, y)$ lies in the ideal generated by $\left\{x_{l}, y_{l}: l \notin J\right\}$, namely, we have

$$
\begin{equation*}
Q_{i}(x, y)=\sum_{l \notin J, d(l)<d(i)}\left(x_{l} R_{i l}(x, y)+y_{l} S_{i l}(x, y)\right), \tag{2.16}
\end{equation*}
$$

where $R_{i l}, S_{i l}$ are homogeneous polynomials of degree $d(i)-d(l)$.
Proof. Let us fix $x, y \in \mathbb{R}^{q}$ and consider

$$
X:=\sum_{j=1}^{q} x_{j} X_{j}, \quad Y:=\sum_{j=1}^{q} y_{j} X_{j} .
$$

By (2.7), (2.10) and the Baker-Campbell-Hausdorff formula (2.8), we have

$$
C(X, Y)=\sum_{j=1}^{q} P_{j}(x, y) X_{j} .
$$

Therefore, defining $\pi_{i}: \mathscr{G} \rightarrow \mathbb{R}$ as the function which associates to every vector its $X_{i}$ 's coefficient, we clearly have $P_{i}(x, y)=\pi_{i}(C(X, Y))$. Thus, formulae (2.8) and (2.11) yield

$$
Q_{i}(x, y)=\sum_{l=1}^{l} \frac{(-1)^{l+1}}{l} \sum_{\substack{a=\left(a_{1}, \ldots, a_{l}\right) \\ b=\left(b_{1}, \ldots, b_{l}\right) \\ a_{i}+b_{i} \geqq 1 \forall i}} \frac{1}{a!b!|a+b|} \pi_{i}\left(C_{a b}(X, Y)\right)-x_{i}-y_{i}
$$

Observe that $C_{a b}(X, Y)$ is a commutator of $X$ and $Y$, whose length is equal to $|a+b|$; as the sum of commutator with length 1 gives $X+Y$ we get

$$
Q_{i}(x, y)=\sum_{l=1}^{l} \frac{(-1)^{l+1}}{l} \sum_{\substack{\left.a=\left(a_{1}, \ldots, a_{l}\right) \\ b=b_{1}, \ldots, b_{l}\right) \\ a_{i}+b_{i} \geq 1 \\|a+b| \geqq 2}} \frac{1}{a!b!|a+b|} \pi_{i}\left(C_{a b}(X, Y)\right)
$$

When the commutator $C_{a b}(X, Y)$ has length $h \geqq 2$, we can decompose it into the sum of commutators of the vector fields $\left\{x_{l} X_{l}, y_{l} X_{l}: 1 \leqq l \leqq q\right\}$. Let us focus our attention on an individual addend of this sum and consider its projection $\pi_{i}$. Clearly, this addend is a commutator of length $h$. If this term is a commutator containing an element of the family $\left\{x_{l} X_{l}, y_{l} X_{l}: l \notin J\right\}$, then its projection $\pi_{i}$ will be a multiple of $x_{l}$ or $y_{l}$ for some $l \notin J$, i.e. the projection $\pi_{i}$ of this term is a polynomial of the ideal

$$
\left\{x_{l}, y_{l}: l \notin J\right\}
$$

On the other hand, if in the fixed commutator only elements of $\left\{x_{l} X_{l}, y_{l} X_{l}: l \in J\right\}$ appear, then it belongs to $\mathscr{F}$. In view of our hypothesis, we have $\mathscr{F} \cap \operatorname{span}\left\{X_{i}\right\}=\{0\}$, hence its projection through $\pi_{i}$ vanishes. This fact along with (2.13) proves that $Q_{i}(x, y)$ has the form (2.16).

The next definition introduces the metric factor associated with a simple $p$-vector. Notice that this definition generalized the notion of metric factor first introduced in [33].

Definition 2.6 (Metric factor). Let $\mathscr{G}$ be a stratified Lie algebra equipped with a graded metric $g$ and a homogeneous distance $\rho$. Let $\tau$ be a simple $p$-vector of $\Lambda_{p}(\mathscr{G})$. We define $\mathscr{L}(\tau)$ as the unique subspace associated with $\tau$. The metric factor is defined by

$$
\begin{equation*}
\theta(\tau)=\mathscr{H}_{|\cdot|}^{p}\left(F^{-1}\left(\exp (\mathscr{L}(\tau)) \cap B_{1}\right)\right) \tag{2.17}
\end{equation*}
$$

where $F: \mathbb{R}^{q} \rightarrow \mathbb{G}$ is a system of graded coordinates with respect to an adapted orthonormal basis $\left(X_{1}, \ldots, X_{q}\right)$. The $p$-dimensional Hausdorff measure with respect to the Euclidean norm of $\mathbb{R}^{q}$ has been denoted by $\mathscr{H}_{|\cdot|}^{p}$ and $B_{1}$ is the open unit ball centered at $e$, with radius $r$ with respect to the fixed homogeneous distance $\rho$.

## 3. Blow-up at points of maximum degree

Lemma 3.1. Let $\Sigma$ be a p-dimensional submanifold of class $C^{1}$ and let $x \in \Sigma$ be a point of maximum degree. Then we can find

- a graded basis $X_{1}, \ldots, X_{q}$ of $\mathscr{G}$,
- a neighbourhood $U$ of $x$,
- a basis $v_{1}(y), \ldots, v_{p}(y)$ of $T_{y} \Sigma$ for all $y \in U$
such that writing $v_{j}(y)=\sum_{i=1}^{q} C_{i j}(y) X_{i}(y)$, we have

$$
C(y):=\left(C_{i j}\right)_{\substack{i=1, \ldots, q  \tag{3.1}\\
j=1, \ldots, p}}=\left[\begin{array}{c|c|c|c}
\mathrm{Id}_{\alpha_{1}} & 0 & \cdots & 0 \\
O_{1}(y) & * & \cdots & * \\
\hline 0 & \mathrm{Id}_{\alpha_{2}} & \cdots & 0 \\
0 & O_{2}(y) & \cdots & * \\
\hline \vdots & \vdots & \ddots & \vdots \\
\hline 0 & 0 & \cdots & \operatorname{Id}_{\alpha_{\ell_{l}}} \\
0 & 0 & \cdots & O_{l}(y)
\end{array}\right]
$$

where $\alpha_{k}$ are integers satisfying $0 \leqq \alpha_{k} \leqq m_{k}$ and $\alpha_{1}+\cdots+\alpha_{l}=p$. The $\left(m_{k}-\alpha_{k}\right) \times \alpha_{k}{ }^{-}$ matrix valued continuous functions $O_{k}$ vanish at $x$ and $*$ denote continuous bounded matrix valued functions.

Proof. Observing that the degree of a point in $\Sigma$ is invariant under left translations, it is not restrictive assuming that $x$ coincides with the unit element $e$ of $\mathbb{G}$.

Step 1. Here we wish to find the graded basis $\left(X_{1}, \ldots, X_{q}\right)$ of $\mathscr{G}$ and the basis $v_{1}, \ldots, v_{p}$ of $T_{e} \Sigma$ required in the statement of the lemma and that satisfy (3.1) when $y=e$. Let us fix a basis $\left(t_{1}, \ldots, t_{p}\right)$ of $T_{e} \Sigma$ and use the same notation to denote the corresponding basis of left invariant vector fields of $\mathscr{G}$. We denote by $\pi_{k}$ the canonical projection of $\mathscr{G}$ onto $V_{k}$. Let $0 \leqq \alpha_{l} \leqq m_{l}$ be the dimension of the subspace spanned by

$$
\pi_{l}\left(t_{1}\right), \ldots, \pi_{l}\left(t_{q}\right)
$$

Taking linear combinations of $t_{j}$ we can suppose that the first $\alpha_{l}$ vectors $\left\{\pi_{l}\left(t_{j}\right)\right\}_{1 \leqq j \leqq \alpha_{l}}$ form an orthonormal set of $V_{l}$, with respect to the fixed graded metric $g$. Then we set

$$
X_{j}^{l}:=\pi_{l}\left(t_{j}\right) \in V_{l} \quad \text { and } \quad v_{j}^{l}:=t_{j} \in T_{e} \Sigma
$$

whenever $1 \leqq j \leqq \alpha_{l}$. Adding proper linear combinations of these $t_{j}$ to the remaining vectors of the basis, we can assume that $\left\{t_{j}^{t-1}:=t_{j+\alpha_{l}}\right\}_{1 \leqq j \leqq p-\alpha_{l}}$ are linearly independent and that

$$
\pi_{l}\left(t_{j}^{l-1}\right)=0 \quad \text { whenever } j=1, \ldots, p-\alpha_{l} .
$$

Now consider the $p-\alpha_{l}$ vectors

$$
\pi_{l-1}\left(t_{1}^{l-1}\right), \ldots, \pi_{l-1}\left(t_{p-\alpha_{l}}^{l-1}\right)
$$

and let $0 \leqq \alpha_{l-1} \leqq m_{l-1}$ be the rank of the subspace of $V_{l-1}$ generated by these vectors. Taking linear combinations of $t_{j}^{l-1}$, we can suppose that $\pi_{l-1}\left(t_{j}^{l-1}\right)$ with $j=1, \ldots, \alpha_{l-1}$ form an orthonormal set of $V_{l-1}$ and that defining $\left\{t_{j}^{l-2}:=t_{j+\alpha_{l-1}}^{l-1}\right\}_{1 \leqq j \leqq p-\alpha_{l}-\alpha_{l-1}}$ we have

$$
\begin{array}{cc}
\pi_{l-1}\left(t_{j}^{l-2}\right)= & 0 \quad \text { whenever } j=1, \ldots, p-\alpha_{l}-\alpha_{l-1} \\
& \text { Bereitgestellt von | Biblioteca del (Biblioteca del) } \\
\text { Angemeldet | 1772.16.1.26 } \\
\text { Heruntergeladen am | 16.01.12 17:03 }
\end{array}
$$

Then we set

$$
X_{j}^{l-1}:=\pi_{l-1}\left(t_{j}^{l-1}\right) \in V_{l-1} \quad \text { and } \quad v_{j}^{l-1}:=t_{j}^{l-1} \in T_{e} \Sigma
$$

for every $j=1, \ldots, \alpha_{l-1}$. Repeating this argument in analogous way, we obtain integers $\alpha_{k}$ with $0 \leqq \alpha_{k} \leqq m_{k}$ for every $k=1, \ldots, l$ and vectors

$$
X_{j}^{k} \in V_{k}, \quad v_{j}^{k} \in T_{e} \Sigma, \quad \text { where } k=1, \ldots, \iota \text { and } j=1, \ldots, \alpha_{k} .
$$

Notice that $\alpha_{1}+\cdots+\alpha_{l}=p$ and that

$$
\begin{equation*}
\left(v_{1}^{1}, \ldots, v_{\alpha_{1}}^{1}, \ldots, v_{1}^{l}, \ldots, v_{\alpha_{4}}^{l}\right) \tag{3.2}
\end{equation*}
$$

is a basis of $T_{e} \Sigma$. We complete the $X_{j}^{k}$ 's to a graded basis

$$
\left(X_{1}^{1}, \ldots, X_{m_{1}}^{1}, X_{1}^{2}, \ldots, X_{m_{2}}^{2}, \ldots, X_{1}^{l}, \ldots, X_{m_{t}}^{l}\right)
$$

of $\mathscr{G}$, that will be also denoted by $\left(X_{1}, \ldots, X_{q}\right)$. It is convenient to relabel the basis (3.2) as $\left(v_{1}, \ldots, v_{p}\right)$, hence we write $v_{j}=\sum_{i=1}^{q} C_{i j} X_{i}$ obtaining

$$
C:=\left(C_{i j}\right)=\left[\begin{array}{c|c|c|c}
\mathrm{Id}_{\alpha_{1}} & * & \cdots & * \\
0 & * & \cdots & * \\
\hline 0 & \mathrm{Id}_{\alpha_{2}} & \cdots & * \\
0 & 0 & \cdots & * \\
\hline \vdots & \vdots & \ddots & \vdots \\
\hline 0 & 0 & \cdots & \mathrm{Id}_{\alpha_{1}} \\
0 & 0 & \cdots & 0
\end{array}\right] .
$$

Performing suitable linear combinations of $v_{j}$ 's, we can assume that

$$
C=\left[\begin{array}{c|c|c|c}
\mathrm{Id}_{\alpha_{1}} & 0 & \cdots & 0  \tag{3.3}\\
0 & * & \cdots & * \\
\hline 0 & \mathrm{Id}_{\alpha_{2}} & \cdots & 0 \\
0 & 0 & \cdots & * \\
\hline \vdots & \vdots & \ddots & \vdots \\
\hline 0 & 0 & \cdots & \operatorname{Id}_{\alpha_{1}} \\
0 & 0 & \cdots & 0
\end{array}\right] .
$$

Step 2. The basis $\left(v_{1}, \ldots, v_{p}\right)$ of $T_{e} \Sigma$ can be extended to a frame of continuous vector fields $\left(v_{1}(y), \ldots, v_{p}(y)\right)$ on $\Sigma$ defined in neighbourhood $U$ of $e$. Thanks to the previous step, defining $v_{j}(y)=\sum_{i=1}^{q} C_{i j}(y) X_{i}(y)$ we have

$$
C(y):=\left(C_{i j}(y)\right)=\left[\begin{array}{c|c|c|c}
\mathrm{Id}_{\alpha_{1}}+o(1) & o(1) & \cdots & o(1) \\
o(1) & * & \cdots & * \\
\hline o(1) & \mathrm{Id}_{\alpha_{2}}+o(1) & \cdots & o(1) \\
o(1) & o(1) & \cdots & * \\
\hline \vdots & \vdots & \ddots & \vdots \\
\hline o(1) & o(1) & \cdots & \operatorname{Id}_{\alpha_{\alpha_{i}}+o(1)} \\
o(1) & o(1) & \cdots & o(1)
\end{array}\right]
$$

where $o(1)$ denotes a matrix-valued continuous function vanishing at $e$. Observing that $\mathrm{Id}_{\alpha_{k}}+o(1)$ are still invertible for every $y$ in a smaller neighbourhood $U^{\prime} \subset U$ of $e$, we can replace the $v_{j}$ 's with linear combinations to get

$$
C(y)=\left[\begin{array}{c|c|c|c}
\mathrm{Id}_{\alpha_{1}}+o(1) & 0 & \cdots & 0 \\
o(1) & * & \cdots & * \\
\hline 0 & \mathrm{Id}_{\alpha_{2}}+o(1) & \cdots & 0 \\
o(1) & o(1) & \cdots & * \\
\hline \vdots & \vdots & \ddots & \vdots \\
\hline 0 & 0 & \cdots & \mathrm{Id}_{\alpha_{4}}+o(1) \\
o(1) & o(1) & \cdots & o(1)
\end{array}\right]
$$

The same argument leads us to define a new frame with matrix

$$
C(y)=\left[\begin{array}{c|c|c|c}
\mathrm{Id}_{\alpha_{1}} & 0 & \cdots & 0  \tag{3.4}\\
O_{1}(y) & * & \cdots & * \\
\hline 0 & \mathrm{Id}_{\alpha_{2}} & \cdots & 0 \\
o(1) & O_{2}(y) & \cdots & * \\
\hline \vdots & \vdots & \ddots & \vdots \\
\hline 0 & 0 & \cdots & \mathrm{Id}_{\alpha_{l}} \\
o(1) & o(1) & \cdots & O_{l}(y)
\end{array}\right]
$$

where $O_{j}$ are defined in the statement of the present lemma. To finish the proof, it remains to show that all $o(1)$ 's of (3.4) are actually null matrix functions. Here we utilize the fact that the submanifold has maximum degree at $e$. Notice that the simple $p$-vector

$$
v_{1}(y) \wedge \cdots \wedge v_{p}(y)=\sum_{J} a_{J}(y) X_{J}(y)
$$

is proportional to the tangent vector $\tau_{\Sigma}(y)$. In addition, if $J=\left(j_{1}, \ldots, j_{p}\right)$, then $a_{J}(y)$ is the determinant of the $p \times p$ submatrix obtained taking the $j_{1}$-th, $j_{2}$-th, $\ldots, j_{p-1}$-th and $j_{p}$-th rows of $C(y)$. From (3.3) we immediately conclude that $d_{\Sigma}(e)=\alpha_{1}+2 \alpha_{2}+\cdots+i \alpha_{l}$. Finally, where one entry of some $o(1)$ does not vanish, it is possible to find some $J_{0}$ such
that $d\left(J_{0}\right)>\alpha_{1}+2 \alpha_{2}+\cdots+\imath \alpha_{l}$ and $a_{J_{0}}(y) \neq 0$. This would imply $d_{\Sigma}(y)>d_{\Sigma}(e)$, contradicting the assumption that $d_{\Sigma}(e)=\max _{y \in U^{\prime}} d_{\Sigma}(y)$.

Remark 3.2. It is easy to interpret the statement and the proof of Lemma 3.1 in the case some $\alpha_{k}$ vanishes. Clearly, the $\alpha_{k}$ columns in (3.1) intersecting $I_{\alpha_{k}}$ and then the corresponding vectors $v_{j}^{k}$ disappear.

Remark 3.3. Clearly, when $\Sigma$ is of class $C^{r}$ the $v_{j}$ 's of the previous lemma are of class $C^{r-1}$. In fact, the linear transformations performed in the proof of Lemma 3.1 are of class $C^{r-1}$.

The previous lemma allows us to state the following definitions.
Definition 3.4. Let $\Sigma$ be a $C^{1}$ smooth submanifold and let $x \in \Sigma$ be a point of maximum degree. Then we can define the degree $\sigma:\{1, \ldots, p\} \rightarrow \mathbb{N}$ induced by $\Sigma$ at $x$ as follows:

$$
\sigma(j)=i \quad \text { if } \quad \sum_{s=1}^{i-1} \alpha_{s}<j \leqq \sum_{s=1}^{i} \alpha_{s}
$$

where $\alpha_{i}$ are defined in Lemma 3.1.
Definition 3.5. Let $\Sigma$ be a $C^{1}$ smooth submanifold and let $x \in \Sigma$ be a point of maximum degree. Then we will denote by

$$
\left(X_{1}^{1}, \ldots, X_{m_{1}}^{1}, \ldots, X_{1}^{l}, \ldots, X_{m_{t}}^{l}\right) \quad \text { and } \quad\left(v_{1}^{1}, \ldots, v_{\alpha_{1}}^{1}, \ldots, v_{1}^{l}, \ldots, v_{\alpha_{l}}^{l}\right)
$$

the frames on $\mathbb{G}$ and on a neighbourhood $U$ of $z$ in $\Sigma$, respectively, which satisfy the conditions of Lemma 3.1. We will also indicate these frames by

$$
\left(X_{1}, \ldots, X_{q}\right) \quad \text { and } \quad\left(v_{1}, \ldots, v_{p}\right) .
$$

Corollary 3.6. Let $\Sigma$ be a $C^{1}$ smooth submanifold with $x \in \Sigma$ satisfying $d_{\Sigma}(x)=d(\Sigma)$. Then $\tau_{\Sigma}^{d}(x)$ is a simple p-vector which is proportional to

$$
X_{1}^{1} \wedge \cdots \wedge X_{\alpha_{1}}^{1} \wedge \cdots \wedge X_{1}^{l} \wedge \cdots \wedge X_{\alpha_{i}}^{l}
$$

then we also have

$$
\Pi_{\Sigma}(x)=\exp \left(\operatorname{span}\left\{X_{1}^{1}, \ldots, X_{\alpha_{1}}^{1}, \ldots, X_{1}^{l}, \ldots, X_{\alpha_{1}}^{l}\right\}\right)
$$

Proof. By expression (3.1), $\tau_{\Sigma}(x)$ is clearly proportional to

$$
\begin{equation*}
X_{1}^{1} \wedge \cdots \wedge X_{\alpha_{1}}^{1} \wedge \cdots \wedge X_{1}^{l} \wedge \cdots \wedge X_{\alpha_{1}}^{l}+R \tag{3.5}
\end{equation*}
$$

where $R$ is a linear combination of simple $p$-vectors with degree less than $d\left(X_{1}^{1} \wedge \cdots \wedge X_{\alpha_{1}}^{l}\right)$. Then $d=d\left(X_{1}^{1} \wedge \cdots \wedge X_{\alpha_{1}}^{l}\right)$ and $\tau_{\Sigma}^{d}(x)$ is proportional to $X_{1}^{1} \wedge \cdots \wedge X_{\alpha_{i}}^{l}$.

Definition 3.7. We will denote by

$$
\begin{equation*}
\left(X_{1}^{1}, \ldots, X_{\alpha_{1}}^{1}, \ldots, X_{1}^{l}, \ldots, X_{\alpha_{t}}^{l}\right) \tag{3.6}
\end{equation*}
$$

the frame of Corollary 3.6, arising from Lemma 3.1, and by

$$
\begin{equation*}
\pi_{\Sigma}(x): \mathbb{G} \rightarrow \Pi_{\Sigma}(x) \tag{3.7}
\end{equation*}
$$

the corresponding canonical projection.
Corollary 3.8. Let $e \in \Sigma$ be such that $d_{\Sigma}(e)=d(\Sigma)$. Let us embed $\Sigma$ into $\mathbb{R}^{q}$ by the system of graded coordinates $F$ induced by $\left\{X_{j}^{k}\right\}_{k=1, \ldots, l, j=1, \ldots, m_{k}}$. Then there exists a function

$$
\begin{gathered}
\varphi: A \subset \mathbb{R}^{p} \rightarrow \mathbb{R}^{q-p}, \\
x=\left(x_{1}^{1}, \ldots, x_{\alpha_{1}}^{1}, \ldots, x_{\alpha_{t}}^{l}\right) \mapsto\left(\varphi_{\alpha_{1}+1}^{1}, \ldots, \varphi_{m_{1}}^{1}, \ldots, \varphi_{\alpha_{i}+1}^{l}, \ldots, \varphi_{m_{t}}^{l}\right)(x),
\end{gathered}
$$

defined on an open neighbourhood $A \subset \mathbb{R}^{p}$ of zero, such that $\varphi(0)=0$ and $\Sigma \supset \Phi(A)$, where $\Phi$ is the mapping defined by

$$
\begin{gather*}
\Phi: A \rightarrow \mathbb{R}^{q}, \\
x \rightarrow\left(x_{1}^{1}, \ldots, x_{\alpha_{1}}^{1}, \varphi_{\alpha_{1}+1}^{1}(x), \ldots, \varphi_{m_{1}}^{1}(x), \ldots, x_{1}^{l}, \ldots, x_{\alpha_{l}}^{l}, \varphi_{\alpha_{l}+1}^{l}(x), \ldots, \varphi_{m_{l}}^{l}(x)\right) \tag{3.8}
\end{gather*}
$$

and satisfying $\nabla \Phi(0)=C(0)$, with $C$ given by Lemma 3.1.
Proof. Representing $\pi_{\Sigma}(x)$ with respect to our graded coordinates, we obtain

$$
\begin{aligned}
\tilde{\pi}_{\Sigma}(x): \mathbb{R}^{q} & \rightarrow \mathbb{R}^{p} \\
x & \mapsto\left(x_{1}^{1}, \ldots, x_{\alpha_{1}}^{1}, \ldots, x_{1}^{l}, \ldots, x_{\alpha_{l}}^{l}\right) .
\end{aligned}
$$

Taking its restriction

$$
\begin{aligned}
\pi: & \Sigma
\end{aligned} \rightarrow \mathbb{R}^{p}, ~=\left(x_{1}^{1}, \ldots, x_{\alpha_{1}}^{1}, \ldots, x_{1}^{l}, \ldots, x_{\alpha_{l}}^{l}\right),
$$

we wish to prove that $\pi$ is invertible near 0 , i.e. that $d \pi(0): T_{0} \Sigma \rightarrow \mathbb{R}^{p}$ is onto. According to (3.1) and the fact that $\pi$ is the restriction of a linear mapping, it follows that $d \pi\left(v_{j}^{k}(0)\right)=\partial_{x_{j}^{k}}$ for every $k=1, \ldots, l$ and $j=1, \ldots, \alpha_{k}$. This implies the existence of $\Phi=\pi_{\mid U}^{-1}$ having the representation (3.8), hence one can easily check that $d \pi\left(\partial_{x_{j}^{k}} \Phi(0)\right)=\partial_{x_{j}^{k}}$ also holds for every $k=1, \ldots, l$ and $j=1, \ldots, \alpha_{k}$. As a consequence, invertibility of $d \pi(0): T_{0} \Sigma \rightarrow \mathbb{R}^{p}$ gives $v_{j}^{k}(0)=\partial_{x_{j}^{k}} \Phi(0)$. It follows that each column of $\nabla \Phi(0)$ equals the corresponding one of $C(0)$.

From now on, we will assume that $\Sigma$ is a $C^{1,1}$ submanifold of $\mathbb{G}$.
Lemma 3.9. Let $x \in \Sigma$ be such that $d_{\Sigma}(x)=d(\Sigma)$. Then $\Pi_{\Sigma}(x)$ is a subgroup.

Proof. Posing $d=d(\Sigma)$, due to Corollary 3.6, $\tau_{\Sigma}^{d}(x)$ is proportional to the simple p-vector

$$
X_{1}^{1} \wedge \cdots \wedge X_{\alpha_{1}}^{1} \wedge \cdots \wedge X_{1}^{l} \wedge \cdots \wedge X_{\alpha_{i}}^{l}
$$

We define $\mathscr{F}$ as the space of linear combinations of vectors $\left\{X_{j}^{k}\right\}_{j=1, \ldots, \alpha_{k}}^{k=1, \ldots, l}$. It suffices to prove that each bracket $\left[X_{j}^{k}, X_{i}^{l}\right]$ lies in $\mathscr{F}$ for every $1 \leqq k, l \leqq l, 1 \leqq j \leqq \alpha_{k}$ and $1 \leqq i \leqq \alpha_{l}$. Taking into account Remark 3.3, we can find Lipschitz functions $\phi_{r}, \psi_{s}$, which vanish at $x$ whenever $d(r)=k$ or $d(s)=l$, such that

$$
v_{j}^{k}=X_{j}^{k}+\sum_{d(r) \leqq k} \phi_{r} X_{r} \quad \text { and } \quad v_{i}^{l}=X_{i}^{l}+\sum_{d(s) \leqq l} \psi_{s} X_{s} .
$$

For a.e. $y$ belonging to a neighbourhood $U$ of $x$, we have

$$
\begin{align*}
{\left[v_{j}^{k}, v_{i}^{l}\right]=} & {\left[X_{j}^{k}+\sum_{d(r) \leqq k} \phi_{r} X_{r}, X_{i}^{l}+\sum_{d(s) \leqq l} \psi_{s} X_{s}\right] }  \tag{3.9}\\
= & {\left[X_{j}^{k}, X_{i}^{l}\right]+\sum_{d(r) \leqq k} \phi_{r}\left[X_{r}, X_{i}^{l}\right]+\sum_{d(s) \leqq l} \psi_{s}\left[X_{j}^{k}, X_{s}\right] } \\
& +\sum_{d(r) \leqq k, d(s) \leqq l} \phi_{r} \psi_{s}\left[X_{r}, X_{s}\right] \\
& +\sum_{d(s) \leqq l}\left(X_{j}^{k} \psi_{s}\right) X_{s}-\sum_{d(r) \leqq k}\left(X_{i}^{l} \phi_{r}\right) X_{r} \\
& +\sum_{d(r) \leqq k, d(s) \leqq l}\left(\phi_{r}\left(X_{r} \psi_{s}\right) X_{s}-\psi_{s}\left(X_{s} \psi_{r}\right) X_{r}\right) .
\end{align*}
$$

By Frobenius theorem we know that this vector is tangent to $\Sigma$, i.e. it is a linear combination of $v_{1}^{1}, \ldots, v_{\alpha_{1}}^{l}$ and lies in $V_{1} \oplus \cdots \oplus V_{k+l}$, hence Lemma 3.1 implies that it must be of the form

$$
\left[v_{j}^{k}, v_{i}^{l}\right]=\sum_{\sigma(r) \leqq k+l} a_{r} v_{r} .
$$

Projecting both sides of the previous identity onto $V_{k+l}$, we get

$$
\begin{aligned}
{\left[X_{j}^{k}, X_{i}^{l}\right]+\sum_{d(r)=k} \phi_{r}\left[X_{r}, X_{i}^{l}\right] } & +\sum_{d(s)=l} \psi_{s}\left[X_{j}^{k}, X_{s}\right]+\sum_{d(r)=k, d(s)=l} \phi_{r} \psi_{s}\left[X_{r}, X_{s}\right] \\
& =\sum_{\sigma(r)=k+l} a_{r} \pi_{k+l}\left(v_{r}\right) .
\end{aligned}
$$

From (3.1) the projections $\pi_{k+l}\left(v_{r}(y)\right)$ converge to a linear combination of vectors $X_{i}^{k+l}$ as $y$ goes to $x$, where $1 \leqq i \leqq \alpha_{k+l}$. We can find a sequence of points $\left(y_{v}\right)$ contained in $U$, where $\left[v_{j}^{k}, v_{i}^{l}\right]$ is defined and $y_{v} \rightarrow x$ as $v \rightarrow \infty$. Then the coefficients $a_{r}$ are defined on $y_{v}$ and up to extracting subsequences it is not restrictive assuming that $a_{r}\left(y_{v}\right)$, which is bounded since $\Sigma$ is $C^{1,1}$, converges for every $r$ such that $\sigma(r) \leqq k+l$. Thus, restricting the previous equality on the set $\left\{y_{v}\right\}$ and taking the limit as $v \rightarrow \infty$, it follows that $\left[X_{j}^{k}, X_{i}^{l}\right]$ is a linear combination of $\left\{X_{i}^{k+l}\right\}_{1 \leqq i \leqq \alpha_{k+l}}$. This ends the proof.

Let us consider the parameters $\lambda=\left(\lambda_{1}^{1}, \ldots, \lambda_{\alpha_{1}}^{1}, \ldots, \lambda_{1}^{l}, \ldots, \lambda_{\alpha_{1}}^{l}\right) \in \mathbb{R}^{p}$ and a point $e \in \Sigma$ with $d_{\Sigma}(e)=d(\Sigma)$. We aim to study properties of solution $\gamma(t, \lambda)$ of the Cauchy problem

$$
\left\{\begin{array}{l}
\partial_{t} \gamma(t, \lambda)=\sum_{\substack{k=1, \ldots, l \\
j=1, \ldots, \alpha_{k}}} \lambda_{j}^{k} v_{j}^{k}(\gamma(t, \lambda)) t^{k-1}  \tag{3.10}\\
\gamma(0, \lambda)=0
\end{array}\right.
$$

where the vector fields $v_{j}^{k}$ are defined in Lemma 3.1 with $x=e$.
For every compact set $L \subset \mathbb{R}^{p}$, there exists a positive number $t_{0}=t_{0}(L)$ such that $\gamma(\cdot, \lambda)$ is defined on $\left[0, t_{0}\right]$ for every $\lambda \in L$.

The next lemma gives crucial estimates on the coordinates of $\gamma(\cdot, \lambda)$. Notice that graded coordinates arising from the corresponding graded basis $\left(X_{1}, \ldots, X_{q}\right)$ will be understood.

Lemma 3.10. Let $\gamma(\cdot, \lambda)$ be the solution of (3.10). Then for every $k=1, \ldots, l$ and every $j=1, \ldots, m_{k}$ there exist homogeneous polynomials $g_{j}^{k}$ of degree $k$, that vanish when $k=1$, have the form $g_{j}^{k}\left(\lambda_{1}^{1}, \ldots, \lambda_{\alpha_{1}}^{1}, \ldots, \lambda_{1}^{k-1}, \ldots, \lambda_{\alpha_{k-1}}^{k-1}\right)$ when $k>1$, satisfy $g_{j}^{k}(0)=0$ and, finally, the estimates

$$
\gamma_{j}^{k}(t, \lambda)= \begin{cases}\left(\lambda_{j}^{k} / k+g_{j}^{k}\left(\lambda_{1}^{1}, \ldots, \lambda_{\alpha_{k-1}}^{k-1}\right)\right) t^{k}+O\left(t^{k+1}\right) & \text { if } 1 \leqq j \leqq \alpha_{k}  \tag{3.11}\\ O\left(t^{k+1}\right) & \text { if } \alpha_{k}+1 \leqq j \leqq m_{k}\end{cases}
$$

hold for every $\lambda \in L$ and every $t \in\left[0, t_{0}\right]$.
Proof. From (2.14) and (2.15), we have $X_{s}=\sum_{i=1}^{q} X_{i s} e_{i}$ where

$$
X_{i s}(x)= \begin{cases}\delta_{i s} & \text { if } d(i) \leqq d(s)  \tag{3.12}\\ u_{i s}\left(x_{1}^{1}, \ldots, x_{m_{1}}^{1}, \ldots, x_{1}^{d(i)-1}, \ldots, x_{m_{d(i)}-1}^{d(i)-1}\right) & \text { if } d(i)>d(s)\end{cases}
$$

and $u_{i s}$ is a homogeneous polynomial satisfying $u_{i s}\left(\delta_{r}(x)\right)=r^{d(i)-d(s)} u_{i s}(x)$. Setting

$$
\tilde{\lambda}=\tilde{\lambda}(t)=\left(\lambda_{1}^{1}, \ldots, \lambda_{\alpha_{1}}^{1}, \lambda_{1}^{2} t, \ldots, \lambda_{\alpha_{2}}^{2} t, \ldots, \lambda_{1}^{l} t^{l-1}, \ldots, \lambda_{\alpha_{1}}^{l} t^{t-1}\right) \in \mathbb{R}^{p}
$$

and taking into account the expression of $v_{j}$ given in Lemma 3.1, we can write the Cauchy problem (3.10) as

$$
\begin{equation*}
\partial_{t} \gamma(t, \lambda)=\sum_{r=1}^{p} v_{r}(\gamma(t, \lambda)) \tilde{\lambda}_{r}(t)=\sum_{r=1}^{p} \sum_{s=1}^{q} C_{s r}(\gamma(t, \lambda)) X_{s}(\gamma(t, \lambda)) \tilde{\lambda}_{r}(t) \tag{3.13}
\end{equation*}
$$

where $C(\cdot)$ is given by Lemma 3.1. Now we fix $\lambda \in L$ and write for simplicity $\gamma$ in place of $\gamma(\cdot, \lambda)$. The coordinates of $\gamma$ will be also denoted as

$$
\left(\gamma_{1}^{1}, \ldots, \gamma_{m_{1}}^{1}, \ldots, \gamma_{1}^{l}, \ldots, \gamma_{m_{l}}^{l}\right)
$$

Step 1. We start proving (3.11) for the coordinates of $\gamma$ belonging to the first layer, i.e.

$$
\begin{cases}\gamma_{j}^{1}(t)=\lambda_{j}^{1} t & \text { if } 1 \leqq j \leqq \alpha_{1}  \tag{3.14}\\ \gamma_{j}^{1}(t)=O\left(t^{2}\right) & \text { if } \alpha_{1}+1 \leqq j \leqq m_{1}\end{cases}
$$

In view of (3.13), we get

$$
\dot{\gamma}_{j}^{1}=\sum_{r=1}^{p} \sum_{s=1}^{q} C_{s r}(\gamma) X_{j s}(\gamma) \tilde{\lambda}_{r} .
$$

For $1 \leqq j \leqq \alpha_{1}$ we have $1=d(j) \leqq d(s)$, then (3.12) imply that $X_{j s}=\delta_{j s}$, whence

$$
\dot{\gamma}_{j}^{1}=\sum_{r=1}^{p} C_{j r}(\gamma) \tilde{\lambda}_{r}=\tilde{\lambda}_{j}=\lambda_{j}^{1}
$$

where the second equality follows from (3.1), which implies $C_{j r}(x)=\delta_{j r}$. This shows the first equality of (3.14).

Now we consider the case $\alpha_{1}+1 \leqq j \leqq m_{1}$. Due to (3.12) and $1=d(j) \leqq d(s)$, we have

$$
\begin{equation*}
\dot{\gamma}_{j}^{1}=\sum_{r=1}^{p} C_{j r}(\gamma) \tilde{\lambda}_{r}=\sum_{\sigma(r)=1} C_{j r}(\gamma) \tilde{\lambda}_{r}+\sum_{\sigma(r) \geqq 2} C_{j r}(\gamma) \tilde{\lambda}_{r} \tag{3.15}
\end{equation*}
$$

From (3.1), we have $C_{j r}(y)=o(1)$ whenever $\sigma(r)=1$, hence $C_{j r}(\gamma(t))=o(t)$. From the same formula, we deduce that $C_{j r}(x)$ is bounded whenever $\sigma(r) \geqq 2$, and for the same indices $r$ we also have $\tilde{\lambda}_{r}=O(t)$, hence the second sum of (3.15) is equal to $O(t)$. We have shown that $\dot{\gamma}_{j}^{1}=O(t)$ for every $\alpha_{1}+1 \leqq j \leqq m$, therefore the second equality of (3.14) is proved.

Step 2. We will prove (3.11) by induction on $k=1, \ldots, l$. The previous step yields these estimates for $k=1$. Let us fix $k \geqq 2$ and suppose that (3.11) holds for all integers less than or equal to $k-1$. Next, we wish to prove (3.11) for components of $\gamma$ with degree $k$ and for any fixed $1 \leqq j \leqq m_{k}$. We denote by $i$ the unique integer between 1 and $q$ such that $X_{i}=X_{j}^{k}$ and accordingly we have $\gamma_{i}=\gamma_{j}^{k}$, where $d(i)=k$. Taking into account (3.12) and that $C_{s r}$ vanishes when $d(s)>\sigma(r)$, it follows that

$$
\begin{equation*}
\dot{\gamma}_{i}=\sum_{r=1}^{p} \sum_{s=1}^{q} X_{i s}(\gamma) C_{s r}(\gamma) \tilde{\lambda}_{r}=\sum_{\substack{1 \leq r \leqq p \\ d(s) \leqq d(i) \\ d(s) \leqq \sigma(r)}} X_{i s}(\gamma) C_{s r}(\gamma) \tilde{\lambda}_{r} . \tag{3.16}
\end{equation*}
$$

We split this sum into three sums

$$
\begin{equation*}
\dot{\gamma}_{j}^{k}=\dot{\gamma}_{i}=\sum_{\substack{1 \leq r \leq p \\ d(\overline{(i) \leqq \sigma(r)}}} C_{i r}(\gamma) \tilde{\lambda}_{r}+\sum_{\substack{1 \leq r \leq p \\ d(s)<d(i) \\ d(s)=\sigma(r)}} X_{i s}(\gamma) C_{s r}(\gamma) \tilde{\lambda}_{r}+\sum_{\substack{1 \leq r \leq p \\ d(s)<d(i) \\ d(s)<\sigma(r)}} X_{i s}(\gamma) C_{s r}(\gamma) \tilde{\lambda}_{r} . \tag{3.17}
\end{equation*}
$$

We first consider the case $1 \leqq j \leqq \alpha_{k}$. Then (3.1) implies that $C_{i r}(x)=\delta_{i r}$, therefore the first term of (3.17) coincides with $\tilde{\lambda}_{i}(t)=\lambda_{j}^{k} t^{k-1}$. Now we deal with the remaining terms. Our inductive hypothesis yields

$$
\gamma_{s}^{l}(t, \lambda)= \begin{cases}\left(\lambda_{s}^{l} / l+g_{s}^{l}\left(\lambda_{1}^{1}, \ldots, \lambda_{\alpha_{l-1}}^{l-1}\right)+O(t)\right) t^{l} & \text { if } 1 \leqq s \leqq \alpha_{l}  \tag{3.18}\\ O(t) t^{l} & \text { if } \alpha_{l}+1 \leqq s \leqq m_{l}\end{cases}
$$

whenever $l \leqq k-1$, where $g_{s}^{l}$ is a homogeneous polynomial of degree $l$. Due to (3.12), $X_{i s}$ are homogeneous polynomials of degree $d(i)-d(s)=k-d(s)>0$, then applying (3.18), we achieve

$$
\begin{equation*}
X_{i s}\left(\gamma_{1}^{1}, \ldots, \gamma_{m_{k-1}}^{k-1}\right)=\left(N_{i s}\left(\lambda_{1}^{1}, \ldots, \lambda_{\alpha_{k-1}}^{k-1}\right)+O(t)\right) t^{k-d(s)} \tag{3.19}
\end{equation*}
$$

whenever $d(s) \leqq d(i)=k$ and $v_{i s}=\delta_{i s}$ if $d(s)=k$. Notice that $N_{i s}$ are homogeneous polynomials of degree $k-d(s)$ since it is a composition of the homogeneous polynomial $X_{i s}$ and of the homogeneous polynomials $\lambda_{s}^{l} / l+g_{s}^{l}\left(\lambda_{1}^{1}, \ldots, \lambda_{\alpha_{l-1}}^{l-1}\right)$ with degree $l$.

Let us focus our attention on the second sum of (3.17). By definition of $\tilde{\lambda}$, we have $\tilde{\lambda}_{r}=\lambda_{l(r)}^{\sigma(r)} t^{\sigma(r)-1}$, for some $1 \leqq l(r) \leqq \alpha_{\sigma(r)}$, hence this second term equals

$$
\begin{aligned}
& \sum_{\substack{1 \leq r \leq p \\
d(s)<d(i) \\
d(s)=\sigma(r)}}\left[C_{s r}(0)+O(t)\right]\left[N_{i s}\left(\lambda_{1}^{1}, \ldots, \lambda_{\alpha_{k-1}}^{k-1}\right) t^{k-d(s)}+O\left(t^{k-d(s)+1}\right)\right] \lambda_{l(r)}^{\sigma(r)} t^{\sigma(r)-1} \\
& \quad=\sum_{\begin{array}{c}
1 \leq r \leq p \\
d(s)<d(i) \\
d(s)=\sigma(r)
\end{array}} C_{s r}(0) N_{i s}\left(\lambda_{1}^{1}, \ldots, \lambda_{\alpha_{k-1}}^{k-1}\right) \lambda_{l(r)}^{d(s)} t^{k-1}+O\left(t^{k}\right) \\
& \quad=\tilde{N}_{i}\left(\lambda_{1}^{1}, \ldots, \lambda_{\alpha_{k-1}}^{k-1}\right) t^{k-1}+O\left(t^{k}\right)
\end{aligned}
$$

where $\tilde{N}_{i}$ is a homogeneous polynomial of degree $k=d(i)$. From (3.19) and taking into account the definition of $\tilde{\lambda}_{r}$, the last term of (3.17) can be written as

$$
\begin{gathered}
\sum_{\substack{1 \leq r \leq p \\
d(s)<d(i) \\
d(s)<\sigma(r)}} C_{s r}(\gamma(t))\left[N_{i s}\left(\lambda_{1}^{1}, \ldots, \lambda_{\alpha_{k-1}}^{k-1}\right) t^{k-d(s)}+O\left(t^{k-d(s)+1}\right)\right] O\left(t^{\sigma(r)-1}\right) \\
=\sum_{\substack{1 \leq r \leq p \\
d(s)<d(i) \\
d(s)<\sigma(r)}} O\left(t^{k-d(s)+\sigma(r)-1}\right)=O\left(t^{k}\right)
\end{gathered}
$$

Summing up the results obtained for the three sums of (3.17), we have shown that

$$
\dot{\gamma}_{j}^{k}(t)=\left(\lambda_{j}^{k}+\tilde{N}_{i}\left(\lambda_{1}^{1}, \ldots, \lambda_{\alpha_{k-1}}^{k-1}\right)\right) t^{k-1}+O\left(t^{k}\right)
$$

whence the first part of (3.11) follows.
Next, we consider the case $\alpha_{k}+1 \leqq j \leqq m_{k}$. In this case we decompose (3.16) into the following two sums

$$
\begin{equation*}
\dot{\gamma}_{i}=\sum_{\substack{1 \leqq r \leqq p \\ k \leqq \sigma(r)}} C_{i r}(\gamma) \tilde{\lambda}_{r}+\sum_{\substack{1 \leq r \leq p \\ \overline{d(s} \leq<\\ d(s) \leqq \sigma(r)}} X_{i s}(\gamma) C_{s r}(\gamma) \tilde{\lambda}_{r} . \tag{3.20}
\end{equation*}
$$

The first term of (3.20) can be written as

$$
\sum_{\substack{1 \leqq r \leqq p \\ k \leqq \sigma(r)}} C_{i r}(\gamma) \tilde{\lambda}_{r}=\sum_{\substack{1 \leqq r \leq p \\ k=\sigma(r)}} C_{i r}(\gamma) \tilde{\lambda}_{r}+\sum_{\substack{1 \leqq r \leqq p \\ k<\sigma(r)}} C_{i r}(\gamma) \tilde{\lambda}_{r} .
$$

From (3.1), the Lipschitz function $C_{i r}(x)$ vanishes at zero when $\alpha_{k}+1 \leqq j \leqq m_{k}$ and $d(i)=\sigma(r)$, then $C_{i r}(\gamma(t))=O(t)$ and

$$
\begin{equation*}
\sum_{\substack{1 \leqq r \leqq p \\ k \leqq \sigma(r)}} C_{i r}(\gamma) \tilde{\lambda}_{r}=\sum_{\substack{1 \leqq r \leqq p \\ k=\sigma(r)}} O(t) t^{k-1}+\sum_{\substack{1 \leqq r \leqq p \\ k<\sigma(r)}} O(1) t^{\sigma(r)-1}=O\left(t^{k}\right) . \tag{3.21}
\end{equation*}
$$

Let us now consider the second term of (3.20). According to (3.19), we know that $X_{i s}(\gamma(t))=O\left(t^{k-d(s)}\right)$. Unfortunately, this estimate is not enough for our purposes, as one can check observing that $\tilde{\lambda}_{r}=O\left(t^{\sigma(r)-1}\right)$ and $C_{s r}=O(1)$ for some of $s, r$. To improve the estimate on $X_{i s}$ we will use Lemma 3.9, according to which the subspace spanned by

$$
\left(X_{1}^{1}, \ldots, X_{\alpha_{1}}^{1}, \ldots, X_{1}^{l}, \ldots, X_{\alpha_{l}}^{l}\right)
$$

is a subalgebra. Then we define

$$
\mathscr{F}=\operatorname{span}\left\{X_{s}^{k}: 1 \leqq k \leqq l, 1 \leqq s \leqq \alpha_{k}\right\}
$$

along with the set $J$, that is given by the condition

$$
\mathscr{F}=\operatorname{span}\left\{X_{j}: j \in J\right\} .
$$

We first notice that $i \notin J$, due to our assumption $\alpha_{k}+1 \leqq j \leqq m_{k}$. This will allow us to apply Lemma 2.5 , according to which we have

$$
P_{i}(x, y)=x_{i}+y_{i}+Q_{i}(x, y)=x_{i}+y_{i}+\sum_{l \notin J, d(l)<k}\left(x_{l} R_{i l}(x, y)+y_{l} S_{i l}(x, y)\right) .
$$

As a result, assuming that $s \in J$, we obtain the key formula

$$
X_{i s}(x)=\frac{\partial P_{i}}{\partial y_{s}}(x, 0)=\sum_{l \notin J, d(l)<k} x_{l} \frac{\partial R_{i l}}{\partial y_{s}}(x, 0),
$$

where $\partial_{y_{s}} R_{i l}(x, 0)$ is a homogeneous polynomial of degree $k-d(s)-d(l)$. By both inductive hypothesis and definition of $J$, we get

$$
\gamma_{l}(t)=O\left(t^{d(l)+1}\right)
$$

for every $l \notin J$ such that $d(l)<k$. By these estimates, we achieve

$$
X_{i s}(\gamma(t))=\sum_{l \notin J, d(l)<k} \gamma_{l}(t) \frac{\partial R_{i l}}{\partial y_{s}}(\gamma(t), 0)=\sum_{l \notin J, d(l)<k} O\left(t^{d(l)+1}\right) O\left(t^{k-d(s)-d(l)}\right)=O\left(t^{k+1-d(s)}\right) .
$$

Then it is convenient to split the second term of (3.20) as follows:

$$
\begin{equation*}
\sum_{\substack{r=1, \ldots, p \\ d(s)<k \\ d(s) \leq \sigma(r)}} X_{i s}(\gamma) C_{s r}(\gamma) \tilde{\lambda}_{r}=\sum_{\substack{r=1, \ldots, p \\ d(s)<k \\ d(s) \leq \sigma(r) \\ s \in J}} X_{i s}(\gamma) C_{s r}(\gamma) \tilde{\lambda}_{r}+\sum_{\substack{r=1, \ldots, p \\ d(s)<k \\ d(s) \leq \sigma=k \\ s \notin J}} X_{i s}(\gamma) C_{s r}(\gamma) \tilde{\lambda}_{r}, \tag{3.22}
\end{equation*}
$$

where the first sum of the previous decomposition can be estimated as

$$
\begin{equation*}
\sum_{\substack{1 \leq r \leq p \\ d(s)<k \\ d(s) \leq \sigma(r) \\ s \in J}} X_{i s}(\gamma) C_{s r}(\gamma) \tilde{\lambda}_{r}=\sum_{\substack{1 \leq r \leq p \\ d(s)<k \\ d(s) \leq \sigma(r) \\ s \in J}} O\left(t^{k+1-d(s)}\right) O(1) O\left(t^{\sigma(r)-1}\right)=O\left(t^{k}\right) . \tag{3.23}
\end{equation*}
$$

Finally, we consider the second sum of (3.22), writing it as

$$
\begin{equation*}
\sum_{\substack{1 \leq r \leq p \\ d(s) \leq k \\ d(s) \leq \sigma(r) \\ s \notin J}} X_{i s}(\gamma) C_{s r}(\gamma) \tilde{\lambda}_{r}=\sum_{\substack{1 \leq r \leq p \\ d(s)<k \\ d(s)=\sigma(r) \\ s \notin J}} X_{i s}(\gamma) C_{s r}(\gamma) \tilde{\lambda}_{r}+\sum_{\substack{1 \leq \leq \leq p \\ d(s)<k \\ d(s)<\sigma(r) \\ s \notin J}} X_{i s}(\gamma) C_{s r}(\gamma) \tilde{\lambda}_{r} . \tag{3.24}
\end{equation*}
$$

The first term of (3.24) can be written as

$$
\sum_{\substack{1 \leq r \leq p \\ d(s)<k \\ d(s)=\sigma(r) \\ s \notin J}} O\left(t^{k-d(s)}\right) O(t) O\left(t^{\sigma(r)-1}\right)=O\left(t^{k}\right),
$$

where we have used the fact that $C_{s r}(x)=O(|x|)$ when $d(s)=\sigma(r)$ and $s \notin J$, according to (3.1). The second term of (3.24) corresponds to the sum

$$
\sum_{\substack{1 \leq r \leq p \\ d(s)<k \\ d(s)<\sigma(r) \\ s \notin J}} O\left(t^{k-d(s)}\right) O(1) O\left(t^{\sigma(r)-1}\right)=O\left(t^{k}\right) .
$$

As a result, the second term of (3.22) is also equal to some $O\left(t^{k}\right)$, hence taking into account (3.23) we get that the second term of (3.20) is $O\left(t^{k}\right)$. Thus, taking into account (3.20) and (3.21) we achieve $\dot{\gamma}(t)=O\left(t^{k}\right)$, which proves the second part of (3.11) and ends the proof.

Remark 3.11. Analyzing the previous proof, it is easy to realize that the functions $O\left(t^{k}\right)$ appearing in the statement of Lemma 3.10 can be estimated by $t^{k}$, uniformly with respect to $\lambda$ varying in a compact set: there exists a constant $M>0$ such that

$$
\begin{array}{ll}
\left|\gamma_{j}^{k}(t, \lambda)-\left[\lambda_{j}^{k} / k+g_{j}^{k}\left(\lambda_{1}^{1}, \ldots, \lambda_{\alpha_{k-1}}^{k-1}\right)\right] t^{k}\right| \leqq M t^{k+1} & \text { if } 1 \leqq j \leqq \alpha_{k} \\
\left|\gamma_{j}^{k}(t, \lambda)\right| \leqq M t^{k+1} & \text { if } \alpha_{k}+1 \leqq j \leqq m_{k} \tag{3.25}
\end{array}
$$

for all $\lambda$ belonging to a compact set $L$ and every $t<t_{0}$ : here and in the following, we have set $\gamma_{\lambda}:=\gamma(\cdot, \lambda)$.

Our next step will be to prove that our curves $\gamma(\cdot, \lambda)$ cover a neighbourhood of a point with maximum degree. To do this, we fix graded coordinates with respect to the basis ( $X_{j}^{k}$ ) and consider the diffeomorphism $G: \mathbb{R}^{p} \rightarrow \mathbb{R}^{p}$ arising from Lemma 3.10 and that can be associated with any point of maximum degree in a $C^{1,1}$ smooth submanifold. We set

$$
\begin{equation*}
G_{i}(\lambda)=\lambda_{i} / \sigma(i)+g_{i}\left(\lambda_{1}, \ldots, \lambda_{\sigma_{\sigma(i)-1}}\right), \tag{3.26}
\end{equation*}
$$

where $\left(g_{1}, \ldots, g_{p}\right)=\left(g_{1}^{1}, \ldots, g_{\alpha_{1}}^{1}, \ldots, g_{1}^{l}, \ldots, g_{\alpha_{1}}^{l}\right)$ and $g_{j}^{k}$ are given by Lemma 3.10. Then $G(0)=0$ and by explicit computation of the inverse function, the definition (3.26) implies global invertibility of $G$.

Remark 3.12. The diffeomorphism $G$ also permits us to state Lemma 3.10 as

$$
\begin{equation*}
\gamma(t, \lambda)=\delta_{t}(G(\lambda)+O(t)) \in \mathbb{R}^{q} \tag{3.27}
\end{equation*}
$$

where $G(\lambda)$ belongs to $\mathbb{R}^{p} \times\{0\}$, precisely, it lies in the $p$-dimensional subspace $\Pi_{\Sigma}(x)$ with respect to the associated graded coordinates.

We will denote by $c(t, \lambda)$ the projection of $\gamma(t, \lambda)$ on $\Pi_{\Sigma}(x)$, namely

$$
\begin{equation*}
c(t, \lambda)=\tilde{\pi}_{\Sigma}(x)(\gamma(t, \lambda)) \tag{3.28}
\end{equation*}
$$

where $\tilde{\pi}_{\Sigma}(x)$ represents $\pi_{\Sigma}(x)$ of (3.7) with respect to graded coordinates arising from (3.6). In the sequel, the estimates

$$
\begin{equation*}
c_{i}(t, \lambda)=G_{i}(\lambda) t^{\sigma(i)}+O\left(t^{\sigma(i)+1}\right) \tag{3.29}
\end{equation*}
$$

will be used. They follow from Lemma 3.10 and the definitions of $c$ and $G$.
Lemma 3.13. There exists $t_{0}>0$ such that for every $\left.t_{1} \in\right] 0, t_{0}[$, there exists a neighbourhood $V$ of 0 such that

$$
V \cap \Sigma \subset\left\{\gamma(t, \lambda): \lambda \in G^{-1}\left(S^{p-1}\right) \text { and } 0 \leqq t<t_{1}\right\}
$$

Proof. We fix $t_{0}>0$ as in Lemma 3.10, where we have chosen $L=G^{-1}\left(S^{p-1}\right)$. Let $\left.t_{1} \in\right] 0, t_{0}[$ be arbitrarily fixed. Taking into account Corollary 3.8, it suffices to prove that the set $\left\{c(t, \lambda): \lambda \in L, 0 \leqq t<t_{1}\right\}$ covers a neighbourhood of 0 in $\mathbb{R}^{p}$. For each $\left.t \in\right] 0, t_{1}[$, we define the "projected dilations" $\Delta_{t}=\tilde{\pi}_{\Sigma}(x) \circ \delta_{t}$ corresponding to the following diffeomorphisms of $\mathbb{R}^{p}$

$$
\Delta_{t}\left(y_{1}, \ldots, y_{p}\right)=\left(t^{\sigma(1)} y_{1}, \ldots, t^{\sigma(i)} y_{i}, \ldots, t^{\sigma(p)} y_{p}\right)
$$

Now we can rewrite (3.29) as

$$
\begin{equation*}
c(t, \lambda)=\Delta_{t}(G(\lambda)+O(t)) \tag{3.30}
\end{equation*}
$$

where $O(t)$ is uniform with respect to $\lambda$ varying in $G^{-1}\left(S^{p-1}\right)$, according to Remark 3.11. Then we define the mapping

$$
\begin{aligned}
L_{t}: S^{p-1} & \rightarrow \mathbb{R}^{p}, \\
u & \mapsto \Delta_{1 / t}\left(c\left(t, G^{-1}(u)\right)\right),
\end{aligned}
$$

and (3.30) implies

$$
L_{t}(u)=u+O(t)
$$

As a consequence, $L_{t} \rightarrow \operatorname{Id}_{S^{p-1}}$ as $t \rightarrow 0$, uniformly with respect to $u \in S^{p-1}$. Then, for any sufficiently small $0<\tau<t_{1}$, we have $L_{\tau}\left(S^{p-1}\right) \cap B_{1 / 2}^{|\cdot|}=\emptyset$ and $L_{\tau}$ is homotopic to $\operatorname{Id}_{S^{p-1}}$ in $\mathbb{R}^{p} \backslash\{A\}$ for all $A \in B_{1 / 2}^{|\cdot|}$. Here we have used the notation $B_{r}^{|\cdot|}$ to denote the Euclidean ball of
radius $r>0$ centered at the origin. In particular, since $\mathrm{Id}_{S^{p-1}}$ is not homotopic to a constant, $L_{\tau}$ is not homotopic to a constant in $\mathbb{R}^{p} \backslash\{A\}$ for all $A \in B_{1 / 2}^{\cdot \mid}$. Now, we are in the position to prove that

$$
\left\{c(t, \lambda): \lambda \in G^{-1}\left(S^{p-1}\right) \text { and } 0 \leqq t<\tau\right\}
$$

covers the open neighbourhood of 0 in $\mathbb{R}^{p}$ given by $\Delta_{\tau}\left(F^{-1}\left(B_{1 / 2}\right) \cap \Pi_{\Sigma}(e)\right)$ that leads us to the conclusion. By contradiction, if this were not true, then we could find a point $A \in B_{1 / 2}$ such that $A \neq \Delta_{1 / \tau}\left(c_{\lambda}(t)\right)$ for all $\lambda \in G^{-1}\left(S^{p-1}\right)$ and $0 \leqq t<\tau$, but then

$$
\begin{aligned}
H:[0, \tau] \times S^{p-1} & \rightarrow \mathbb{R}^{p} \backslash\{A\}, \\
(s, u) & \mapsto \Delta_{1 / \tau}\left(c\left(s, G^{-1}(u)\right)\right)
\end{aligned}
$$

would provide a homotopy in $\mathbb{R}^{p} \backslash\{A\}$ between the constant 0 and $L_{\tau}$, which cannot exist.

As important consequence of Lemma 3.10, we are in the position to give the
Proof of Theorem 1.1. We first notice that $\Pi_{\Sigma}(x)$ is a subgroup of $\mathbb{G}$, due to Lemma 3.9. Setting $\Sigma_{x, r}:=\delta_{1 / r}\left(x^{-1} \Sigma\right)$, it is sufficient to prove (see [3], Proposition 4.5.5) that $\Sigma_{x, r} \cap D_{R}$ converges to $\Pi \cap D_{R}$ in the Kuratowski sense, i.e. that
(i) if $y=\lim _{n \rightarrow \infty} y_{n}$ for some sequence $\left\{y_{n}\right\}$ such that $y_{n} \in \Sigma_{x, r_{n}} \cap D_{R}$ and $r_{n} \rightarrow 0$, then $y \in \Pi_{\Sigma}(x) \cap D_{R} ;$
(ii) if $y \in \Pi_{\Sigma}(x) \cap D_{R}$, then there are $y_{r} \in \Sigma_{x, r} \cap D_{R}$ such that $y_{r} \rightarrow y$.

It is not restrictive assuming that $x=e$. To prove (i), we set $z_{n}=\delta_{r_{n}}\left(y_{n}\right) \in \Sigma \cap D_{r_{n} R}$. From (3.27), we can find $t_{1}>0$ arbitrarily small such that

$$
\begin{equation*}
\inf _{u \in S^{p-1}}\left|u+O\left(t_{1}\right)\right|>0 \tag{3.31}
\end{equation*}
$$

where $|\cdot|$ is the Euclidean norm and $O(t)$ is defined in (3.27). Then for $n$ sufficiently large and taking $t_{1}<t_{0}$ Lemma 3.13 yields a sequence $\left.\left\{\tau_{n}\right\} \subset\right] 0, t_{1}\left[\right.$ and $\lambda_{n} \in G^{-1}\left(S^{p-1}\right)$ such that $\gamma\left(\tau_{n}, \lambda_{n}\right)=\delta_{r_{n}} y_{n}$. Due to (3.27), we achieve

$$
\delta_{\tau_{n} / r_{n}}\left(G\left(\lambda_{n}\right)+O\left(\tau_{n}\right)\right)=y_{n}
$$

hence (3.31) implies that $\tau_{n} / r_{n}$ is bounded. Up to subsequences, we can assume that $G\left(\lambda_{n}\right) \rightarrow \zeta$ and $\tau_{n} / r_{n} \rightarrow s$, then $y_{n} \rightarrow \delta_{s} \zeta=y$. From Remark 3.12, we know that $G(\lambda) \in \Pi_{\Sigma}(x)$ with respect to our graded coordinates, hence $y \in \Pi_{\Sigma}(x)$. To prove (ii), we choose $y \in \Pi_{\Sigma}(x) \cap D_{R}$ and set $\lambda=G^{-1}(y)$. By Lemma 3.10 there exists $r_{0}>0$ depending on the compact set $G^{-1}\left(D_{R} \cap \Pi_{\Sigma}(x)\right)$ such that the solution $r \rightarrow \gamma\left(r, \lambda^{\prime}\right)$ of (3.10) is defined on $\left[0, r_{0}\right]$ for every $\lambda^{\prime} \in G^{-1}\left(D_{R} \cap \Pi_{\Sigma}(x)\right)$. Clearly, $\gamma\left(r, \lambda^{\prime}\right) \in \Sigma$, then (3.27) implies that

$$
\delta_{1 / r}(\Sigma) \ni y_{r}=\delta_{1 / r}(\gamma(r, \lambda)) \rightarrow G(\lambda)=y .
$$

This ends the proof.

Proof of Theorem 1.2. Without loss of generality we assume that $x$ is the identity element $e$ and consider graded coordinates $F: \mathbb{R}^{q} \rightarrow \mathbb{G}$ centered at 0 with respect to $X_{j}^{k}$. Notice that balls $F^{-1}\left(B_{x, r}\right)$ in $\mathbb{R}^{q}$ through graded coordinates will be simply denoted by $B_{x, r}$. According to Corollary 3.8, we parametrize $\Sigma$ by the $C^{1,1}$ function $\varphi: A \subset \Pi_{\Sigma}(e) \rightarrow \mathbb{R}^{q-p}$, such that $\Sigma$ is the image of

$$
\Phi: A \subset \Pi_{\Sigma}(e) \rightarrow \mathbb{R}^{q}
$$

$$
y \mapsto\left(y_{1}^{1}, \ldots, y_{\alpha_{1}}^{1}, \varphi_{\alpha_{1}+1}^{1}(y), \ldots, \varphi_{m_{1}}^{1}(y), \ldots, y_{1}^{l}, \ldots, y_{\alpha_{4}}^{l}, \varphi_{\alpha_{t}+1}^{l}(y), \ldots, \varphi_{m_{t}}^{l}(y)\right)
$$

For any sufficiently small $r>0$, we have

$$
\begin{align*}
\lim _{r \geq 0} \frac{\tilde{\mu}_{p}\left(\Sigma \cap B_{r}\right)}{r^{d}} & =\frac{1}{r^{d}} \int_{\Phi^{-1}\left(B_{r}\right)} J_{\tilde{g}} \Phi(y) d y  \tag{3.32}\\
& =\int_{\Delta_{1 / r}\left(\Phi^{-1}\left(B_{r}\right)\right)} J_{\tilde{g}} \Phi\left(\Delta_{r}(y)\right) d y
\end{align*}
$$

where $\Delta_{r}=\delta_{r \mid \Pi_{\Sigma}(e)}$ and its Jacobian is exactly equal to $r^{d}$ and $\tilde{\mu}_{p}$ is the $p$-dimensional Riemannian measure on $\Sigma$ with respect to the metric $\tilde{g}$. Notice that

$$
\Delta_{1 / r}\left(\Phi^{-1}\left(B_{r}\right)\right)=\left(\delta_{1 / r} \circ \Phi \circ \Delta_{r}\right)^{-1}\left(B_{1}\right)
$$

is the set of elements $y \in \Pi_{\Sigma}(e)$ such that

$$
\left(y_{1}^{1}, \ldots, y_{\alpha_{1}}^{1}, \frac{\varphi_{\alpha_{1}+1}^{1}\left(\Delta_{r} y\right)}{r}, \ldots, \frac{\varphi_{m_{1}}^{1}\left(\Delta_{r} y\right)}{r}, \ldots, y_{1}^{l}, \ldots, y_{\alpha_{l}}^{l} \frac{\varphi_{\alpha_{1}+1}^{l}\left(\Delta_{r} y\right)}{r^{l}}, \ldots, \frac{\varphi_{m_{l}}^{l}\left(\Delta_{r} y\right)}{r^{l}}\right)
$$

belongs to $B_{1}$ and that

$$
\Delta_{1 / r}\left(\Phi^{-1}\left(B_{r}\right)\right)=\tilde{\pi}_{\Sigma}(e)\left(\Sigma_{0, r} \cap B_{1}\right)
$$

where $\tilde{\pi}_{\Sigma}(e)$ is the projection $\pi_{\Sigma}(e)$ with respect to graded coordinates, i.e. the mapping

$$
\mathbb{R}^{q} \ni\left(z_{1}^{1}, \ldots, z_{m_{1}}^{1}, \ldots, z_{1}^{l}, \ldots, z_{m_{l}}^{l}\right) \mapsto\left(z_{1}^{1}, \ldots, z_{\alpha_{1}}^{1}, \ldots, z_{1}^{l}, \ldots, z_{\alpha_{l}}^{l}\right) \in \Pi_{\Sigma}(e)
$$

We will denote the projection $\tilde{\pi}_{\Sigma}(e)$ by $\pi$. By continuity of $\pi$, for every $\varepsilon>0$ we can find a neighbourhood $\mathscr{N} \subset \mathbb{R}^{q}$ of $\Pi_{\Sigma}(e) \cap D_{1}$ such that $\pi(\mathcal{N}) \subset \Pi_{\Sigma}(e) \cap B_{1+\varepsilon}$; by Theorem 1.1 and the definition of Hausdorff convergence, for sufficiently small $r$ we have $\Sigma_{0, r} \cap D_{1} \subset \mathscr{N}$ and so

$$
\begin{equation*}
\Delta_{1 / r}\left(B_{r}\right) \subset \pi\left(\Sigma_{0, r} \cap D_{1}\right) \subset \Pi_{\Sigma}(e) \cap B_{1+\varepsilon} \tag{3.33}
\end{equation*}
$$

If we also prove that

$$
\begin{equation*}
\Pi_{\Sigma}(e) \cap B_{1-\varepsilon} \subset \Delta_{1 / r}\left(\Phi^{-1}\left(B_{r}\right)\right) \tag{3.34}
\end{equation*}
$$

for small $r$, we will have $\chi_{\delta_{1 / r}\left(\Phi^{-1}\left(B_{r}\right)\right)} \rightarrow \chi_{\Pi_{\Sigma}(e) \cap B_{1}}$ in $L^{1}\left(\Pi_{\Sigma}(e)\right)$. This fact and (3.32) imply that

$$
\lim _{r \downarrow 0} \frac{\tilde{\mu}_{p}\left(\Sigma \cap B_{r}\right)}{r^{d}}=J_{\tilde{g}} \Phi(0) \mathscr{L}^{p}\left(\Pi_{\Sigma}(e) \cap B_{1}\right)=J_{\tilde{g}} \Phi(0) \theta\left(\tau_{\Sigma}^{d}(0)\right)
$$

By Corollary 3.8 we know that $\nabla \Phi(0)=C(0)$, where $C$ is given by Lemma 3.1; therefore $J_{\tilde{g}} \Phi(0)$ must coincide with the Jacobian of the matrix $C(0)$, i.e. with $\left|v_{1}(0) \wedge \cdots \wedge v_{p}(0)\right|_{\tilde{g}}$. By virtue of Corollary 3.6, we have

$$
\left|\tau_{\Sigma}^{d}(e)\right|=\left|\frac{X_{1}^{1} \wedge \cdots \wedge X_{\alpha_{1}}^{l} \wedge \cdots \wedge X_{1}^{l} \wedge \cdots \wedge X_{\alpha_{q}}^{l}}{\left|v_{1}(0) \wedge \cdots \wedge v_{p}(0)\right|_{\tilde{g}}}\right|_{g}=\frac{1}{\left|v_{1}(0) \wedge \cdots \wedge v_{p}(0)\right|_{\tilde{g}}}
$$

Finally, it remains to prove (3.34). We fix

$$
y=\left(y_{1}, \ldots, y_{p}\right)=\left(y_{1}^{1}, \ldots, y_{\alpha_{1}}^{1}, \ldots, y_{\alpha_{4}}^{l}\right) \in \Pi_{\Sigma}(e) \cap B_{1-\varepsilon}
$$

and set $z:=\delta_{r}(y) \in B_{(1-\varepsilon) r}$. Let $t_{0}>0$ be as in Lemma 3.13 and consider $\left.t_{1} \in\right] 0, t_{0}[$ to be chosen later. By the same lemma, for every $r>0$ sufficiently small there exist $\lambda \in G^{-1}\left(S^{p-1}\right)$ and $t \in\left[0, t_{1}[\right.$ such that $\Phi(z)=\gamma(t, \lambda)$. Since $|G(\lambda)|=1$, we can find $1 \leqq i \leqq p$ such that $\left|G_{i}(\lambda)\right| \geqq 1 / \sqrt{p}$. Notice that

$$
\begin{equation*}
\pi_{\Sigma}(e)(\Phi(z))=z=\pi_{\Sigma}(e)(\gamma(t, \lambda))=c(t, \lambda) \tag{3.35}
\end{equation*}
$$

then (3.29) implies

$$
M t^{\sigma(i)+1} \geqq\left|G_{i}(\lambda)\right| t^{\sigma(i)}-\left|z_{i}\right| \geqq t^{\sigma(i)} / \sqrt{p}-\left|y_{i}\right| r^{\sigma(i)}
$$

where $M>0$ is given in Remark 3.11 with $L=G^{-1}\left(S^{p-1}\right)$. It follows that

$$
\left(1 / \sqrt{p}-M t_{1}\right) t^{\sigma(i)} \leqq(1 / \sqrt{p}-M t) t^{\sigma(i)} \leqq\left|y_{i}\right| r^{\sigma(i)}
$$

Now, we can choose $t_{1}>0$ such that $1 / \sqrt{p}-M t_{1} \geqq \varepsilon>0$, getting a constant $N>0$ depending only on $p,|y|$ and $M$ such that

$$
\begin{equation*}
t \leqq N r \tag{3.36}
\end{equation*}
$$

Taking into account (3.35) and the explicit estimates of (3.25), we get some $1 \leqq k \leqq l$ and $\alpha_{j}+1 \leqq j \leqq m_{j}$ such that

$$
\left|c_{i}(t, \lambda)\right|=\left|\gamma_{j}^{k}(t, z)\right|=\left|\varphi_{j}^{k}(z)\right| \leqq M t^{k+1}
$$

where we notice that $k=\sigma(i)$. By (3.36), the previous estimate yields

$$
\begin{equation*}
\left|\varphi_{j}^{k}\left(\delta_{r} y\right)\right|=\left|\varphi_{j}^{k}(z)\right| \leqq \tilde{M} r^{k+1} \tag{3.37}
\end{equation*}
$$

where $\tilde{M}=M N^{k+1}$. Estimate (3.37) has been obtained with $\tilde{M}$ independent from $r>0$ sufficiently small. Therefore

$$
\left(y_{1}^{1}, \ldots, y_{\alpha_{1}}^{1}, \frac{\varphi_{\alpha_{1}+1}^{1}\left(\delta_{r} y\right)}{r}, \ldots, \frac{\varphi_{m_{1}}^{1}\left(\delta_{r} y\right)}{r}, \ldots, y_{1}^{l}, \ldots, y_{\alpha_{l}}^{l}, \frac{\varphi_{\alpha_{1}+1}^{l}\left(\delta_{r} y\right)}{r^{l}}, \ldots, \frac{\varphi_{m_{l}}^{l}\left(\delta_{r} y\right)}{r^{l}}\right)
$$

belongs to $B_{1}$ definitely as $r$ goes to zero, namely, $y \in \Delta_{1 / r} \Phi^{-1}\left(B_{r}\right)$ for $r>0$ small enough. We observe that $N$ linearly depends on $|y|$ and is independent from $r>0$, then the constant $\tilde{M}$ in (3.37) can be fixed independently from $y$ varying in the bounded set $\Pi_{\Sigma}(e) \cap B_{1-\varepsilon}$, whence (3.34) follows.

As it has been mentioned in the introduction, it is easy to find groups where nonhorizontal submanifolds of a given topological dimension cannot exist.

Example 3.14. Let us consider the 5 -dimensional stratified group $\mathbb{E}^{5}$ with a basis $X_{1}, \ldots, X_{5}$ subject to the only nontrivial relations

$$
\left[X_{1}, X_{2}\right]=X_{3}, \quad\left[X_{1}, X_{3}\right]=X_{4}, \quad\left[X_{1}, X_{4}\right]=X_{5}
$$

and the grading

$$
V_{1}=\operatorname{span}\left\{X_{1}, X_{2}\right\}, \quad V_{2}=\operatorname{span}\left\{X_{3}\right\}, \quad V_{3}=\operatorname{span}\left\{X_{4}\right\}, \quad V_{4}=\operatorname{span}\left\{X_{5}\right\} .
$$

Then $m=2$ and a 2 -dimensional submanifold has codimension $k=3$. As a result, $m-k<0$ hence any 2-dimensional submanifold $\Sigma$ satisfies $d(\Sigma)<Q-k=11-3=8$. In other words, all 2 -dimensional submanifolds of $\mathbb{E}^{5}$ are horizontal.

## 4. Some applications in the Engel group

In this section we wish to present examples of 2-dimensional submanifolds of all possible degrees in the Engel group $\mathbb{E}^{4}$.

We represent $\mathbb{E}^{4}$ as $\mathbb{R}^{4}$ equipped with the vector fields $X_{i}=\sum_{j=1}^{4} A_{i}^{j}(x) e_{j}$, where

$$
A(x)=\left(\begin{array}{cccc}
1 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 \\
0 & x_{1} & 1 & 0 \\
0 & x_{1}^{2} / 2 & x_{1} & 1
\end{array}\right)
$$

$\left(e_{1}, e_{2}, e_{3}, e_{4}\right)$ is the canonical basis of $\mathbb{R}^{4}$ and $x=\left(x_{1}, x_{2}, x_{3}, x_{4}\right)$.
Let $\Phi: U \rightarrow \mathbb{R}^{4}$ be the parametrization of a 2-dimensional submanifold $\Sigma$, where $U$ is an open subset of $\mathbb{R}^{2}$. We set $u=\left(u_{1}, u_{2}\right)=(x, y) \in U$ and consider $\Phi_{u_{i}}=\sum_{j=1}^{4} \Phi_{u_{i}}^{j} e_{j}$.
Taking into account that

$$
A(x)^{-1}=\left(\begin{array}{cccc}
1 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 \\
0 & -x_{1} & 1 & 0 \\
0 & x_{1}^{2} / 2 & -x_{1} & 1
\end{array}\right)
$$

and that

$$
\begin{equation*}
e_{i}=\sum_{j=1}^{4}\left(A(x)^{-1}\right)_{i}^{j} X_{j} \tag{4.1}
\end{equation*}
$$

we obtain

$$
\Phi_{u_{i}}=\Phi_{u_{i}}^{1} X_{1}+\Phi_{u_{i}}^{2} X_{2}+\left(\Phi_{u_{i}}^{3}-\Phi^{1} \Phi_{u_{i}}^{2}\right) X_{3}+\left(\Phi_{u_{i}}^{4}-\Phi^{1} \Phi_{u_{i}}^{3}+\frac{\left(\Phi^{1}\right)^{2}}{2} \Phi_{u_{i}}^{2}\right) X_{4}
$$

It follows that

$$
\begin{align*}
\Phi_{x} \wedge \Phi_{y}= & \Phi_{u}^{12} X_{1} \wedge X_{2}+\left(\Phi_{u}^{13}-\Phi^{1} \Phi_{u}^{12}\right) X_{1} \wedge X_{3}  \tag{4.2}\\
& +\left(\Phi_{u}^{14}-\Phi^{1} \Phi_{u}^{13}+\frac{\left(\Phi^{1}\right)^{2}}{2} \Phi_{u}^{12}\right) X_{1} \wedge X_{4} \\
& +\Phi_{u}^{23} X_{2} \wedge X_{3}+\left(\Phi_{u}^{24}-\Phi^{1} \Phi_{u}^{23}\right) X_{2} \wedge X_{4} \\
& +\left(\Phi_{u}^{34}+\frac{\left(\Phi^{1}\right)^{2}}{2} \Phi_{u}^{23}-\Phi^{1} \Phi_{u}^{24}\right) X_{3} \wedge X_{4}
\end{align*}
$$

where we have set

$$
\Phi_{u}^{i j}=\operatorname{det}\left(\begin{array}{cc}
\Phi_{x}^{i} & \Phi_{y}^{i} \\
\Phi_{x}^{j} & \Phi_{y}^{j}
\end{array}\right)
$$

In the sequel, we will use (4.2) to obtain nontrivial examples of 2-dimensional submanifolds with different degrees in $\mathbb{E}^{4}$.

Remark 4.1. Recall that 2-dimensional submanifolds of degree 2 in $\mathbb{E}^{4}$ cannot exist, due to non-integrability of the horizontal distribution $\operatorname{span}\left\{X_{1}, X_{2}\right\}$.

The next example wants to give a rather general method to obtain nontrivial examples of 2-dimensional submanifolds of degree 3. Clearly, the submanifold $\left\{\left(0, x_{2}, x_{3}, 0\right)\right\}$ is the simplest example, as one can check using (4.2).

Example 4.2. Having degree three means that the first order fully non-linear conditions

$$
\left\{\begin{array}{l}
\Phi_{u}^{34}+\frac{\left(\Phi^{1}\right)^{2}}{2} \Phi_{u}^{23}-\Phi^{1} \Phi_{u}^{24}=0  \tag{4.3}\\
\Phi_{u}^{24}-\Phi^{1} \Phi_{u}^{23}=0 \\
\Phi_{u}^{14}-\Phi^{1} \Phi_{u}^{13}+\frac{\left(\Phi^{1}\right)^{2}}{2} \Phi_{u}^{12}=0
\end{array}\right.
$$

must hold. By elementary properties of determinants, one can realize that the previous system is equivalent to requiring that

$$
\begin{align*}
& \nabla \Phi^{3}-\Phi^{1} \nabla \Phi^{2} \text { is parallel to } \nabla \Phi^{4}-\frac{\left(\Phi^{1}\right)^{2}}{2} \nabla \Phi^{2},  \tag{4.4}\\
& \nabla \Phi^{2} \text { is parallel to }  \tag{4.5}\\
& \nabla \Phi^{4}-\Phi^{1} \nabla \Phi^{3},  \tag{4.6}\\
& \nabla \Phi^{1} \text { is parallel to } \\
& \nabla \Phi^{4}-\Phi^{1} \nabla \Phi^{3}+\frac{\left(\Phi^{1}\right)^{2}}{2} \nabla \Phi^{2} .
\end{align*}
$$

We restrict our search to submanifolds with $\Phi^{1}(x, y)=x$ and $\Phi_{u}^{23} \neq 0$ on $U$. This implies that $\nabla \Phi^{2} \neq 0$ and so (4.5) is equivalent to the existence of a function $\lambda: U \rightarrow \mathbb{R}$ such that

$$
\nabla \Phi^{4}-x \nabla \Phi^{3}=\lambda \nabla \Phi^{2}
$$

Imposing the further assumptions $\lambda(u)=-x^{2} / 2$ it follows that

$$
\begin{equation*}
\nabla \Phi^{4}=-\frac{x^{2}}{2} \nabla \Phi^{2}+x \nabla \Phi^{3} \tag{4.7}
\end{equation*}
$$

whence also (4.6) is satisfied; since

$$
x\left(\nabla \Phi^{3}-x \nabla \Phi^{2}\right)=\nabla \Phi^{4}-\frac{x^{2}}{2} \nabla \Phi^{2},
$$

it follows that also (4.4) is satisfied, namely, the system (4.3) holds whenever we are able to find $\Phi$ satisfying (4.7). Clearly, we have an ample choice of families of functions $\Phi^{2}, \Phi^{3}, \Phi^{4}$ satisfying (4.7). We choose the injective embedding of $\mathbb{R}^{2}$ into $\mathbb{R}^{4}$ defined by

$$
\Phi(x, y)=\left(\begin{array}{c}
x \\
x+e^{y} \\
x e^{y}+\frac{x^{2}}{2} \\
\frac{x^{3}}{6}+\frac{x^{2}}{2} e^{y}
\end{array}\right)
$$

One can check that $d_{\Sigma}(\Phi(x, y))=3$ for every $(x, y) \in \mathbb{R}^{2}$, where $\Sigma=\Phi\left(\mathbb{R}^{2}\right)$. Here the part of $\tau_{\Sigma}$ with maximum degree is

$$
\tau_{\Sigma}^{3}(\Phi(x, y))=-\frac{e^{y}}{\sqrt{\left(1+\frac{x^{2}}{2}\right)^{2}\left(1+e^{2 y}\right)}} X_{2} \wedge X_{3}
$$

and due to (1.4), the spherical Hausdorff measure of bounded portions of $\Sigma$ is positive and finite.

It is clear that submanifolds of higher degree are easier to be contructed.
Example 4.3. Let us consider

$$
\Phi(x, y)=\left(x, y, \frac{y^{2}}{2}, \frac{y^{2}}{2}\right)
$$

Then we have

$$
\begin{array}{lll}
\Phi_{u}^{12}=1, & \Phi_{u}^{13}=y, & \Phi_{u}^{14}=y \\
\Phi_{u}^{23}=0, & \Phi_{u}^{24}=0, & \Phi_{u}^{34}=0
\end{array}
$$

By (4.2) we have

$$
\begin{equation*}
\Phi_{x} \wedge \Phi_{y}=X_{1} \wedge X_{2}+(y-x) X_{1} \wedge X_{3}+\left(y-x y+\frac{x^{2}}{2}\right) X_{1} \wedge X_{4} \tag{4.8}
\end{equation*}
$$

Recall that $\Sigma_{r}$ is the subset of points in $\Sigma$ with degree equal to $r$. With this notation we have

$$
\begin{aligned}
& \Sigma_{4}=\{\Phi(x, y): y \in] 0,2[ \} \cup\left\{\Phi(x, y): y \in \mathbb{R} \backslash[0,2] \text { and }|y-x|^{2} \neq y^{2}-2 y\right\} \\
& \Sigma_{3}=\left\{\Phi\left(y+\sigma \sqrt{y^{2}-2 y}, y\right): \sigma \in\{1,-1\} \text { and } y \in \mathbb{R} \backslash[0,2]\right\} \\
& \Sigma_{2}=\{\Phi(0,0), \Phi(2,2)\}
\end{aligned}
$$

We will check that the curves

$$
\mathbb{R} \backslash[0,2] \ni y \rightarrow \gamma(y)=\Phi\left(y+\sigma \sqrt{y^{2}-2 y}, y\right)
$$

with $\sigma \in\{1,-1\}$ have degree constantly equal to 2 . Due to (4.1), we achieve

$$
\dot{\gamma}=\dot{\gamma}^{1} X_{1}+\dot{\gamma}^{2} X_{2}+\left(\dot{\gamma}^{3}-\gamma^{1} \dot{\gamma}^{2}\right) X_{3}+\left(\dot{\gamma}^{4}-\gamma^{1} \dot{\gamma}^{3}+\frac{\left(\gamma^{1}\right)^{2}}{2} \dot{\gamma}^{2}\right) X_{4},
$$

where one can check that

$$
\begin{equation*}
\left(\dot{\gamma}^{4}-\gamma^{1} \dot{\gamma}^{3}+\frac{\left(\gamma^{1}\right)^{2}}{2} \dot{\gamma}^{2}\right)=0 \quad \text { and } \quad\left(\dot{\gamma}^{3}-\gamma^{1} \dot{\gamma}^{2}\right)=-\sigma \sqrt{y^{2}-2 y} \neq 0 . \tag{4.9}
\end{equation*}
$$

It follows that $\Sigma_{3}$ is the union of two curves with degree constantly equal to 2. Applying (1.4) we get that $\mathscr{S}^{2}\left\llcorner\Sigma_{3}\right.$ is positive and finite on bounded open pieces of $\Sigma_{3}$, hence $\mathscr{S}^{4}\left(\Sigma_{3}\right)=0$. In particular, we have proved that

$$
\mathscr{S}^{4}\left(\Sigma \backslash \Sigma_{4}\right)=0
$$

then the Hausdorff dimension of $\Sigma$ is 4 and furthermore $\mathscr{S}^{4}\llcorner\Sigma$ is positive and finite on open bounded pieces of $\Sigma$. Clearly, (1.4) holds.

Example 4.4. Using (4.2) one can check that 2-dimensional submanifolds given by

$$
\Phi(x, y)=\left(\begin{array}{c}
0 \\
\Phi^{2}(x, y) \\
\Phi^{3}(x, y) \\
\Phi^{4}(x, y)
\end{array}\right)
$$

where $\Phi_{u}^{34} \neq 0$ have degree $5=Q-k$. Notice that these submanifolds are then nonhorizontal.

Remark 4.5. Let us consider $\Sigma$ as in Example 4.3. It is easy to check that

$$
\delta_{1 / r} \Sigma \cap D_{R} \rightarrow S \cap D_{R}
$$

where

$$
S=\left\{\left(x_{1}, 0,0, x_{4}\right): x_{4} \geqq 0\right\}
$$

Clearly, $S$ cannot be a subgroup of $\mathbb{E}^{4}$, since all $p$-dimensional subgroups of stratified groups are homeomorphic to $\mathbb{R}^{p}$, see [48]. This fact, may occur since the origin in $\Sigma$ has not maximum degree, as one can check in Example 4.3.
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