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Abstract 

Natural disasters have demonstrated the crucial role of social media before, during and after emergencies (Haddow & Haddow 2013). 
Within our EU project Slándáil, we aim to ethically improve the use of social media in enhancing the response of disaster-related agencies. 
To this end, we have collected corpora of social and formal media to study newsroom communication of emergency management organ-
isations in English and Italian. Currently, emergency management agencies in English-speaking countries use social media in different 
measure and different degrees, whereas Italian National Protezione Civile only uses Twitter at the moment.  
Our method is developed with a view to identifying communicative strategies and detecting sentiment in order to distinguish warnings 
from actual disasters and major from minor disasters. Our linguistic analysis uses humans to classify alert/warning messages or emer-
gency response and mitigation ones based on the terminology used and the sentiment expressed. Results of linguistic analysis are then 
used to train an application by tagging messages and detecting disaster- and/or emergency-related terminology and emotive language to 
simulate human rating and forward information to an emergency management system. 
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1. Introduction 

During natural disasters, communication plays a central 

role in successfully managing mitigation, response and re-

covery operations and in limiting damage to people and 

property. Traditional media – also known as legacy media, 

i.e. websites of conventional newspapers, news agencies 

and broadcasting corporations – have long been the main 

source of information for the population before, during and 

after emergencies, and have typically allowed for monodi-

rectional, top-down and mostly asynchronous communica-

tion. The tremendous growth and spread of social media 

websites, including social networking systems like Face-

book and microblogging systems like Twitter, has led to 

forms of communication that are bi- or multidirectional, di-

alogical, and synchronous. People now have the chance to 

report and spread information about events within seconds 

to a very broad network of interconnected users, thus acting 

like 'social sensors'. In other words, individuals and groups 

are capable of generating relevant and relatively reliable 

knowledge on a given issue or situation. In the specific case 

of emergencies, people can gather timely and updated in-

formation thus becoming a sort of unofficial early warning 

system (Avvenuti et al., 2014). 

The use of social media for disaster management purposes 

started in recent times with superstorm Sandy (October 

2012) when US FEMA first resorted to social media to 

spread real-time, validated information and organise and 

direct aids (Haddow and Haddow, 2013). It soon became 

clear that social media provided useful means for sharing 

information between agencies and the public at large at all 

                                                           
1 www.slandail.eu  

times. The public can now receive information and an-

nouncements from agencies and respond to such infor-

mation as well as provide and circulate crowd-sourced in-

formation that can play a vital role in mitigating the impact 

of, and recovery from, a disaster event. The role of social 

media in emergency management, particularly during nat-

ural disasters, has been studied extensively in recent years. 

For example, an analysis of social media during severe 

weather events shows that “social media data can be used 

to advance our understanding of the relationship between 

risk communication, attention, and public reactions to se-

vere weather” (Ripberger et al., 2015). One of the chal-

lenges of using social media information is how to handle 

the large volumes and variable quality of messages pub-

lished by non-authoritative sources. 

2. Methodology 

Methods to filter, organise, and analyse the wealth of infor-

mation available play a crucial role now that natural disas-

ters seem to occur more and more often. The key objective 

of the Slándáil system is to “integrate an emergency man-

agement system with a social media system that is capable 

of processing text (and image) data while taking into con-

sideration the ethical and factual provenance of data, thus 

removing the burden of manual search and interpretation of 

latent information contained in social media data”1. An es-

sential part of the project, and the topic of this paper, is the 

analysis of the communication techniques of agencies 

through social media in order to establish a linguistically-

driven methodology for the analysis of messages with a 

view to extracting content features and instances of senti-

ment. 
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The methodology we propose in this paper consists first in 

looking at measures that can provide insights into the com-

municative features of the texts described above by looking 

at their complexity. This can be accounted for by measuring 

the readability of texts – or what level of education is re-

quired for readers to process a text –; type/token ratio (TTR) 

and standardised type/token ratio (STTR), which can shed 

light on the level of lexical variation present in the text; 

lexical density, which provides an indication of the content 

words present in a text; multidimensional analysis (Biber, 

1988), which allows for the observation of features such as 

how informative or persuasive a text is, whether contents 

are more or less abstract and the level of re-elaboration of 

a text; and sentiment analysis, through which the attitude 

of writers towards events can be detected. 

Our results have been used to train one of the software ap-

plications specifically designed for the project, CiCui, so 

that it can detect potential emergencies. The CiCui system 

is a text analysis system that transforms raw text into struc-

tured form. Initially conceived as a tool for exploring and 

extracting word collocations in text, it was later expanded 

into a more general text analysis platform. Its core function 

is to build a positional inverted index for raw input docu-

ments which come with no syntactic or semantic annota-

tions (Zhang and Ahmad, 2014). Syntactic annotations typ-

ically identify the grammatical role that a word or other lex-

ical units play in a sentence, e.g. nouns, verbs, phrases, etc.; 

semantic annotations hint to the semantic categories a lex-

ical unit belongs to, e.g. organisation names, locations, 

date‐time references, etc. Subsequent analyses can then use 

this index to extract additional information such as the lex-

icon of the corpus, prominent terminologies and word col-

locations, taxonomy and ontologies, quantified content, la-

tent topics, and more. 

3. Dataset 

The methodology proposed is tested on a number of sample 

corpora in English and Italian. From the corpora we have 

collected for investigation within the Slándáil project we 

have selected components that are comparable because of 

their linguistic features. For most of our analysis, English 

and Italian datasets consist of fact sheets – short infor-

mation manuals written by agencies for the general popu-

lation –, Facebook posts and comments, and tweets. For 

sentiment analysis we used a larger corpus to retrieve as 

many collocations as possible. Because the Italian 

Protezione Civile (Civil Protection) does not have an offi-

cial Facebook account, posts and comments were extracted 

from semi-institutional accounts set up by regions, prov-

inces and municipalities. In the case of Twitter, also ‘au-

thoritative’ accounts, i.e. those giving reliable information 

but not associated with any agency, were included (Table 

1). The purpose here was to somewhat balance the sizes of 

the English and Italian corpora available, since local 

branches of Civil Protection  have started using social me-

dia systematically only in very recent times (hence have 

produced fewer data) and are currently using only Twitter. 

Corpus composition and size are outlined in Table 1 below. 

Facebook posts from institutional and semi-institutional 

sources were collected with respective comments in order 

to account for input coming from non-institutional users as 

well and to look at communication produced by common 

people. Considering our focus on institutional communica-

tion, only Facebook posts were then analysed. 

 

 Doc. type Tokens Total 

Fact Sheets En institutional 40,667 40,667 

Fb Posts En institutional 96,153 96,153 

Twitter En institutional 60,500 60,500 

Fact Sheets Ita institutional 65,755 65,755 

Fb Posts Ita  
institutional 124,280 

128,248 
semi-institutional 3,968 

Twitter Ita 
institutional 18,087 

147,104 
semi-institutional 129,017 

 

Table 1: Detail of the corpus. 

 

Other corpora were included to provide a wider picture of 

sentiment in disaster communications: a news corpus ex-

tracted from the portal Lexis Nexis consisting of 466,945 

tokens for English (keywords: weather, emergency, disaster) 

and one of 176,597 tokens for Italian (keywords: maltempo, 

emergenza, disastro) (see section 4.4). Finally, we also col-

lected and filtered 150.000 tweets with geolocation UK and 

Ireland from the Twitter API for the training of the CiCui 

system (see section 5). 

4. Linguistic Analysis and Results 

The analysis of portions of these corpora aims to shed light 

on the communicative strategies adopted by agencies when 

talking to the population before, during and after disasters 

across different media with inherently different constraints. 

Direct observation of the texts has shown that information 

is scaled depending on the medium used. Twitter provides 

minimum information because of its character limit but of-

ten includes links to a website where more in depth 

knowledge can be gained. Facebook does not impose such 

restriction, however users seem to be less prone to reading 

one lengthy message than a sequence of short messages. 

Therefore, even if posts tend to be longer than tweets, they 

are often accompanied by complementary or explanatory 

images or links to external sources just as in Twitter. In this 

way users can see a synthesised version of the message and 

decide whether they want to read more about it or not. This 

is also why FEMA often uses infographics in peace times: 

users can immediately see a summarised and simplified 

version of the message and can remember it more easily. 

Finally, fact sheets are also publicly available online but are 

in the form of a downloadable pdf file, which is often no 

longer than two or three pages. They provide factual infor-

mation on disasters and what to do when faced with one. 

The medium chosen appears to have a direct impact on the 

language used to communicate with the public in terms of 

lexical choices and syntactic structure. In communication 

through social media before, during and after disasters, 

emergency agencies need to engage with the population as 
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partners. This implies a shared language so emergency op-

erators need to adapt their language to the requirements for 

information and knowledge of disasters of the population 

at large. In linguistic terms, this means considering how 

difficult texts are to cognitively process when people are 

under pressure as they typically are in an emergency. 

When looking at social media communication the stances 

of emergency agencies towards the topics they present and 

the people they communicate with need to be considered 

with a view to establishing what feelings are expressed as 

emergency operators may strive for objectivity in an at-

tempt not to spread panic while the population may reflect 

in their messages their needs and concerns. Sentiment de-

scribes the writers/speakers’ attitudes to the topics they deal 

with in their texts, but also how readers/listeners provide 

their own assessments of the situations and opinions on dis-

aster response work. 

4.1 Readability Analysis 

The readability level of English texts was analysed through 

the Flesch Reading Ease (FRE) and the corresponding ed-

ucational attainment by means of the Flesh-Kincaid Grade 

Level (FKGL) indices, whereas that of Italian texts was 

measured through the Gulpease index. All of them rely ex-

clusively on textual factors such as the number and length 

of words and sentences present in the text. These are den-

sity-like measures, thus being independent of text length 

(Gervasi and Ambriola in Castello 2008). Both FRE and 

Gulpease indices scores range over a 100 point scale, where 

high values relate to ease of processing. In the former, the 

minimum score for the language used in the text to qualify 

as ‘Plain English’ is 60, which roughly corresponds to 50 

in the latter. Additionally, the FKGL and corresponding 

grades for Italian were used to integrate the previous 

measures with corresponding levels of education by indi-

cating how many years of school a person needs to have in 

order to process the text easily. The FKGL measures read-

ability by comparing it to the US grade level or the number 

of years of education required to understand the text (e.g. 

10.9 would mean ten years, nine months). 

 

TEXT TYPES READABILITY INDICES 

 English 

 Flesch Reading 

Ease* 

Flesch-Kincaid 

Grade Level** 

Fact sheets  44.3 10.9 

Facebook  48.6 10.9 

Twitter  55.7 7.7 

 Italian 

 Gulpease Grade level 

Fact sheets  50.9 12 

Facebook  56.1 10 

Twitter  58.8 9 

 

Table 2: Readability indices for a sample of fact sheets, 

Facebook posts and tweets in English and Italian. The in-

dices score over a 100-point scale with high values relat-

ing to ease of understanding and corresponding level of 

educational attainment. 

 

The readability analysis above shows that neither fact 

sheets nor social media messages are written in Plain Eng-

lish; their language is best understood by high school grad-

uates, with Twitter being also within the reach of 10- to 12-

graders. Conversely, the corpora of Italian texts present a 

narrower variation in readability as to Facebook and Twit-

ter messages. Fact sheets in Italian prove to be more diffi-

cult than Facebook or Twitter messages even though they 

proved to contain a considerably higher number of words 

belonging to the core vocabulary. This may indicate that the 

inherent difficulty in fact sheets does not lie in their lexis 

(or only partly) but in the greater length and complexity of 

their sentences. Also, almost 60 per cent of the tokens in 

Twitter messages are low-frequency words, which may 

point to the fact that people tend to report events in a more 

succinct manner, thus using more context specific language.  

However, all these methods take into account only easily 

measurable aspects of texts, which may not be accurate 

measures of syntactic complexity (e.g. sentence length), or 

word difficulty (e.g. syllable count). Hence these values 

should be taken only as rough predictions of textual fea-

tures (Castello, 2008). This is why the data on readability 

have been integrated with further measures accounting for 

text complexity. 

4.2 TTR, STTR and Lexical Density 
Texts were tagged, which helped to identify lexical items 

(i.e. content words). However, a second round of manual 

checks was required in order to exclude all non-relevant in-

stances that were not captured by tagging (e.g. typical so-

cial media metalanguage such as ‘com’ or ‘https’). 

 

 Fact sheets EN FB posts EN  Twitter EN 

Tokens 38,272 24,864 8,951 

Types 4,270 3,064 1,561 

TTR 17.34 19.99 23.11 

STTR 42.23 42.03 35.24 

STTR St. Dev. 56.61 53.34 56.08 

Lexical Items 24,192 14,282 5,548 

Lexical Density  63.21% 57.44% 61.98% 

 

Table 3: Features of lexical complexity of English fact 

sheets, Facebook posts and tweets. 

 

 Fact sheets IT FB posts 

IT  

Twitter IT 

Tokens 14,113 16,036 12,291 

Types 2,844 3,252 1,994 

TTR 30.28 31.03 21.50 

STTR 44.19 41.56 33.60 

STTR St. Dev. 53.04 53.35 57.79 

Lexical Items 8,264 9,375 8,896 

Lexical Density  58.55% 58.46% 72.37% 
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Table 4: Features of lexical complexity of Italian fact 

sheets, Facebook posts and tweets. 

 

Type/token ratio (TTR) is one of the measures that accounts 

for vocabulary and lexical diversity in a given corpus by 

indicating how often, on average, a new word form appears 

in the text. The higher the value, the greater the number of 

different lexical items used in the text. An issue with this 

measure is that all instances of the text – i.e. both grammat-

ical and lexical words – are counted, and thus equally con-

tribute to lexical diversity. By excluding grammatical 

words, we obtained a value closer to the actual density of 

the text. Since TTR decreases with text length and we ex-

amined long strings of text, the final value was calculated 

on samples of 1000 words each with the final measure re-

sulting from their average (STTR). Results in Table 3 and 

4 suggest that there are differences both between text types 

and languages. As for English, the highest STTR is found 

in fact sheets (44.19) and the lowest in tweets (33.60), 

which is also in line with the readability measures found in 

Table 2. Italian texts seem to follow a slightly different pat-

tern in that fact sheets are comparable to Facebook but not 

to Twitter, whereas readability measures identified substan-

tial differences between fact sheets and Facebook posts. 

The values extracted also allowed for the calculation of lex-

ical density following Ure’s (1971) method, summarized in 

the formula: 

 

LD =
𝑛. 𝑜𝑓 𝑙𝑒𝑥𝑖𝑐𝑎𝑙 𝑖𝑡𝑒𝑚𝑠

𝑡𝑜𝑡𝑎𝑙 𝑛. 𝑜𝑓 𝑡𝑜𝑘𝑒𝑛𝑠
 x 100  

 

Written texts tend to have a density of over 40% (Castello, 

2008), which seems to be in line with the results from our 

study. The lexical density of corpora in Italian ranges across 

a relatively large interval (58.46%-72.37%). A comparison 

of text types across the two languages (Tables 3 and 4) in-

dicates that Italian tweets and Facebook posts are denser 

than the English ones, although fact sheets in English are 

much denser than Italian ones. Italian tweets are denser 

than any other text type across languages, which may indi-

cate that Italian institutions tend to provide users with more 

‘packed’ information, which can usually be ‘unpacked’ by 

following the URLS that appear in the tweet. Conversely, 

Facebook messages are the least dense in each language, 

which is due to their communicative features. The rela-

tively low lexical density can also be attributed to the fact 

that posts are often complemented with images, in-

fographics or redirect to a newspaper article or blog post. 

As for fact sheets, the values of English and Italian are not 

so close, with a 4.66% difference. The language used is 

generally more detailed and varied than the one found in 

social media but it also needs to be easy enough to be un-

derstood by people with an average level of education.  

4.3 Multidimensional analysis 

A multidimensional analysis based on Biber's dimensions 

was carried out in order to investigate six key features (or 

dimensions) of our texts and thus integrate the analyses pre-

sented above. Only English texts could be analysed due to 

the current lack of a set of parameters for corresponding 

dimensions in the Italian language. Results are summarised 

in Table 5 below. 

 

Table 5: Results of multidimensional analysis for English 

and Italian fact sheets, Facebook posts and tweets. 

 

Dimension 1 (D1) refers to 'involved and informational dis-

course' where negative scores correlate with high informa-

tional density and a high number of nouns, long words and 

adjectives, while positive scores indicate that the text is af-

fective and interactional and is characterised by a high 

number of verbs and pronouns. All three corpora examined 

present negative scores, thus being predominantly informa-

tional, with a cline going from Facebook posts, to fact 

sheets and finally to tweets, which appear the most infor-

mationally dense and least affective. In Dimension 2 (D2) 

– narrative and non-narrative concerns – low scores indi-

cate that the text is non-narrative, while high scores show 

that the text presents many past tenses and third person pro-

nouns, as in fiction. The three corpora present on average 

negative scores, suggesting that messages are related to the 

reporting of factual information and current events, with 

few references to the past. Dimension 3 (D3), or context-

independent and context dependent discourse, accounts for 

the fact that the text is dependent on the context and pre-

sents many adverbs (low scores) or is context-independent 

and has many nominalisations (high scores). Fact sheets ap-

pear to provide information that does not require 

knowledge on a specific situational context, while Face-

book posts and especially tweets tend to be closer to 0, so 

they may occasionally refer to more specific events, a pre-

rogative of social media messages. Dimension 4 (D4), 

overt expression of persuasion, indicates whether texts ex-

press the author’s point of view as well as their assessment 

of likelihood and/or certainty on facts. High scores and 

modal verbs are an indication of such features. Fact sheets 

appear mildly persuasive, which may be justified by their 

inherent intent to guide people's behaviour during emer-

gency situations. Conversely, Facebook posts and tweets 

are again more closely related to informational contents 

and current events. Dimension 5 (D5) – abstract and non-

abstract information – accounts for the level of technical, 

abstractness and formality of a text, presenting passive 

clauses and conjuncts. The low scores registered indicate 

that the information provided in three corpora is non-ab-

stract, popular and relatively informal. Finally, Dimension 

6 (D6), or on-line informational elaboration, assesses 

whether the information given was produced under certain 
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time constraints, as for example in speeches. The data indi-

cate that the texts were not produced under time constraints, 

with a low number of post-modifications. 

The text type closest to the features present in fact sheets 

and tweets is 'learned exposition', i.e. texts that are formal 

and focused on conveying information (as in official docu-

ments, press reviews or academic prose). Conversely, Fa-

cebook posts appear to be closer to the 'general narrative 

exposition' type, i.e. texts that use narration to convey in-

formation as in press reportages, press editorials, biog-

raphies, non-sports broadcasts and science fiction. 

 

4.4   Sentiment Analysis 
In order to investigate sentiment in our corpora we pro-

ceeded to draw a list of verbs drawn from dictionaries and 

thesauruses accounting for the following categories in Eng-

lish and Italian: declarative, comment, judgement, predict, 

thanking, affect and request. The presence, frequency and 

polarity (positive or negative) attached to these verbs was 

coupled with observations on collocations for the most 

common natural disasters (Tables 6 and 7).  

 

Natural hazard Collocations 

earthquake catastrophic, devastating, extremely 

strong, large, major, massive, multiple, 

powerful, severe, significant, small 

flood, flooding  (every) big, catastrophic, critical, dan-

gerous, deadly, debilitating, destruc-

tive, devastating, heavy, historic, large, 

lethal, major, massive, minor, moder-

ate, rapid, serious, severe, significant, 

widespread, sustained, widespread 

(thunder)storm, 

hurricane storm 

superstorm 

cyclone storm 

big, conventional, dangerous, deadly, 

destructive, devastating, difficult, dis-

ruptive, super-duper,  epic, fearsome, 

furious, historic history-making, hor-

rific, huge, awe-inspiring, intense, 

killer, large, lethal, major, massive, 

mighty, multiple, nasty, raging, severe, 

once-in-a-lifetime, perfect, powerful, 

once-in-a-long-time, small, strong, ter-

rible, life-threatening,  trouble, unprec-

edented, unrelenting, vicious, violent 

 
Table 6: Examples of collocations for English. 

 
Natural hazard Collocations 

valanga, slavina grossa 

nubifragio violento 

nevicata, 

neve 

abbondante, bella, debole, forte 

molta, tanta 

grandinata, grandine forte, intensa, straordinaria, violenta 

alluvione 

 

inondazione 

esondazione 

devastante, grande, grave, tragica, 

tremenda 

disastrosa, drammatica, massiccia 

grave 

tromba d’aria 

ciclone 

tornado 

violenta 

devastante 

devastante, di debole/forte intensità 

maremoto, tsunami onde di maremoto/tsunami 

 

Table 7: Examples of collocations for Italian. 

 

These collocations indicate how natural disasters are de-

scribed in the two languages: English uses a considerably 

higher number of adjectives, which qualify the perceived 

or estimated strength of the phenomenon, while Italian has 

a much narrower range of collocations of this kind and the 

evaluation seems to be of a less subjective nature and much 

more standardised through the use of words such as allarme, 

allerta, pericolo, rischio (alarm, alert, danger, risk). When 

combined with the language of prediction and forecast on 

the one hand, and disaster relief on the other, for example 

damage claims, sentiment can be leveraged to distinguish 

pre-disaster messages from during and post-disaster ones.  

 
5. System Training 

 
The analysis presented above has allowed us at Slándáil to 

gain a greater understanding of the textual features charac-

terising our corpora and to pinpoint the main features of the 

communication of ages and the sentiment expressed both 

by them and by news outlets and the public at large. This 

body of knowledge informed the second stage of the study, 

which involves the training of a classifier using the CiCui 

system to recognise instances of messages relevant to emer-

gency management. The training was done only on English 

texts but will be extended to Italian and subsequently to 

German as well. 

The first stage of the system training consisted in the selec-

tion of potentially relevant messages from all our corpora 

through the use of keywords relating to common disasters, 

i.e. earthquake, flood, snow and storm. The sample availa-

ble was reduced to 828 tweets and 644 Facebook posts and 

comments to allow for manual coding by three independent 

raters. Messages were assigned on- or off-topic status de-

pending on whether they were deemed to be related to a 

disaster or not. For example, messages such as 1 'Now a 

thunder storm. Typicall scotish sic weather' or 2 'There's 

been a tectonic shift in UK politics; the SNP earthquake and 

Salmond's eruptive roar. It's a great day for Earth Science 

&the UK.' were both coded as off-topic since the first re-

ports on what are considered 'normal' weather conditions 

and the second uses the keyword earthquake in a figurative 

sense. On the other hand, in cases like 3 'That red spot 

was over us either last night or this morning...It was a bad 

storm!' or 4 'Send some of that to Oklahoma for the next 

snow storm' were considered on-topic. Because social me-

dia messages refer to ongoing or temporary events and typ-

ically lack further context, the instances analysed often 

proved cryptic. For this reason, if URLs were provided, 

they were manually inspected for further clarification. In 

case of disagreement or uncertainty among the three raters, 

the message was coded following the rating agreed by two 

raters. 

The training consisted first in treating raw texts with natural 

language processing techniques such as tokenization, lem-

matization, part-of-speech tagging and dependency parsing; 
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an inverted positional index is created to record the occur-

rences of these lexical constructs and is stored as relational 

databases that can be later queried with standard SQL lan-

guage. In this experiment, we also leveraged the system’s 

ability to register the occurrences of linguistic patterns de-

fined in a user-supplied dictionary; the patterns can be de-

fined using a flexible regular-expression-like syntax pow-

ered by TokenRegex (Chang and Manning, 2014) , which 

allows for the capturing of sophisticated linguistic struc-

tures that are otherwise impossible to catch using tradi-

tional dictionary-based content analysis. Two types of fea-

tures were extracted (Table 8): (1) traditional lexical fea-

tures such as unigrams and bigrams, and (2) domain fea-

tures such as sentiment, domain terminology, and social 

media specific constructs. 

 

 

Feature 
Type 

Feature Name Description 

Lexical 
Features 

n-gram Number of occurrences of individual unigrams, bigrams, etc. 
The frequency vectors of the n-grams were weighted using tf-idf and then 
optionally treated with Latent Semantic Analysis to reduce the dimension of 
the feature. 

Domain 
Features 

Sentiment Number of occurrences of positive and negative words from the General 
Inquirer dictionary. When multiple word senses are encountered, the most 
common sentiment category of the probable sense was chosen. Two taboo 
words were also added to the dictionary to account for colloquial language 
usages on social media. 

Terminology Number of occurrences of disaster-related terms as defined in the Slandail 
Terminology Wiki. These include both single-word and multi-word terms. 

Mentions, Tags, 
and Links 

Number of occurrences of mentions, tags, and URL links in the message 
respectively. 

Locations and 
Date/Time 

Number of occurrences of location names and date/time expressions as rec-
ognized by Stanford’s Named Entity Recognizer. 

Media Type A binary feature indicating whether the source of the message is Twitter or 
Facebook.  

 

Table 8 Summary of features used to train the classifier. 

 

All the features were scaled between -1 and 1 and cantered 

around the mean. A linear SVM with stochastic gradient 

descent training from the sklearn package (SGDClassifier) 

was used as the classifier. Various configuration of the fea-

tures were experimented to test their impacts on the perfor-

mances of the classification task. For each configuration, a 

stratified 10-fold cross validation was performed and the 

average accuracy, precision, recall, and F1-score across the 

folds are tabulated in Table 9, sorted by average accuracy. 

The average accuracy, average precision, average recall, 

and average F1 scores are all in percentages. The highest 

value in each measure are put in bold. The baseline accu-

racy of the learning task is around 60% due to the imbal-

ance between ‘relevant’ and ‘irrelevant’ labels in the dataset. 

All average accuracies for the configurations are signifi-

cantly different from the baseline (p < 0.01). The worst per-

forming configurations measured by average accuracy are 

those whose lexical features were exposed to extreme di-

mension reduction (LSA Dimension = 50). Using bigrams 

alone generally sees the same level of average accuracy as 

configurations using unigram or both, but bigram-only 

models suffer from low recall. Among the top ranking con-

figurations differences are quite small. Interestingly, the 

use of domain features did not seem to have much impact 

on the performances of the classification: it seems that the 

lexical features on their own, when condensed with LSA, 

would yield sufficient discriminating power to distinguish 

disaster-related messages from irrelevant ones. 

The present classification method will be further integrated 

in order to better specify features of social media messages 

and help the system improve its accuracy. All the messages 

assigned on-topic status will be further classified on the ba-

sis of the following criteria (adapted from Starbird et al., 

2010): 

 emergency phase: messages will be classified ac-

cording to the phase of the emergency they refer 

to, i.e. pre, during or post disaster;   

 source: is the sender of the message institutional 

or non-institutional?; 

 re-sourced, retweeted, shared, follow@: is the in-

formation provided taken from another source (re-

sourced), has it been retweeted or shared from an-

other user, does it suggest that other users should 

follow a given account? 

 providing or seeking information: is the message 

giving other users helpful information or is it 

looking for it? 

 expressing support, humour, fear, celebrating, 

hopeful, and educational: what sort of sentiment 

does the message convey overall? 

The five parameters listed above will inform further studies 

and will also allow to gain a more complete picture of in-

stitutional and non-institutional communication in the field 

of emergency management. 
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Domain 

feature 

Lexical Feature LSA Dimen-

sion 

avg. accu-

racy 

avg. precision avg. recall avg. F1 

Yes Unigram, bigram 500 70.9 63.8 60.6 62.0 

Yes Unigram, bigram 250 70.2 61.9 63.6 62.5 

No Unigram 250 70.2 62.7 60.8 61.6 

No Unigram, bigram 500 70.1 62.4 61.1 61.5 

No Unigram 500 69.6 62.1 59.4 60.6 

Yes Unigram 250 69.4 60.8 62.4 61.5 

No Unigram, bigram 250 68.8 60.5 60.1 50.1 

Yes Unigram 500 68.5 60.6 58.2 59.2 

No Unigram n/a 67.4 59.3 56.3 57.4 

Yes Unigram n/a 66.8 57.8 57.7 57.6 

No Bigram 500 66.6 64.8 33.3 43.7 

Yes Bigram 500 66.6 63.0 36.4 45.9 

Yes Unigram, bigram n/a 66.0 56.8 57.0 56.8 

No Unigram, bigram n/a 65.2 55.6 56.3 55.9 

Yes Unigram 50 63.5 53.3 57.0 54.9 

No Unigram, bigram 50 63.4 53.0 64.3 57.8 

Yes Unigram, bigram 50 62.3 51.9 59.6 55.3 

No Unigram 50 61.9 51.3 58.5 54.5 

 

Table 9 Cross-validation results of the classification under various feature configuration. 

 

 
6. Conclusions 

 
Communication plays a central role in natural disasters. 

Emergency management agencies have now the means to 

communicate with the public at large through social media 

during disasters as well as in peace times. The Slándáil pro-

ject aims at using the potential of social media communi-

cation to support emergency management agencies by fil-

tering relevant messages. In order to do this linguistic anal-

ysis and training of a software system were necessary.  

The linguistic analysis carried out aimed at accounting for, 

comparing and contrasting text complexity and readability 

of corpora in English and Italian of fact sheets, Facebook 

posts and comments, and tweets. Lexical density varies 

both across languages and text types, being higher in fact 

sheets than in social media for English but appearing con-

siderably higher in Italian Twitter messages than in the 

other text types. However, all text types seem to aim much 

more at informing the public in a neutral way, rather than 

expressing judgement or trying to persuade. 

Preliminary results from the software training suggest that 

the syntax used in the posts and tweets is more informative 

than the meaning carried by the domain features (e.g. sen-

timent and domain knowledge). However, this may be re-

lated to the fact that there are far more general language 

features than domain-specific features, thus the impact of 

the domain features is lower. This issue will be investigated 

in our future work. That being said, we have nevertheless 

shown that linguistic characteristics of text messages can 

be used to identify disaster-related communications on so-

cial media during emergency situations. The methodology 

proposed can be used to highlight good practices in social 

media communication, which in turn ca be used to provide 

guidelines for emergency operators. 
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