J Cogn Enhanc
DOI 10.1007/541465-017-0030-7

@ CrossMark

ORIGINAL ARTICLE

Transcranial Direct Current Stimulation (tDCS) of the Anterior
Prefrontal Cortex (aPFC) Modulates Reinforcement Learning
and Decision-Making Under Uncertainty:

a Double-Blind Crossover Study

Elias P. Casula'? - Giulia Testa® - Patrizia S. Bisiacchi®* - Sara Montagnese“’5 .

Lorenza Caregaro* - Piero Amodio*” - Sami Schiff*>

Received: 9 September 2016 / Accepted: 8 May 2017
© European Union 2017

Abstract Reinforcement learning refers to the ability to ac-
quire information from the outcomes of prior choices (i.e.
positive and negative) in order to make predictions on the
effect of future decision and adapt the behaviour basing on
past experiences. The anterior prefrontal cortex (aPFC) is con-
sidered to play a key role in the representation of event value,
reinforcement learning and decision-making. However, a
causal evidence of the involvement of this area in these pro-
cesses has not been provided yet. The aim of the study was to
test the role of the orbitofrontal cortex in feedback processing,
reinforcement learning and decision-making under uncertain-
ly. Eighteen healthy individuals underwent three sessions of
tDCS over the prefrontal pole (anodal, cathodal, sham) during
a probabilistic learning (PL) task. In the PL task, participants
were invited to learn the covert probabilistic stimulus-
outcome association from positive and negative feedbacks in
order to choose the best option. Afterwards, a probabilistic
selection (PS) task was delivered to assess decisions based
on the stimulus-reward associations acquired in the PL task.
During cathodal tDCS, accuracy in the PL task was reduced

> Sami Schiff
sami.schiff@unipd.it

Non-invasive Brain Stimulation Unit, Department of Behavioural
and Clinical Neurology, Santa Lucia Foundation IRCCS, Rome, Italy

Department of General Psychology, University of Padova,
Padova, Italy

Department of Human and Social Sciences, University of Bergamo,
Bergamo, Italy

Centro Interdipartimentale di Ricerca sulla Modellistica delle
Alterazioni Neuropsichiche in Medicina Clinica (CIRMANMEC),
University of Padova, Padova, Italy

Department of Medicine, University of Padova, Padova, Italy

Published online: 24 May 2017

and participants were less prone to maintain their choice after
positive feedback or to change it after a negative one (i.e., win-
stay and lose-shift behavior). In addition, anodal tDCS affect-
ed the subsequent PS task by reducing the ability to choose the
best alternative during hard probabilistic decisions. In conclu-
sion, the present study suggests a causal role of aPFC in feed-
back trial-by-trial behavioral adaptation and decision-making
under uncertainty.
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Abbreviations
aPFC Anterior prefrontal cortex

vmPFC/ Ventromedial prefrontal cortex/medial
mOFC orbitofrontal cortex

tDCS Transcranial direct current stimulation
Introduction

In a natural environment, the outcomes of our choices are
frequently characterized by some degrees of uncertainty.
Reinforcement learning refers to the ability to learn from the
outcomes of prior choices (i.e., positive/negative) in order to
make predictions on the effect of future decisions and adapt
the behavior basing on past experiences (Noonan et al. 2012).
This process seems to involve two different neural systems:
(1) the striatal dopaminergic system, which plays a key role in
the formation of stimulus-response associations (Frank and
Claus 2006) and (2) the anterior prefrontal cortex (aPFC),
including the lateral orbitofrontal cortex (IOFC) and the ven-
tromedial prefrontal cortex/medial orbitofrontal cortex
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(vmPFC/mOFC), which is involved in the representation of
event value implicated both in the acquisition and in the sub-
sequent valuation of stimulus-response contingencies
(Kringelback 2005; Frank and Claus 2006). In particular, the
vmPFC/mOFC seems to be involved in value comparison
during decision-making (Rushworth et al. 2011; Walton
et al. 2011), whereas the I0FC is more concerned with
reward-credit assignment during reward association learning
(for a review see Noonan et al. 2012).

The role of the aPFC in reinforcement learning and
decision-making has been highlighted in studies showing that
lesion to this area impaired the ability to learn associations
between reward outcomes and choice options (Rolls et al.
1994; Fellows and Farah 2003, 2007). However, a specific
role of aPFC in feedback processing, behavioral adaptation,
and decision-making under uncertainty remains to be eluci-
dated in humans. In this direction, Tsuchida and co-workers,
by adopting a probabilistic “non-deterministic” reversal-
learning task, showed that vimPFC/mOFC-damaged patients
are impaired in flexible learning from probabilistic feedback.
In particular, these patients are less able to learn from positive/
negative monetary feedback and tend to change their choices
more frequently after a positive feedback (Tsuchida et al.
2010). In another study, Wheeler and Fellows (2008) investi-
gated how positive and negative feedbacks guide reinforce-
ment learning and decision-making under uncertainty in pa-
tients with vmPFC/mOFC lesions. The authors adopted a two-
phase probabilistic reinforcement learning task (i.e., learning
phase and testing phase) developed by Frank et al. (2004) and
Frank (2005)) to test the role of dopaminergic pathways in
reinforcement learning in patients with Parkinson’s disease
(see also Volpato et al. 2016). Results showed that patients
with vmPFC/mOFC lesions were impaired in both reinforce-
ment learning (learning phase) and in the ability to use nega-
tive feedback to make decisions in a novel context (testing
phase). In contrast, these patients were as good as both healthy
controls and patients with non-vmPFC/mOFC lesions in mak-
ing decisions derived from positive feedback (Wheeler and
Fellows 2008).

Recently, non-invasive brain stimulation techniques able to
modulate cortical excitability of specific brain area have been
adopted to investigate the causal role of the lateral prefrontal
cortex (LPFC) in feedback processing during reinforcement
learning, using the same paradigm adopted by Wheeler and
Fellows (2008). Ott et al. (2011) showed that continuous theta
burst stimulation over the left dorsolateral prefrontal cortex
(DLPFC) do not influence reinforcement learning per se, rath-
er modulates choices based on positive feedback in the testing
phase, enhancing the probability of choosing the “better
option” against the others. Another study by Turi et al.
(2015), using transcranial direct current stimulation (tDCS)
showed that modulation of the left DLPFC increases maladap-
tive trial-by-trial behavioral shifting during learning, since
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participants “stayed less” on their choices, even after receiv-
ing positive or negative feedback. In addition, the stimulation
of DLPFC is associated with increased randomness of choices
during learning and decreased accuracy for choosing the better
option in the testing phase.

Although previous studies in brain-damaged patients sug-
gested a key role of the aPFC in reinforcement learning and
feedback processing, non-invasive brain stimulation studies
focused only on the role of DLPFC. In the present study,
tDCS was applied over the aPFC (Karim et al. 2010; Chib
et al. 2013; Manuel et al. 2014) during a probabilistic rein-
forcement learning task (Frank et al. 2004; Frank 2005;
Wheeler and Fellows 2008) with the aim to investigate the
causal role of this area in (1) probabilistic reinforcement learn-
ing, (2) trial-by-trial behavioral adaptation in response to
positive/negative feedback, and (3) decision-making under
uncertainty.

Methods
Participants

Eighteen healthy volunteers (6 males; age mean + standard
deviation, 25.2 + 3.8 years) were recruited to participate to a
double-blind crossover-designed tDCS study. Each partici-
pant was requested to undergo three experimental sessions
(specified above) and was informed about the duration of each
session. All participants were checked for tDCS exclusion
criteria and had no history of neurological, psychological
(see paragraph 2.4), or other relevant medical disorders
(Nitsche et al. 2003). Also, none of them took psychotropic
drugs. All the participants took part in the experiment volun-
tarily, after providing written informed consent. All partici-
pants were Italian and naive to Japanese language. The
University Hospital of Padua Ethical Committee approved
the experimental procedure.

Procedure and Task

The experiment took place in a quiet dimly lit room.
Participants sat in a comfortable armchair in front of an 18-
in CRT monitor controlled by a Pentium IV computer. The
task was divided into two parts: a “learning phase” and a “test
phase.” During the learning phase, participants performed a
probabilistic learning (PL) task, while, during the test phase,
they performed a probabilistic selection (PS) task. The three
experimental sessions were scheduled in different days sepa-
rated by at least 48 h. During each experimental session, par-
ticipants received anodal, cathodal, or sham tDCS, with the
stimulation order randomized and counter-balanced across
participants (Fig. 1a).
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Fig. 1 a Experimental design. b Trial time line for the probabilistic
learning (PL) and the probabilistic selection (PS) task. ¢ Stimuli
adopted during the PL task with their associated feedback probability

Probabilistic Learning Task

In the learning phase, participants were requested to perform a
PL task. During the PL task, three fixed pairs of Japanese
Hiragana ideograms (AB, CD, EF) were randomly and equal-
ly presented across four blocks, 80 times (Fig. 1b, left). Each
block comprised 60 trials. All the stimuli were presented on a
white background. Each of the six ideograms was associated
with a different probability (i.e., 0 < p(x) < 1) of receiving
positive (i.e., A=0.8; B=02; C=0.7, D =0.3, E = 0.6,
and F = 0.4) and negative feedbacks (i.e., A = 0.2; B =0.8;
C=03,D=0.7,E=0.4,and F=0.6). Thus, cach of the three
fixed pairs was composed of two ideograms with complemen-
tary probability of being associated with positive (i.e.,
AB =0.8/0.2; CD = 0.7/0.3, and EF = 0.6/0.4) and negative
feedbacks (i.e., AB=10.2/0.8; CD =0.3/0.7, and EF = 0.4/0.6)
(Fig. 1c, left). In each trial, ideograms were displayed 4° of
visual angle on the left and on the right of a fixation point, in
the middle of a white square with the side subtending 2° of
visual angle outlimited by a thin blue border. In the three
experimental sessions, three different sets of ideograms were
adopted in a randomized order between participants. In each
trial, participants were instructed to choose between the two

Choice-A  Avoid-B

Frontal Fpz

Occipital Oz

(left) and the new-pairs of stimuli (choose-A and avoid-B) adopted in
the PS task (right). d tDCS electrode montage: active electrode was
placed over the Fpz site, and reference electrode was placed over Oz

ideograms presented on the screen. They were informed that
for each pair of ideograms, the choice of one of the two would
be more frequently associated with a positive feedback, while
the other would be more frequently associated with a negative
feedback. Thus, participants were instructed to press with the
left/right hand the keys “Z”/“M” on the computer keyboard,
depending on whether they thought the left or the right stim-
ulus was more frequently associated with the “correct” (i.e.,
positive) feedback. After each choice, a probabilistic visual
feedback appeared on the center of the screen showing a pos-
itive feedback (i.e., a green tick) or a negative feedback (i.e., a
red cross) if the response was correct or incorrect, respectively.
During the experimental session, they had to work out the best
alternative in each pair of ideograms by using the history of
positive/negative feedback. Before starting the experiment, a
practice block was performed to ensure participants had un-
derstood the task. The maximum reaction time for each trial
was 2.5 s. If no response was detected, a question mark ap-
peared on the center of the screen and the trial was considered
null. We used three different ideogram pairs in each session to
avoid participants to use the associations learned in the previ-
ous sessions. Thus, each participant saw a total of 18 ideo-
grams, 6 for each session. Trial sequence was completely
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randomized in every session. The probabilistic association
between each ideogram and positive/negative feedback was
predetermined in the trial sequence within each block. In this
way, every ideogram was associated with both positive and
negative feedbacks in the trial list with the frequency defined
by the experimental design. Thus, in each block, the reward
structure completely matched the probability defined by the
experimenter in each session.

Probabilistic Selection Task

After the PL task, a PS task was delivered to evaluate the
probabilistic positive/negative-ideogram associations derived
from the feedbacks received during the learning phase
(Fig. 1b, right) by using eight new pairs of ideograms. The
new pairs AC, AD, AE, AF, BC, BD, BE, and BF were ob-
tained by coupling the highest positive cumulative feedback
ideogram A and the lowest positive cumulative feedback B
with all the others. Two blocks each of 88 trials presented
randomly composed the PS task. This procedure allows eval-
uation of whether participants learned more from positive
(“choose-A”) or negative (“avoid-B” condition) feedback to
their responses (Fig. 1c, right). Old pairs (AB, CD, EF) were
also presented to evaluate explicit learning (“old-pairs” con-
dition). In this test phase, participants did not receive any
feedback to their responses and they were invited to make
their choices using the probabilistic rules implicitly acquired
during the PL task.

Transcranial Direct Current Stimulation

Electricity for tDCS was generated by a portable, battery-
supplied direct current (DC) stimulator (HDCStim,
Newronika s.r.l., Milan, Italy) which was previously pro-
grammed by one of the experimenter (S.S.) using a
touchscreen LCD connected to the stimulator before every
session. Stimulation started after the PL task instructions were
provided and finished approximately at the end of the proba-
bilistic learning task (Fig. 1a). DC stimulation was delivered
with two saline-soaked surface sponge electrodes, with the
active electrode (25 cm?) placed over Fpz and the reference
electrode (64 cm?) over Oz, according to the 10-20 EEG-sys
(Jasper 1958; Fig. 1d). This montage was chosen to maximize
the anterior-posterior current flow through the aPFC more
specifically within the vimPFC/mOFC and to minimize the
lateral shunting along the skin (Fumagalli et al. 2010). A
montage with a large reference electrode joined with a small
one over target site was chosen to increase the effectiveness of
stimulation under the target electrode (Ly et al. 2016).
During active stimulation, participants received a constant
current of 2 mA for 25 min. The current was always ramped
up over the first 30 s of stimulation and down over the last
30 s. For sham stimulation, the electrode positioning was the
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same but the current was slowly ramped down after 30 s of
stimulation with random polarity in order to preserve the initial
tingling sensation. Before and after the stimulation, a visual an-
alog scale (VAS) ranging from 0 to 10 was filled in by the
participants to evaluate the perception of pain/discomfort relating
to the stimulation and changes in nine domains of mood, namely
happy/sad; calm/restless; fast mind/slow mind; apathetic/
dynamic; confused/lucid; strong/weak; satisfied/unfulfilled;
worried/unconcerned; and tense/relaxed (Fregni et al. 2008).
During the entire session, the experimenter remained in the room
but away from the participant’s visual field.

Data Analysis

Response accuracy and reaction times (RTs) to the PL and the
PS task were separately considered and analyzed as dependent
variables in a within-subjects design. Performance in PL task
was analyzed with a 3 x 3 x 4 repeated measures ANOVA
with type of stimulation (anodal, cathodal, and sham), pair
condition (AB, CD, EF), and block (1st, 2nd, 3rd, 4th) as
within-subject factors.

In order to evaluate the effects of the type of stimulation on
feedback processing and behavioral adaptation, we analyzed
the occurrence of (1) “win-stay” responses, defined as the
percentage of trials in which participants chose the same stim-
ulus after having received a positive feedback the last time that
the chosen stimulus was presented, and (2) “lose-shift” re-
sponses, defined as the percentage of trials in which partici-
pants changed their choice of stimulus after having received a
negative feedback the last time that the chosen stimulus was
presented (Evenden and Robbins 1983; Frank and Kong
2008). Such analysis was performed with a 3 x 2 x 4 repeated
measures ANOVA with type of stimulation (anodal, cathodal,
sham), trial-by-trial behavioral adaptation (win-stay, lose-
shift), and block (1st, 2nd, 3rd, 4th) as within-subject factors.

Performance in PS task was first analyzed with a 3 x 3 repeat-
ed measures ANOVA, with type of stimulation (anodal, cathodal,
sham) and condition (choose-A, avoid-B, old-pairs) as within-
subject factors. In addition, to evaluate the ability to make correct
choices based on the rules learned during the PL task, a distinc-
tion within the new pairs of the PS task was made: “easy” prob-
abilistic choices, occurring when the mostly rewarded ideogram
(i.e., A) was paired with ideograms associated frequently with
negative feedback (i.e., D, F) and when the mostly punished
ideogram (i.e., B) was paired with ideograms frequently associ-
ated with positive feedback (i.e., C, E); and “hard™ probabilistic
choices, occurring when the mostly rewarded ideogram (i.e., A)
was paired with ideograms frequently associated with positive
feedback (i.e., C, E) and when the mostly punished ideogram
(i.e., B) was paired with ideograms frequently associated with
negative feedback (i.e., D, F). Responses to these pairs were
analyzed using a 3 x 2 repeated measures ANOVA with type



J Cogn Enhanc

of stimulation (anodal, cathodal, sham) and choice difficulty
(casy, hard) as within-subject factors.

Prior to undergoing ANOVA procedures, normal distribu-
tion was assessed by Shapiro-Wilks’ test for all the variables.
Level of significance was set at o = .05. Sphericity of data was
tested with Mauchly’s test before performing statistical anal-
ysis. When sphericity was violated (i.e., p < 0.05), the
Greenhouse-Geisser correction was used. Post hoc compari-
sons were performed using the Bonferroni correction.
Friedman’s test was used for each VAS to evaluate the pres-
ence of mood and sensation changes due to tDCS.

Results

The analyses on the VAS did not reveal any significant differ-
ence in mood or sensations before and after the three types of
stimulation (all ps > 0.05).

The analysis on PL task accuracy revealed a significant
main effect of block [F(3.51) = 25.67; p < 0.0001;
nzp = 0.60], showing a significantly lower accuracy in the first
block, compared to all the others (Fig. 2a; all ps < 0.0001), and
the effect of pair condition [F(534) = 17.63; p < 0.0001;
772], = 0.51], with lower accuracy for the EF pair compared to
both the AB and CD pairs (post hoc ps < 0.0001). The signif-
icant effect of type of stimulation [F,, 34) = 3.8; p < 0.03;
nzp = 0.19] reveals lower accuracy during cathodal compared
to sham stimulation (Fig. 2b; p = 0.03). No significant inter-
actions were detected on this analysis (all ps > 0.37).

The same analysis applied on RTs revealed a significant main
effect of block [F3, 51y =27.92; p <0.00001; nzp = 0.62] and pair
condition [F, 34)=4.74; p = 0.015; 7721, = 0.22]. Again, post hoc
analysis revealed the expected longer RTs in the first block
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Fig. 2 a Percentage of accuracy during the PL task for the different
experimental blocks in the three tDCS sessions (anodal, cathodal, and
sham). b Overall percentage of accuracy in the three tDCS sessions.
During cathodal stimulation, accuracy was significantly reduced

compared to the other blocks, and for the EF pair compared to
the CD pair (post hoc ps < 0.0002). Mean RTs in the PL task did
not reveal any differences between cathodal, anodal, and sham
stimulation and no interaction including the type of stimulation
[all ps > 0.19].

The analysis on feedback processing during the PL task
revealed a significant main effect of behavior [F;,
17) = 94.87; p < 0.00001; nzp = 0.85] with higher occurrence
of win-stay behavior compared to lose-shift and revealed a
significant main effect of type of stimulation [F(5, 34) = 3.55;
p = 0.04; 172,, = 0.17], revealing lower accuracy for cathodal
stimulation compared to sham. Interaction between type of
stimulation and behavior was also found to be significant
[F234)=3.72;p=0.03; nzp = 0.18] although post hoc analysis
did not show a significant difference between the occurrence
of win-stay and lose-shift behaviors in the three types of stim-
ulation (see Table 1). A significant interaction between behav-
ior and block was also present [F(3, 51, = 20.75; p < 0.0001;
172,, = 0.55] showing an increase in win-stay and a decrease in
lose-shift during learning process (i.c., from the Ist block to
the 4th; post hoc ps < 0.001).

The analysis of response accuracy in the PS task showed a
main effect of condition [F(z, 34) = 10.13; p = 0.0005;
nzp = 0.37], revealing an expected higher accuracy in the
old-pairs condition compared to the other two (post hoc
ps < 0.002). In contrast, the main effect of the type of stimu-
lation did not reach statistical significance [F(5, 34) = 2. 32;
p=0.11; 772,, = 0.11] and no interaction between type of stim-
ulation and condition was found ([F4, ¢s) = 0.33; p = 0.8;
nzp = 0.015]; see Table 1).

The analysis of RTs obtained from the PS task showed a
significant main effect of condition [F(5, 34) = 18.54;
p <0.00004; nzp = (.52], revealing slower overall RTs during

1.00
0.90
*
) 1
0.80
0.70
0.60
0.50
ANODAL CATHODAL SHAM
tDCS

compared to the other conditions. Vertical bars describe the standard
error. Bonferroni post hoc test: *p < .05. Vertical bars indicate
mean + standard error
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Table 1  Trial-by-trial adaptive behaviors in the PL task for anodal,
cathodal, and sham tDCS. Mean + SD

tDCS

Anodal Cathodal Sham
Win-stay (%) 51.89 £ 13.62 49.9 + 12.86 56.3+£9.54
Lose-shift (%) 13.05+7.97 11.99 +8.34 10.06 = 6.94

the avoid-B condition compared to both choose-A and old-
pairs (post hoc ps < 0.0001). No effects of type of stimulation
or interaction between type of stimulation and condition were
present (post hoc ps > 0.4) (Table 2).

The analysis on hard and easy probabilistic decisions re-
vealed a main effect of choice difficulty [F;, 17 = 118.81;
p <0.00001; 7721, = 0.87], showing an expected significantly
higher accuracy for easy pairs. No main effect of stimulation
was present; however, a significant interaction of type of stim-
ulation and choice difficulty was found [F(,, 34) = 4.95;
p <0.02; nzp = 0.23]. As shown in Fig. 3, post hoc analyses
revealed that during the PS task, responses to hard pairs of
stimuli, but not to easy pairs, were significantly less accurate
after anodal compared to cathodal stimulation (post hoc
p = 0.026). Analysis on RTs did not reveal any significant
effect (all ps > 0.1).

Discussion

The aims of the present study were to evaluate the causal role
of the aPFC in (1) probabilistic reinforcement learning, (2)
trial-by-trial behavioral adaptation in response to positive/
negative feedbacks, and (3) decision-making under uncertain-
ty. Here, we adopted a two-phase probabilistic learning task
(Frank et al. 2004) to investigate reinforcement learning and
the ability to use previously learned stimuli-reward/punish-
ment associations to make decisions in a completely new con-
text with various degrees of probabilistic difficulty.

In the learning phase (PL task), cathodal stimulation of aPFC
was found to reduce response accuracy compared to both anodal
and sham stimulation. The analysis of the trial-by-trial behavior-
al adaptation highlighted a modulation of the percentage of both

Table 2 Accuracy in the three conditions of PS task for anodal,
cathodal, and sham tDCS. Mean + SD

tDCS

Anodal Cathodal Sham
Choose-A (%) 76 £24 59 +21 79 £25
Avoid-B (%) 63 £22 59 +21 70 £26
Old-pairs (%) 78 £25 70 £26 83 +£26
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Fig. 3 Percentage of accuracy during the PS task divided for hard (i.e.,
AC, AE, BD, and BF) and easy probabilistic choices (i.e., AD, AF, BC,
and BE). Dispersion expressed as standard error. Vertical bars indicate
mean + standard error

win-stay and lose-shift behavior, depending on the stimulation
condition. Importantly, we observed that cathodal stimulation
did not influence the learning performance per se, since no in-
teraction between the type of stimulation and block was detect-
ed. The reduction in overall accuracy and frequency of win-stay
and lose-shift responses is likely produced by an impairment of
the selection process as a result of cathodal stimulation, demon-
strating a causal role of aPFC in modulating adaptive behavior.
Notably, modulation of the trial-by-trial behavioral adaptation
was not affected from the type of feedback received during the
PL task. On the other hand, in terms of retrieval of new stimulus-
response associations, learning seems to be preserved.

The testing phase (PS task) allowed a further evaluation of the
aPFC role in response selection during decision-making under
uncertainty. Participants had to choose the best alternative with-
out receiving any feedback. In this phase, old pairs of ideograms
(learned during the PL task), as well as new pairs, were presented
to evaluate the tendency to select and/or avoid the better (i.e., the
ideogram A) and the worst (i.e., the ideogram B) alternative,
respectively. Participants had to retrieve the probability of receiv-
ing positive/negative feedback associated with each of the ideo-
grams presented in the PL task and to use these representations to
make a decision on the best alternative to choose in a new con-
text. It is important to take into account that during the PS task,
participants did not receive any stimulation; thus, a significant
effect of tDCS should be considered as an aftereffect.

The analysis of both response accuracy and RTs in the PS task
did not reveal any significant effect of stimulation condition nor
of the type of choice (i.e., choose-A or avoid-B). However, we
observed a significant difference in accuracy between old-pairs
and both choice-A and avoid-B conditions. Interestingly, when
old pairs were presented, no effects of the type of stimulation
were observed, suggesting that choices within ideogram pairs
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presented during the PL task were not modulated by tDCS.
Notably, response accuracy to old pairs was very high in the
testing phase. In each session of the PL task, participants were
exposed to the same ideogram pairs (i.e., AB, CD, EF—called
old-pairs in the PS task) and each decision depended on both the
items (Rothermund et al. 2015). Thus, while in the old-pairs
condition the selected and the unselected ideograms are associ-
ated with the same action, in the choose-A/avoid-B conditions,
participants had to infer the correct response basing on probabi-
listic associations between each ideogram and the frequency of
the following positive/negative feedback. Thus, a difference in
the accuracy between the old-pairs and the choose-A/avoid-B
conditions is an expected result (Gozli et al. 2014). Following
these considerations, it can be assumed that decision-making
during the presentation of overlearned old pairs was mainly man-
aged by the striatal sub-cortical dopaminergic system (Frank and
Claus 2006). In this condition, response selection should be reg-
ulated by the automatic activation of specific stimulus-response
associations, with no (or low) influence of the top-down modu-
lation exerted by the aPFC. In contrast, when probabilistic deci-
sions require transferring the probabilistic value associated with
an ideogram in a new decision context (i.e., choose-A/avoid-B
conditions), aPFC plays a key role during response selection.
Along the same lines, Frank and Claus (2006) suggested a critical
role of the aPFC in the maintenance of value representations in
working memory, during decision-making. In addition, these au-
thors suggest an anatomo-functional distinction between mOFC,
mainly implicated in representing positive rewards, and 10FC,
mainly implicated in representing punishments. Although the
suggested role of the aPFC in reward-based decision-making is
coherent with our results, the specificity of the mOFC in
representing positive values seems not to be supported in the
present study.

The absence of an effect of stimulation on the type of
learning from positive (i.e., choose-A) or negative feedback
(i.e., avoid-B) seems to be in contrast with the results of
Wheeler and Fellows (2008) showing a decrease in avoid-B
accuracy in patients with vmPFC/mOFC lesion. The authors
suggested that the vmPFC/mOFC is involved in the ability to
use information from negative feedbacks, rather than positive,
to make decisions in a novel context. However, in literature,
there is a lack of consensus on whether reward or punishment
is encoded in the same or in different brain regions (Elliott
et al. 2003; Knutson and Bossaerts 2007; Liu et al. 2007;
Seymour et al. 2007). Along the same lines, our finding of a
reduction of both win-stay and lose-shift during cathodal stim-
ulation of the aPFC does not agree with the idea of a particular
role of the medial part of OFC (i.e., vimPFC/mOFC) in
representing reward, but not punishment, during decision-
making (O’Doherty et al. 2001; Small et al. 2001;
Kringelbach et al. 2003; Kringelbach and Rolls 2004;
Bechara et al. 1994, 2000; Fellows and Farah 2003; Rolls
and Grabenhorst 2008; Tsuchida et al. 2010).

According to a recent model (Noonan et al. 2010), a func-
tional distinction between lateral and medial OFC has been pro-
posed, suggesting that the vmPFC/mOFC is involved in value
comparison during decision-making, whereas the I0OFC is in-
volved in reward-credit assignment during reward association
learning (for a review see Noonan et al. 2012). Our results can
be framed within this view, since stimulation of the aPFC (both
anodal and cathodal) did not affect participant’s ability to acquire
ideogram value from the history of positive/negative feedbacks
(PL task), a process linked with the activity of IOFC based on
credit assignment hypothesis (Noonan et al. 2010). In addition,
we found that tDCS over the aPFC, particularly targeting the
vmPFC/mOFC, did not affect reinforcement learning neither the
ability to make correct choices when old pairs were presented in
the testing phase. However, the observed modulation of
decision-making within the new pairs of ideograms, especially
those based on positive feedbacks, suggests a specific role of
vmPFC/mOFC in feedback processing and response choice, but
not in the acquisition and the availability of previously learned
stimulus-reward associations. Recently, Camille et al. (2011)
proposed that the medial portion of the OFC is involved in
stimulus-reward associations and decision-making, while
action-reward evaluation is linked to the activity of the anterior
cingulate cortex. In line with their results, the probabilistic task
used in the present study allows the investigation of stimulus-
reward, but not action-reward values, corroborating the idea that
the vimPFC/mOFC is implicated in stimuli evaluation during
response selection and decision-making, but not in credit assign-
ment (Noonan et al. 2012).

In the present study, we further investigated the role of the
aPFC in decision-making under uncertainty, by distinguishing
hard and easy choices. Here, we assume that when the two
ideograms presented within the new pairs have a similar prob-
ability of receiving positive/negative feedback, decisions are
harder and require top-down support by the aPFC, and vice
versa. In our study, after anodal stimulation, participants were
less accurate in making hard decisions compared to cathodal
stimulation, suggesting that this kind of stimulation of the
aPFC interferes with decision-making when the detection of
the best options is difficult. Since only hard choices, regard-
less of their type (i.e., choose-A, avoid-B), were affected by
the stimulation, it can be assumed that the activity of the
vmPFC/mOFC is related to the degree of difficulty of the
decision process. This corroborates the finding of Rolls et al.
(2010) who observed an fMRI cluster in the mOFC, whose
activation was linearly correlated with the difficulty of deci-
sion in olfactory and pleasantness discrimination (Rolls et al.
2010).

Overall, our data support the hypothesis of a functional role
of the human aPFC (1) in trial-by-trial behavioral adaptation
based on feedback processing, affecting mainly win-stay be-
havior, and (2) in using the learned stimulus-reward associa-
tions in order to guide response selection under uncertainty in
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a new decision context (O’Doherty et al. 2001; Small et al.
2001; Kringelbach et al. 2003; Kringelbach and Rolls 2003;
Wallis 2007; Elliott et al. 2010). In contrast, the finding that
tDCS over the aPFC does not affect the acquisition of new
stimulus-reward associations based on both positive and neg-
ative feedbacks suggests that our stimulation protocol was
ineffective in modulating reinforcement learning ability.

Based on this data, a first methodological consideration may
be done. Although tDCS is considered a low spatial resolution
technique, our data support a specific modulation of trial-by-trial
response selection and uncertainty decision-making. In agree-
ment with Noonan et al. (2012) hypothesis, the present results
support the distinction between medial and lateral OFC, respec-
tively, in response selection and in credit assignment during the
acquisition of new stimulus-reward associations. Thus, we sug-
gest that the electrode montage adopted here was able to effec-
tively target the medial part of the OFC (i.e., vmPFC/mOFC), but
not the IOFC. Further studies should be performed to evaluate
this idea and to demonstrate that a more lateral stimulation of the
aPFC is able to modulate credit assignment process, but not
decision criteria, as previously suggested (Rushworth et al.
2011; Noonan et al. 2012). A second methodological consider-
ation regards the online and offline effects of tDCS. In detail,
cathodal stimulation was found to affect online trial-by-trial be-
havioral adaptation during the PL task, whereas anodal stimula-
tion mainly affects offline harder decisions within a new decision
context. It is generally assumed that cathodal tDCS reduces cor-
tical excitability while anodal stimulation enhances cortical ex-
citability (Nitsche and Paulus 2001). However, this dichotomy,
which works well mainly within the motor cortex, was recently
challenged (Reato et al. 2013), and it is less consistent when
different areas are stimulated in studies investigating cognitive
functioning (Jacobson et al. 2012). In the present study, the effect
of stimulation seems to be subtractive in terms of behavioral
advantage/disadvantage, both during cathodal (i.e., online) and
after anodal (i.e., offline).

In conclusion, the present study further demonstrates in
healthy volunteers a causal relationship between the aPFC
and processes related to decision-making and behavioral ad-
aptation. Unfortunately, the extension of the aPFC and its
subdivision in medial OFC and lateral OFC requires the de-
velopment of more precise experimental designs for dissoci-
ating the functional role of the different sub-regions in rein-
forcement learning and decision-making. Finally, the present
work supports the use of tDCS in the investigation of mech-
anisms of decision-making and reinforcement learning within
the aPFC in healthy participants, as well as in clinical popu-
lations with addiction (e.g., pathological gambling, smoke,
alcohol, cocaine, food misuse—Boggio et al. 2008; Fregni
et al. 2008; Fecteau et al. 2010; Levasseur-Moreau and
Fecteau 2012) and in other psychopathological conditions
(e.g., obsessive-compulsive disorder, depression, anxiety,
and post-traumatic stress disorder—Volpato et al. 2013; Loo

@ Springer

et al. 2012; Ferrucci et al. 2013; Marin et al. 2014), known to
affect decision-making and reinforcement learning.
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