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Let Ω be a sufficiently regular bounded open connected subset of Rn such that 0 ∈ Ω and that Rn \ clΩ is connected. Then

we take {q11, . . . , qnn} ⊆]0,+∞[ and p ∈ Q ≡
Qn
j=1]0, qj j [. If ε is a small positive number, then we define the periodically

perforated domain S[Ωε]
− ≡ Rn \ ∪z∈Zncl

`
p + εΩ +

Pn
j=1(qj jzj)ej

´
, where {e1, . . . , en} is the canonical basis of Rn. For ε small

and positive, we introduce a particular Dirichlet problem for the Laplace operator in the set S[Ωε]
−. Namely, we consider

a Dirichlet condition on the boundary of the set p + εΩ, together with a periodicity condition. Then we show real analytic

continuation properties of the solution and of the corresponding energy integral as functionals of the pair of ε and of the

Dirichlet datum on p + ε∂Ω, around a degenerate pair with ε = 0. Copyright c© 0000 John Wiley & Sons, Ltd.

Keywords: Boundary value problems for second-order elliptic equations; integral representations, integral
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1. Introduction

In this article, we consider a Dirichlet problem in a periodically perforated domain by small holes. We fix once for all a natural

number

n ∈ N \ {0, 1}

and

(q11, . . . , qnn) ∈]0,+∞[n

and a periodicity cell

Q ≡ Πn
j=1]0, qj j [ .
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Then we denote by q the diagonal matrix

q ≡

0BBBB@
q11 0 . . . 0

0 q22 . . . 0

. . . . . . . . . . . .

0 0 . . . qnn

1CCCCA ,
by |Q| the measure of the fundamental cell Q, and by νQ the outward unit normal to ∂Q, where it exists. Clearly,

qZn ≡ {qz : z ∈ Zn}

is the set of vertices of a periodic subdivision of Rn corresponding to the fundamental cell Q. Let

m ∈ N \ {0} , α ∈]0, 1[ .

Then we take a point p ∈ Q and a bounded open connected subset Ω of Rn of class Cm,α such that Ω− ≡ Rn \ clΩ is connected

and that 0 ∈ Ω. If ε ∈ R, then we set

Ωε ≡ p + εΩ .

Then we take ε0 > 0 such that clΩε ⊆ Q for |ε| ≤ ε0, and we introduce the periodically perforated domain

S[Ωε]
− ≡ Rn \ ∪z∈Zncl(Ωε + qz) ,

for ε ∈]− ε0, ε0[\{0}. Next we fix a function g0 ∈ Cm,α(∂Ω). For each pair (ε, g) ∈]0, ε0[×Cm,α(∂Ω) we consider the Dirichlet

problem 8>><>>:
∆u(x) = 0 ∀x ∈ S[Ωε]

− ,

u(x + qei) = u(x) ∀x ∈ clS[Ωε]
− , ∀i ∈ {1, . . . , n} ,

u(x) = g
`

1
ε

(x − p)
´
∀x ∈ ∂Ωε ,

(1.1)

where {e1, . . . , en} is the canonical basis of Rn. If (ε, g) ∈]0, ε0[×Cm,α(∂Ω), then problem (1.1) has a unique solution in

Cm,α(clS[Ωε]
−), and we denote it by u[ε, g](·) (cf. Proposition 2.10.)

Then we pose the following questions:

(i) Let x be fixed in Rn \ (p + qZn). What can be said on the map (ε, g) 7→ u[ε, g](x) around (ε, g) = (0, g0)?

(ii) What can be said on the map (ε, g) 7→
R
Q\clΩε

|Dxu[ε, g](x)|2 dx around (ε, g) = (0, g0)?

Questions of this type have long been investigated, e.g., for problems on a bounded domain with a small hole with the methods

of asymptotic analysis, which aims at giving complete asymptotic expansions of the solutions in terms of the parameter ε. It is

perhaps difficult to provide a complete list of the contributions. Here, we mention the work of Ammari and Kang [1, Ch. 5],

Ammari, Kang, and Lee [2, Ch. 3], Kozlov, Maz’ya, and Movchan [3], Maz’ya, Nazarov, and Plamenewskij [4, 5], Ozawa [6],

Vogelius and Volkov [7], Ward and Keller [8]. We also mention the vast literature of homogenization theory (cf. e.g., Dal Maso

and Murat [9].)

Here instead we wish to characterize the behaviour of u[ε, g](·) at (ε, g) = (0, g0) by a different approach. Thus for example,

if we consider a certain functional, say f (ε, g), relative to the solution such as, for example, one of those considered in questions

(i)-(ii) above, we would try to prove that f (·, ·) can be continued real analytically around (ε, g) = (0, g0). We observe that our

approach does have certain advantages (cf. e.g., Lanza [10].) Such a project has been carried out by Lanza de Cristoforis in

many papers for problems in a bounded domain with a small hole (cf. e.g., Lanza [11, 12, 13, 14].) In the frame of linearized

elastostatics, we also mention, e.g., Dalla Riva and Lanza [15, 16].

As far as problems in periodically perforated domains are concerned, we mention, for instance, the work of Ammari, Kang,

and Touibi [17], where a linear transmission problem is considered in order to compute an asymptotic expansion of the effective

electrical conductivity of a periodic dilute composite (see also Ammari and Kang [1, Ch. 8].) Furthermore, we note that periodically

perforated domains are extensively studied in the frame of homogenization theory. Among the vast literature, here we mention,

e.g., Cioranescu and Murat [18, 19], Ansini and Braides [20]. We also observe that boundary value problems in domains with
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periodic inclusions can be analysed, at least for the two dimensional case, with the method of functional equations. Here we

mention, e.g., Mityushev and Adler [21], Rogosin, Dubatovskaya, and Pesetskaya [22], Castro and Pesetskaya [23].

We now briefly outline our strategy. We first convert problem (1.1) into an integral equation by exploiting potential theory.

Then we observe that the corresponding integral equation can be written, after an appropriate rescaling, in a form which can

be analysed by means of the Implicit Function Theorem around the degenerate case in which (ε, g) = (0, g0), and we represent

the unknowns of the integral equation in terms of ε and g. Next we exploit the integral representation of the solutions, and we

deduce the representation of u[ε, g](·) in terms of ε and g.

This article is organized as follows. Section 2 is a section of preliminaries. In Section 3, we formulate problem (1.1) in terms

of an integral equation and we show that the solutions of the integral equation depend real analytically on ε and g. In Section 4,

we show that the results of Section 3 can be exploited to prove our main Theorem 4.1 on the representation of u[ε, g](·), and

Theorem 4.4 on the representation of the energy integral of u[ε, g](·) on a perforated cell. At the end of this article, we have

enclosed an Appendix with some results exploited in the paper.

2. Preliminaries and notation

We denote the norm on a normed space X by ‖ · ‖X . Let X and Y be normed spaces. We endow the space X × Y with the norm

defined by ‖(x, y)‖X×Y ≡ ‖x‖X + ‖y‖Y for all (x, y) ∈ X × Y, while we use the Euclidean norm for Rn. For standard definitions

of Calculus in normed spaces, we refer to Prodi and Ambrosetti [24]. The symbol N denotes the set of natural numbers including

0. The inverse function of an invertible function f is denoted f (−1), as opposed to the reciprocal of a real-valued function g, or

the inverse of a matrix A, which are denoted g−1 and A−1, respectively. A dot “·” denotes the inner product in Rn, or the matrix

product between matrices. Let A be a matrix. Then At denotes the transpose matrix of A and Ai j denotes the (i , j)-entry of

A. If A is invertible, we set A−t ≡
`
A−1

´t
. Let D ⊆ Rn. Then clD denotes the closure of D and ∂D denotes the boundary of D.

For all R > 0, x ∈ Rn, xj denotes the j-th coordinate of x , |x | denotes the Euclidean modulus of x in Rn, and Bn(x, R) denotes

the ball {y ∈ Rn : |x − y | < R}. The symbol idn denote the identity map of Rn, i.e, idn(x) = x for all x ∈ Rn. If z ∈ C, then z

denotes the conjugate complex number of z . Let Ω be an open subset of Rn. The space of m times continuously differentiable

real-valued functions on Ω is denoted by Cm(Ω,R), or more simply by Cm(Ω). D(Ω) denotes the space of functions of C∞(Ω)

with compact support. The dual D′(Ω) denotes the space of distributions in Ω. Let f ∈ (Cm(Ω))n. The s-th component of

f is denoted fs , and Df denotes the gradient matrix
“
∂fs
∂xl

”
s,l=1,...,n

. Let η ≡ (η1, . . . , ηn) ∈ Nn, |η| ≡ η1 + · · ·+ ηn. Then Dηf

denotes ∂|η|f
∂x
η1
1 ...∂xηnn

. The subspace of Cm(Ω) of those functions f whose derivatives Dηf of order |η| ≤ m can be extended with

continuity to cl Ω is denoted Cm(cl Ω). The subspace of Cm(cl Ω) whose functions have m-th order derivatives that are Hölder

continuous with exponent α ∈]0, 1] is denoted Cm,α(cl Ω) (cf. e.g., Gilbarg and Trudinger [25].) The subspace of Cm(cl Ω) of

those functions f such that f|cl(Ω∩Bn(0,R)) ∈ Cm,α(cl(Ω ∩ Bn(0, R))) for all R ∈]0,+∞[ is denoted Cm,αloc (cl Ω). Let D ⊆ Rn. Then

Cm,α(cl Ω,D) denotes {f ∈ (Cm,α(cl Ω))n : f (cl Ω) ⊆ D}.
Now let Ω be a bounded open subset of Rn. Then Cm(cl Ω) and Cm,α(cl Ω) are endowed with their usual norm and are well

known to be Banach spaces (cf. e.g., Troianiello [26, §1.2.1].) We say that a bounded open subset Ω of Rn is of class Cm or of

class Cm,α, if it is a manifold with boundary imbedded in Rn of class Cm or Cm,α, respectively (cf. e.g., Gilbarg and Trudinger [25,

§6.2].) We denote by νΩ the outward unit normal to ∂Ω. For standard properties of functions in Schauder spaces, we refer the

reader to Gilbarg and Trudinger [25] and to Troianiello [26] (see also Lanza [27, §2, Lem. 3.1, 4.26, Thm. 4.28], Lanza and

Rossi [28, §2].)

We retain the standard notation of Lp spaces and of corresponding norms.

If M is a manifold imbedded in Rn of class Cm,α, with m ≥ 1, α ∈]0, 1[, one can define the Schauder spaces also on M by

exploiting the local parametrizations. In particular, one can consider the spaces Ck,α(∂Ω) on ∂Ω for 0 ≤ k ≤ m with Ω a bounded

open set of class Cm,α, and the trace operator of Ck,α(clΩ) to Ck,α(∂Ω) is linear and continuous. Moreover, for each R > 0

such that clΩ ⊆ Bn(0, R), there exists a linear and continuous extension operator of Ck,α(∂Ω) to Ck,α(clΩ), and of Ck,α(clΩ)

to Ck,α(clBn(0, R)) (cf. e.g., Troianiello [26, Thm. 1.3, Lem. 1.5].) We denote by dσ the area element of a manifold imbedded

in Rn.
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We note that throughout the paper “analytic” means “real analytic”. For the definition and properties of analytic operators,

we refer to Prodi and Ambrosetti [24, p. 89]. In particular, we mention that the pointwise product in Schauder spaces is bilinear

and continuous, and thus analytic, and that the map which takes a nonzero function to its reciprocal, or an invertible matrix of

functions to its inverse matrix is real analytic in Schauder spaces (cf. e.g., Lanza and Rossi [28, pp. 141, 142].)

We denote by Sn the function from Rn \ {0} to R defined by

Sn(x) ≡

(
1
sn

log |x | ∀x ∈ Rn \ {0}, if n = 2 ,
1

(2−n)sn
|x |2−n ∀x ∈ Rn \ {0}, if n > 2 ,

where sn denotes the (n − 1)-dimensional measure of ∂Bn. Sn is well-known to be the fundamental solution of the Laplace

operator.

If y ∈ Rn and f is a function defined in Rn, we set τy f (x) ≡ f (x − y) for all x ∈ Rn. If u is a distribution in Rn, then we set

< τyu, f >=< u, τ−y f > ∀f ∈ D(Rn) .

We denote by E2πiq−1z , the function defined by

E2πiq−1z(x) ≡ e2πi(q−1z)·x ∀x ∈ Rn ,

for all z ∈ Zn.

If Ω is an open subset of Rn, k ∈ N, β ∈]0, 1], we set

Ckb (clΩ) ≡ {u ∈ Ck(clΩ) : Dγu is bounded ∀γ ∈ Nn such that |γ| ≤ k} ,

and we endow Ckb (clΩ) with its usual norm

‖u‖Ck
b

(clΩ) ≡
X
|γ|≤k

sup
x∈clΩ

|Dγu(x)| ∀u ∈ Ckb (clΩ) .

Then we set

Ck,βb (clΩ) ≡ {u ∈ Ck,β(clΩ) : Dγu is bounded ∀γ ∈ Nn such that |γ| ≤ k} ,

and we endow Ck,βb (clΩ) with its usual norm

‖u‖
Ck,β
b

(clΩ)
≡
X
|γ|≤k

sup
x∈clΩ

|Dγu(x)|+
X
|γ|=k

|Dγu : clΩ|β ∀u ∈ Ck,βb (clΩ) .

If clΩ ⊆ Q, then we set

S[Ω] ≡
[
z∈Zn

(qz + Ω) = qZn + Ω ,

S[Ω]− ≡ Rn \ clS[Ω] .

We note that if Rn \ clΩ is connected, then S[Ω]− is connected.

If k ∈ N, β ∈]0, 1], then we set

Ckq (clS[Ω]) ≡
n
u ∈ Ck(clS[Ω]) : u is q − periodic

o
,

which we regard as a Banach subspace of Ckb (clS[Ω]), and

Ck,βq (clS[Ω]) ≡
n
u ∈ Ck,β(clS[Ω]) : u is q − periodic

o
,
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which we regard as a Banach subspace of Ck,βb (clS[Ω]), and

Ckq (clS[Ω]−) ≡
n
u ∈ Ck(clS[Ω]−) : u is q − periodic

o
,

which we regard as a Banach subspace of Ckb (clS[Ω]−), and

Ck,βq (clS[Ω]−) ≡
n
u ∈ Ck,β(clS[Ω]−) : u is q − periodic

o
,

which we regard as a Banach subspace of Ck,βb (clS[Ω]−). We denote by S(Rn) the Schwartz space of complex-valued rapidly

decreasing functions.

In the following Theorem, we introduce a periodic analog of the fundamental solution of the Laplace operator (cf. e.g.,

Hasimoto [29], Shcherbina [30], Poulton, Botten, McPhedran, and Movchan [31], Ammari, Kang, and Touibi [17], Ammari and

Kang [1, p. 53], and [32].)

Theorem 2.1 The generalized series

Sqn ≡
X

z∈Zn\{0}

1

−4π2|q−1z |2|Q|E2πiq−1z (2.2)

defines a tempered distribution in Rn such that Sqn is q-periodic, i.e.,

τejqj jS
q
n = Sqn ∀j ∈ {1, . . . , n} ,

and such that

∆Sqn =
X
z∈Zn

δqz −
1

|Q| ,

where δqz denotes the Dirac measure with mass at qz , for all z ∈ Zn. Moreover, the following statements hold.

(i) Sqn is real analytic in Rn \ qZn.

(ii) Rqn ≡ Sqn − Sn is real analytic in (Rn \ qZn) ∪ {0}, and we have

∆Rqn =
X

z∈Zn\{0}

δqz −
1

|Q| ,

in the sense of distributions.

(iii) Sqn ∈ L1
loc(Rn).

(iv) Sqn (x) = Sqn (−x) for all x ∈ Rn \ qZn.

Proof. For the proof of (i), (ii), we refer for example to [32], where an analog of a periodic fundamental solution for a second

order strongly elliptic differential operator with constant coefficients was constructed. We now consider statement (iii). As is

well known, Sqn is a locally integrable complex-valued function (cf. [32, §3].) By the definition of Sqn , and by the equality

< E2πiq−1z , φ > =< E−2πiq−1z , φ > ∀φ ∈ S(Rn) , ∀z ∈ Zn \ {0} ,

and by the obvious identity
1

−4π2| − q−1z |2|Q| =
1

−4π2|q−1z |2|Q| ∀z ∈ Zn \ {0} ,

we can conclude that Sqn is actually a real-valued function. We now turn to the proof of (iv). By a straightforward verification

based on (2.2), we have Z
Rn
Sqn (x)φ(−x) dx =

Z
Rn
Sqn (x)φ(x) dx ∀φ ∈ S(Rn) ,

and thus Sqn (x) = Sqn (−x) for all x ∈ Rn \ qZn. Hence, the proof is complete 2
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We now introduce the periodic double layer potential. Let α ∈]0, 1[, m ∈ N \ {0}. Let Ω be a bounded connected open subset

of Rn of class Cm,α such that Rn \ clΩ is connected and that clΩ ⊆ Q. Let Sqn be as in Theorem 2.1. If µ ∈ C0,α(∂Ω), we set

wq[∂Ω, µ](x) ≡ −
Z
∂Ω

(DSqn (x − y))νΩ(y)µ(y) dσy ∀x ∈ Rn .

In the following Theorem, we collect some properties of the periodic double layer potential.

Theorem 2.3 Let α ∈]0, 1[, m ∈ N \ {0}. Let Ω be a bounded connected open subset of Rn of class Cm,α such that Rn \ clΩ is

connected and that clΩ ⊆ Q. Let Sqn be as in Theorem 2.1. Then the following statements hold.

(i) Let µ ∈ C0,α(∂Ω). Then wq[∂Ω, µ] is q-periodic and

∆(wq[∂Ω, µ])(x) = 0 ∀x ∈ Rn \ ∂S[Ω] .

(ii) If µ ∈ Cm,α(∂Ω), then the restriction wq[∂Ω, µ]|S[Ω] can be extended uniquely to an element w+
q [∂Ω, µ] of Cm,αq (clS[Ω]),

and the restriction wq[∂Ω, µ]|S[Ω]− can be extended uniquely to an element w−q [∂Ω, µ] of Cm,αq (clS[Ω]−), and we have

w±q [∂Ω, µ] = ±1

2
µ+ wq[∂Ω, µ] on ∂Ω , (2.4)

(Dw+
q [∂Ω, µ])νΩ − (Dw−q [∂Ω, µ])νΩ = 0 on ∂Ω . (2.5)

(iii) The operator from Cm,α(∂Ω) to Cm,αq (clS[Ω]) which takes µ to the function w+
q [∂Ω, µ] is continuous. The operator from

Cm,α(∂Ω) to Cm,αq (clS[Ω]−) which takes µ to the function w−q [∂Ω, µ] is continuous.

(iv) The following equalities hold

wq[∂Ω, 1](x) =
1

2
− |Ω||Q| ∀x ∈ ∂S[Ω] , (2.6)

wq[∂Ω, 1](x) = 1− |Ω||Q| ∀x ∈ S[Ω] , (2.7)

wq[∂Ω, 1](x) = −|Ω||Q| ∀x ∈ S[Ω]− , (2.8)

where |Ω|, |Q| denote the n-dimensional measure of Ω and of Q, respectively.

Proof. For the proof of statements (i), (ii), (iii), we refer for example to [32]. We now consider statement (iv). It clearly suffices

to prove (2.8). Indeed, equalities (2.6), (2.7) can be proved by exploiting (2.8) and the jump relations of (2.4). By the periodicity

of wq[∂Ω, 1], we can assume x ∈ clQ \ clΩ. By the Green formula and Theorem 2.1, we have

−
Z
∂Ω

(DSqn (x − y))νΩ(y) dσy =

Z
Ω

∆y (Sqn (x − y)) dσy = −|Ω||Q| ,

and accordingly (2.8) holds. Thus the proof is complete. 2

Let α ∈]0, 1[, m ∈ N \ {0}. If Ω is a bounded connected open subset of Rn of class Cm,α, we find convenient to set

Cm,α(∂Ω)0 ≡

f ∈ Cm,α(∂Ω):

Z
∂Ω

f dσ = 0

ff
.

Then we have the following Proposition.

Proposition 2.9 Let α ∈]0, 1[, m ∈ N \ {0}. Let Ω be a bounded connected open subset of Rn of class Cm,α such that Rn \ clΩ

is connected and that clΩ ⊆ Q. Let Sqn be as in Theorem 2.1. Let M[·, ·] be the map of Cm,α(∂Ω)0 × R to Cm,α(∂Ω), defined by

M[µ, ξ](x) ≡ −1

2
µ(x) + wq[∂Ω, µ](x) + ξ ∀x ∈ ∂Ω ,

6 Copyright c© 0000 John Wiley & Sons, Ltd. Math. Meth. Appl. Sci. 0000, 00 1–18
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for all (µ, ξ) ∈ Cm,α(∂Ω)0 × R. Then M[·, ·] is a linear homeomorphism of Cm,α(∂Ω)0 × R onto Cm,α(∂Ω).

Proof. By Theorem 2.3, M is continuous. As a consequence, by the Open Mapping Theorem, it suffices to prove that M is a

bijection. We first show that M is injective. So let (µ, ξ) ∈ Cm,α(∂Ω)0 × R be such that M[µ, ξ] = 0. Then,

−1

2
µ(x) + wq[∂Ω, µ](x) = −ξ ∀x ∈ ∂Ω ,

and thus, by Proposition A.4 of the Appendix, µ must be constant. Since
R
∂Ω
µdσ = 0, then µ = 0, and so also ξ = 0. Hence

M is injective. It remains to prove that M is surjective. So let g ∈ Cm,α(∂Ω). We need to prove that there exists a pair

(µ, ξ) ∈ Cm,α(∂Ω)0 × R such that M[µ, ξ] = g. By Proposition A.4 of the Appendix, there exists a (unique) µ̃ ∈ Cm,α(∂Ω) such

that

−1

2
µ̃(x) + wq[∂Ω, µ̃](x) = g(x) ∀x ∈ ∂Ω .

Accordingly, if we set

µ(x) ≡ µ̃(x)− 1R
∂Ω
dσ

Z
∂Ω

µ̃ dσ ∀x ∈ ∂Ω ,

ξ ≡ −|Ω||Q|
1R

∂Ω
dσ

Z
∂Ω

µ̃ dσ ,

where |Ω|, |Q| denote the n-dimensional measure of Ω and of Q, respectively, then clearly (µ, ξ) ∈ Cm,α(∂Ω)0 × R and

M[µ, ξ] = g. Therefore, M is bijective, and the proof is complete. 2

In the following Proposition, we show that a periodic Dirichlet boundary value problem in the perforated domain S[Ω]− has a

unique solution in Cm,αq (clS[Ω]−), which can be represented as the sum of a periodic double layer potential and a costant.

Proposition 2.10 Let α ∈]0, 1[, m ∈ N \ {0}. Let Ω be a bounded connected open subset of Rn of class Cm,α such that Rn \ clΩ

is connected and that clΩ ⊆ Q. Let Sqn be as in Theorem 2.1. Let Γ ∈ Cm,α(∂Ω). Then the following boundary value problem8>><>>:
∆u(x) = 0 ∀x ∈ S[Ω]− ,

u(x + qei) = u(x) ∀x ∈ clS[Ω]− , ∀i ∈ {1, . . . , n} ,
u(x) = Γ (x) ∀x ∈ ∂Ω ,

(2.11)

has a unique solution u ∈ Cm,αq (clS[Ω]−). Moreover,

u(x) = w−q [∂Ω, µ](x) + ξ ∀x ∈ clS[Ω]− , (2.12)

where (µ, ξ) is the unique solution in Cm,α(∂Ω)0 × R of the following integral equation

Γ (x) = −1

2
µ(x) + wq[∂Ω, µ](x) + ξ ∀x ∈ ∂Ω . (2.13)

Proof. We first note that Proposition A.1 of the Appendix implies that problem (2.11) has at most one solution. As a consequence,

we need to prove that the function defined by (2.12) solves problem (2.11). By Proposition 2.9, there exists a unique solution

(µ, ξ) ∈ Cm,α(∂Ω)0 × R of (2.13). Then, by Theorem 2.3 and equation (2.13), the function defined by (2.12) is a periodic

harmonic function satisfying the third condition of (2.11), and thus a solution of problem (2.11). 2

Remark 2.14 Let the assumptions of Proposition 2.10 hold. We note that we proved, in particular, that the solution of boundary

value problem (2.11) can be represented as the sum of a periodic double layer potential and a constant. However, we observe

that we could also represent the solution of problem (2.11) as a periodic double layer potential (cf. Proposition A.4 of the

Appendix.) On the other hand, for the analysis of (1.1) around the degenerate value (ε, g) = (0, g0), it will be preferable to

exploit the representation formula of Proposition 2.10.
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3. Formulation of the problem in terms of integral equations

We now provide a formulation of problem (1.1) in terms of an integral equation. We shall consider the following assumptions

for some α ∈]0, 1[ and for some natural m ≥ 1.

Let Ω be a bounded connected open subset of Rn of class Cm,α such that Rn \ clΩ is connected and that 0 ∈ Ω.

Let p ∈ Q.
(3.1)

If ε ∈ R, we set

Ωε ≡ p + εΩ .

Now let

ε0 ≡ sup
n
θ ∈]0,+∞[ : clΩε ⊆ Q , ∀ε ∈]− θ, θ[

o
. (3.2)

A simple topological argument shows that if (3.1) holds, then S[Ωε]
− is connected, for all ε ∈]− ε0, ε0[\{0}. We also note that

νΩε(p + εt) = sgn(ε)νΩ(t) ∀t ∈ ∂Ω ,

for all ε ∈]− ε0, ε0[\{0}, where sgn(ε) = 1 if ε > 0, sgn(ε) = −1 if ε < 0. Then we shall consider the following assumption.

Let g0 ∈ Cm,α(∂Ω). (3.3)

If (ε, g) ∈]0, ε0[×Cm,α(∂Ω), we shall convert our boundary value problem (1.1) into an integral equation. We could exploit

Proposition 2.10, with Ω replaced by Ωε, but we note that the integral equation and the corresponding integral representation

of the solution include integrations on the ε-dependent domain ∂Ωε. In order to get rid of such a dependence, we shall introduce

the following Lemma, in which we properly rescale the unknown density.

Lemma 3.4 Let α ∈]0, 1[. Letm ∈ N \ {0}. Let (3.1)-(3.3) hold. Let Sqn , Rqn be as in Theorem 2.1. Let (ε, g) ∈]0, ε0[×Cm,α(∂Ω).

Then a pair (θ, ξ) ∈ Cm,α(∂Ω)0 × R solves equation

− 1

2
θ(t)−

Z
∂Ω

(DSn(t − s))νΩ(s)θ(s) dσs − εn−1

Z
∂Ω

(DRqn(ε(t − s)))νΩ(s)θ(s) dσs + ξ = g(t) ∀t ∈ ∂Ω , (3.5)

if and only if the pair (µ, ξ) ∈ Cm,α(∂Ωε)0 × R, with µ delivered by

µ(x) ≡ θ
“1

ε
(x − p)

”
∀x ∈ ∂Ωε , (3.6)

solves equation

− 1

2
µ(x) + wq[∂Ωε, µ](x) + ξ = Γ (x) ∀x ∈ ∂Ωε , (3.7)

where

Γ (x) ≡ g
“1

ε
(x − p)

”
∀x ∈ ∂Ωε .

Moreover, equation (3.5) has a unique solution in Cm,α(∂Ω)0 × R.

Proof. The equivalence of equation (3.5) in the unknown (θ, ξ) and equation (3.7) in the unknown (µ, ξ), with µ delivered by

(3.6), is a straightforward consequence of the Theorem of change of variables in integrals. Then the existence and uniqueness of

a solution in Cm,α(∂Ω)0 × R of equation (3.5), follows from Proposition 2.9 applied to equation (3.7), and from the equivalence

of equations (3.5), (3.7). 2

In the following Lemma, we study equation (3.5), when (ε, g) = (0, g0).
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Lemma 3.8 Let α ∈]0, 1[. Let m ∈ N \ {0}. Let (3.1)-(3.3) hold. Let τ0 be the unique solution in Cm−1,α(∂Ω) of the following

problem (
− 1

2
τ(t) +

R
∂Ω

(DSn(t − s))νΩ(t)τ(s) dσs = 0 ∀t ∈ ∂Ω ,R
∂Ω
τ dσ = 1 .

(3.9)

Then equation

− 1

2
θ(t)−

Z
∂Ω

(DSn(t − s))νΩ(s)θ(s) dσs + ξ = g0(t) ∀t ∈ ∂Ω , (3.10)

which we call the limiting equation, has a unique solution in Cm,α(∂Ω)0 × R, which we denote by (θ̃, ξ̃). Moreover,

ξ̃ =

Z
∂Ω

g0τ0 dσ , (3.11)

and the function ũ ∈ Cm,α(Rn \Ω), defined by

ũ(t) ≡ −
Z
∂Ω

(DSn(t − s))νΩ(s)θ̃(s)dσs ∀t ∈ Rn \ clΩ , (3.12)

and extended by continuity to Rn \Ω, is the unique solution in Cm,α(Rn \Ω) of the following problem8>><>>:
∆u(t) = 0 ∀t ∈ Rn \ clΩ ,

u(t) = g0(t)−
R
∂Ω
g0τ0 dσ ∀t ∈ ∂Ω ,

limt→∞ u(t) = 0 .

(3.13)

Proof. We first note that the unique solvability of problem (3.9) in the class of continuous functions follows by classical potential

theory (cf. e.g., Folland [33, Ch. 3].) For the Cm−1,α regularity of the solution, we refer, e.g., to Lanza [10, Appendix A].

By Proposition A.6 of the Appendix, equation (3.10) has a unique solution in Cm,α(∂Ω)0 × R. Moreover, as is well known, if

ψ ∈ Cm,α(∂Ω), then

ψ ∈
n
−1

2
θ(·)−

Z
∂Ω

(DSn(· − s))νΩ(s)θ(s) dσs : θ ∈ Cm,α(∂Ω)
o

if and only if Z
∂Ω

ψτ0 dσ = 0 ,

and thus ξ̃ must be delivered by equality (3.11) (cf. e.g., Folland [33, Ch. 3] and Lanza [10, Appendix A].) Then by classical

potential theory, the function defined by (3.12) and extended by continuity to Rn \Ω solves problem (3.13), which has at most

one solution (cf. e.g., Folland [33, Ch. 3], Miranda [34], Dalla Riva and Lanza [35, Theorem 3.1], Lanza and Rossi [28, Theorem

3.1].) 2

We are now ready to analyse equation (3.5) around the degenerate case (ε, g) = (0, g0). We find convenient to introduce the

following abbreviation. We set

Xm,α ≡ Cm,α(∂Ω)0 × R .

Then we have the following.

Proposition 3.14 Let α ∈]0, 1[. Let m ∈ N \ {0}. Let (3.1)-(3.3) hold. Let Sqn , Rqn be as in Theorem 2.1. Let Λ be the map of

]− ε0, ε0[×Cm,α(∂Ω)×Xm,α to Cm,α(∂Ω), defined by

Λ[ε, g, θ, ξ](t) ≡ −1

2
θ(t)−

Z
∂Ω

(DSn(t − s))νΩ(s)θ(s) dσs − εn−1

Z
∂Ω

(DRqn(ε(t − s)))νΩ(s)θ(s) dσs + ξ − g(t) ∀t ∈ ∂Ω ,

for all (ε, g, θ, ξ) ∈]− ε0, ε0[×Cm,α(∂Ω)×Xm,α. Then the following statements hold.

(i) Let (ε, g) ∈]0, ε0[×Cm,α(∂Ω). Then equation

Λ[ε, g, θ, ξ] = 0
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has a unique solution in Xm,α, which we denote by (θ̂[ε, g], ξ̂[ε, g]) (cf. Lemma 3.4.)

(ii) Equation

Λ[0, g0, θ, ξ] = 0

has a unique solution in Xm,α, which we denote by (θ̂[0, g0], ξ̂[0, g0]). Moreover, (θ̂[0, g0], ξ̂[0, g0]) = (θ̃, ξ̃) (cf. Lemma

3.8.)

(iii) Λ[·, ·, ·, ·] is a real analytic map of ]− ε0, ε0[×Cm,α(∂Ω)×Xm,α to Cm,α(∂Ω). Moreover, the differential

∂(θ,ξ)Λ[0, g0, θ̂[0, g0], ξ̂[0, g0]] of Λ at (0, g0, θ̂[0, g0], ξ̂[0, g0]) with respect to the variables (θ, ξ) is a linear homeomorphism

of Xm,α onto Cm,α(∂Ω).

(iv) There exist ε1 ∈]0, ε0], an open neighbourhood U of g0 in Cm,α(∂Ω), and a real analytic map (Θ[·, ·],Ξ[·, ·]) of ]− ε1, ε1[×U
to Xm,α, such that

(Θ[ε, g],Ξ[ε, g]) = (θ̂[ε, g], ξ̂[ε, g]) ∀(ε, g) ∈ [0, ε1[×U .

Proof. Statements (i), (ii) are immediate consequences of Lemmas 3.4, 3.8. We now consider statement (iii). We first introduce

some notation. For each j ∈ {1, . . . , n}, we denote by Rj [·, ·] the map of ]− ε0, ε0[×L1(∂Ω) to Cm,α(clΩ), defined by

Rj [ε, f ](t) ≡
Z
∂Ω

(DxjR
q
n(ε(t − s)))f (s) dσs ∀t ∈ clΩ ,

for all (ε, f ) ∈]− ε0, ε0[×L1(∂Ω). By classical potential theory and standard calculus in Banach spaces, we note that the map

of Cm,α(∂Ω)× Cm,α(∂Ω)0 × R to Cm,α(∂Ω), which takes (g, θ, ξ) to the function

−1

2
θ(t)−

Z
∂Ω

(DSn(t − s))νΩ(s)θ(s) dσs + ξ − g(t)

of the variable t ∈ ∂Ω, is linear and continuous, and thus real analytic (cf. e.g., Miranda [34], Dalla Riva and Lanza [35, Theorem

3.1], Lanza and Rossi [28, Theorem 3.1].) Then, in order to prove the real analyticity of Λ[·, ·, ·, ·] in ]− ε0, ε0[×Cm,α(∂Ω)×Xm,α,

it clearly suffices to show that Rj [·, ·] is real analytic in ]− ε0, ε0[×L1(∂Ω) for each j ∈ {1, . . . , n}. Indeed, if Rj [·, ·] is real analytic

from ]− ε0, ε0[×L1(∂Ω) to Cm,α(clΩ) for all j ∈ {1, . . . , n}, then by the continuity of the linear map of Cm,α(∂Ω)0 to L1(∂Ω)

which takes θ to (νΩ)jθ, and by the continuity of the trace operator from Cm,α(clΩ) to Cm,α(∂Ω), we can deduce the analyticity

of Λ[·, ·, ·, ·] in ]− ε0, ε0[×Cm,α(∂Ω)×Xm,α. Now let id∂Ω and idclΩ denote the identity on ∂Ω and on clΩ, respectively. Then we

note that the map of ]− ε0, ε0[ to Cm,α(clΩ,Rn) which takes ε to εidclΩ, and the map of ]− ε0, ε0[ to Cm,α(∂Ω,Rn) which takes

ε to εid∂Ω are real analytic. Moreover,

εclΩ− ε∂Ω ⊆ (Rn \ qZn) ∪ {0} ∀ε ∈]− ε0, ε0[ .

Then by the real analyticity of DxjR
q
n in (Rn \ qZn) ∪ {0} and by Proposition A.3 of the Appendix, Rj [·, ·] is real analytic in

]− ε0, ε0[×L1(∂Ω), for each j ∈ {1, . . . , n}. Hence, Λ[·, ·, ·, ·] is real analytic in ]− ε0, ε0[×Cm,α(∂Ω)×Xm,α. By standard calculus

in Banach space, the differential ∂(θ,ξ)Λ[0, g0, θ̂[0, g0], ξ̂[0, g0]] of Λ at (0, g0, θ̂[0, g0], ξ̂[0, g0]) with respect to (θ, ξ) is delivered

by the following formula:

∂(θ,ξ)Λ[0, g0, θ̂[0, g0], ξ̂[0, g0]](ψ, ρ)(t) = −1

2
ψ(t)−

Z
∂Ω

(DSn(t − s))νΩ(s)ψ(s) dσs + ρ ∀t ∈ ∂Ω ,

for all (ψ, ρ) ∈ Xm,α. Accordingly, by Proposition A.6 of the Appendix, ∂(θ,ξ)Λ[0, g0, θ̂[0, g0], ξ̂[0, g0]] is a linear homeomorphism

of Xm,α onto Cm,α(∂Ω), and the proof of (iii) is complete. Finally, statement (iv) is an immediate consequence of statement

(iii) and of the Implicit Function Theorem for real analytic maps in Banach spaces (cf. e.g., Prodi and Ambrosetti [24, Theorem

11.6], Deimling [36, Theorem 15.3].) 2
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Remark 3.15 Let the assumptions of Proposition 3.14 hold. Let ε1, U , (Θ[·, ·],Ξ[·, ·]) be as in Proposition 3.14 (iv). Then, by

the rule of change of variables in integrals, by Propositions 2.10, 3.14, and by Lemma 3.4, we have

u[ε, g](x) = −εn−1

Z
∂Ω

(DSqn (x − p − εs))νΩ(s)Θ[ε, g](s) dσs + Ξ[ε, g] ∀x ∈ S[Ωε]
− ,

for all (ε, g) ∈]0, ε1[×U .

4. A functional analytic representation Theorem for the solution and its energy integral

The following statement shows that suitable restrictions of u[ε, g](·) can be continued real analytically for negative values of ε.

Theorem 4.1 Let α ∈]0, 1[. Let m ∈ N \ {0}. Let (3.1)-(3.3) hold. Let ε1, U be as in Proposition 3.14 (iv). Then the following

statements hold.

(i) Let V be a bounded open subset of Rn such that clV ⊆ Rn \ (p + qZn). Let r ∈ N. Then there exist ε2 ∈]0, ε1], a real

analytic map U1 of ]− ε2, ε2[×U to Cr (clV ), and a real analytic map U2 of ]− ε2, ε2[×U to R such that the following

statements hold.

(j) clV ⊆ S[Ωε]
− for all ε ∈]− ε2, ε2[\{0}.

(jj)

u[ε, g](x) = εn−1U1[ε, g](x) + U2[ε, g] ∀x ∈ clV , (4.2)

for all (ε, g) ∈]0, ε2[×U . Moreover,

U2[0, g0] = ξ̃ ,

where ξ̃ is as in Lemma 3.8.

(ii) Let eV be a bounded open subset of Rn \ clΩ. Then there exist ε̃2 ∈]0, ε1], a real analytic map eU1 of ]− ε̃2, ε̃2[×U to

Cm,α(cleV ), and a real analytic map eU2 of ]− ε̃2, ε̃2[×U to R such that the following statements hold.

(j’) p + εcleV ⊆ Q \Ωε for all ε ∈]− ε̃2, ε̃2[\{0}.
(jj”)

u[ε, g](p + εt) = eU1[ε, g](t) + eU2[ε, g] ∀t ∈ cleV , (4.3)

for all (ε, g) ∈]0, ε̃2[×U . Moreover, eU1[0, g0](t) = ũ(t) ∀t ∈ cleV ,
and eU2[0, g0] = ξ̃ ,

where ũ, ξ̃ are as in Lemma 3.8.

Proof. Let Sqn , Rqn be as in Theorem 2.1. Let (Θ[·, ·],Ξ[·, ·]) be as in Proposition 3.14 (iv). We start by proving (i). By taking

ε2 ∈]0, ε1] small enough, we can clearly assume that (j) holds. Consider now (jj). If (ε, g) ∈]0, ε2[×U , then by Remark 3.15 we

have

u[ε, g](x) = −εn−1

Z
∂Ω

(DSqn (x − p − εs))νΩ(s)Θ[ε, g](s) dσs + Ξ[ε, g] ∀x ∈ clV .

Thus it is natural to set

U1[ε, g](x) ≡ −
Z
∂Ω

(DSqn (x − p − εs))νΩ(s)Θ[ε, g](s) dσs ∀x ∈ clV ,

U2[ε, g] ≡ Ξ[ε, g] ,
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for all (ε, g) ∈]− ε2, ε2[×U . Since ε2 ∈]0, ε1], Proposition 3.14 (iv) implies that U2 is real analytic from ]− ε2, ε2[×U to R. Then

we note that

clV − p − ε∂Ω ⊆ Rn \ qZn ∀ε ∈]− ε2, ε2[ .

As a consequence, by the real analyticity of Sqn in Rn \ qZn, and by the real analyticity of Θ[·, ·] from ]− ε1, ε1[×U to Cm,α(∂Ω)0,

and by Proposition A.2 of the Appendix, we can conclude that U1 is real analytic from ]− ε2, ε2[×U to Cr (clV ). By the definition

of U1 and of U2, equality (4.2) holds for all (ε, g) ∈]0, ε2[×U , and so the proof of (i) is complete. We now consider (ii). Let R > 0

be such that (cleV ∪ clΩ) ⊆ Bn(0, R). By the real analyticity of the restriction operator from Cm,α(clBn(0, R) \Ω) to Cm,α(cleV ),

it suffices to prove statement (ii) with eV replaced by Bn(0, R) \ clΩ. By taking ε̃2 ∈]0, ε1] small enough, we can assume that

p + εclBn(0, R) ⊆ Q ∀ε ∈]− ε̃2, ε̃2[ .

If (ε, g) ∈]0, ε̃2[×U , a simple computation based on the Theorem of change of variables in integrals shows that

u[ε, g](p + εt) = −
Z
∂Ω

(DSn(t − s))νΩ(s)Θ[ε, g](s) dσs − εn−1

Z
∂Ω

(DRqn(ε(t − s)))νΩ(s)Θ[ε, g](s) dσs + Ξ[ε, g]

∀t ∈ clBn(0, R) \ clΩ .

Now we set eGRqn [ε, g](t) ≡ −εn−1

Z
∂Ω

(DRqn(ε(t − s)))νΩ(s)Θ[ε, g](s) dσs ∀t ∈ clBn(0, R) \Ω ,

for all (ε, g) ∈]− ε̃2, ε̃2[×U . Then we note that

εclBn(0, R)− ε∂Ω ⊆ (Rn \ qZn) ∪ {0} ∀ε ∈]− ε̃2, ε̃2[ .

Accordingly, by arguing as in the proof of Proposition 3.14, we can conclude that eGRqn [·, ·] is real analytic from ]− ε̃2, ε̃2[×U
to Cm,α(clBn(0, R) \Ω). Moreover, eGRqn [0, g0](·) = 0 in clBn(0, R) \Ω. By classical results of potential theory and by the real

analyticity of Θ[·, ·], there exists a real analytic map eGSn [·, ·] of ]− ε̃2, ε̃2[×U to Cm,α(clBn(0, R) \Ω), such that

eGSn [ε, g](t) = −
Z
∂Ω

(DSn(t − s))νΩ(s)Θ[ε, g](s) dσs ∀t ∈ clBn(0, R) \ clΩ ,

for all (ε, g) ∈]− ε̃2, ε̃2[×U (cf. e.g., Miranda [34], Dalla Riva and Lanza [35, Theorem 3.1], Lanza and Rossi [28, Theorem

3.1].) In particular, eGSn [0, g0](t) = ũ(t) ∀t ∈ clBn(0, R) \Ω .

Then we set

eU1[ε, g](t) ≡ eGSn [ε, g](t) + eGRqn [ε, g](t) ∀t ∈ clBn(0, R) \Ω ,eU2[ε, g] ≡ Ξ[ε, g] ,

for all (ε, g) ∈]− ε̃2, ε̃2[×U . As a consequence, eU1, eU2 are real analytic maps of ]− ε̃2, ε̃2[×U to Cm,α(clBn(0, R) \Ω), R,

respectively, such that (jj’) holds with eV replaced by Bn(0, R) \ clΩ. Thus the proof is complete. 2

We now turn to consider the energy integral of the solution on a perforated cell, and we prove the following.

Theorem 4.4 Let α ∈]0, 1[. Let m ∈ N \ {0}. Let (3.1)-(3.3) hold. Let ε1, U be as in Proposition 3.14 (iv). Then there exist

ε3 ∈]0, ε1] and a real analytic map G of ]− ε3, ε3[×U to R, such thatZ
Q\clΩε

|Dxu[ε, g](x)|2 dx = εn−2G[ε, g] , (4.5)
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for all (ε, g) ∈]0, ε3[×U . Moreover,

G[0, g0] =

Z
Rn\clΩ

|Dũ(t)|2 dt , (4.6)

where ũ is as in Lemma 3.8.

Proof. Let (ε, g) ∈]0, ε1[×U . By the Green Formula and by the periodicity of u[ε, g](·), we haveZ
Q\clΩε

|Dxu[ε, g](x)|2 dx =

Z
∂Q

Dxu[ε, g](x)νQ(x)u[ε, g](x) dσx −
Z
∂Ωε

Dxu[ε, g](x)νΩε(x)u[ε, g](x) dσx

= −εn−1

Z
∂Ω

Dxu[ε, g](p + εt)νΩ(t)g(t) dσt = −εn−2

Z
∂Ω

D
`
u[ε, g] ◦ (p + εidn)

´
(t)νΩ(t)g(t) dσt .

(4.7)

Let R > 0 be such that clΩ ⊆ Bn(0, R). By Theorem 4.1 (ii), there exist ε3 ∈]0, ε1] and a real analytic map eG[·, ·] of ]− ε3, ε3[×U
to Cm,α(clBn(0, R) \Ω), such that

p + εcl(Bn(0, R) \ clΩ) ⊆ Q \Ωε ∀ε ∈]− ε3, ε3[\{0} ,

and that eG[ε, g](t) = u[ε, g] ◦ (p + εidn)(t) ∀t ∈ clBn(0, R) \Ω ∀(ε, g) ∈]0, ε3[×U ,

and that eG[0, g0](t) = ũ(t) + ξ̃ ∀t ∈ clBn(0, R) \Ω ,

where ũ, ξ̃ are as in Lemma 3.8. From equality (4.7) we haveZ
Q\clΩε

|Dxu[ε, g](x)|2 dx = −εn−2

Z
∂Ω

Dt
eG[ε, g](t)νΩ(t)g(t) dσt ,

for all (ε, g) ∈]0, ε3[×U . Thus it is natural to set

G[ε, g] ≡ −
Z
∂Ω

Dt
eG[ε, g](t)νΩ(t)g(t) dσt ,

for all (ε, g) ∈]− ε3, ε3[×U . Then by continuity of the partial derivatives from Cm,α(clBn(0, R) \Ω) to Cm−1,α(clBn(0, R) \Ω),

and by continuity of the trace operator on ∂Ω from Cm−1,α(clBn(0, R) \Ω) to Cm−1,α(∂Ω), and by the continuity of the

pointwise product in Schauder spaces, and by standard calculus in Banach spaces, we conclude that G[·, ·] is a real analytic map

of ]− ε3, ε3[×U to R and that equality (4.5) holds. Finally, we note that

G[0, g0] = −
Z
∂Ω

Dũ(t)νΩ(t)g0(t) dσt .

By classical potential theory and the Divergence Theorem, we haveZ
∂Ω

Dũ(t)νΩ(t) dσt = 0 . (4.8)

Then, by the decay properties at infinity of ũ and of its radial derivative and by (4.8), we have

−
Z
∂Ω

Dũ(t)νΩ(t)g0(t) dσt = −
Z
∂Ω

Dũ(t)νΩ(t)
`
g0(t)− ξ̃

´
dσt =

Z
Rn\clΩ

|Dũ(t)|2 dt

(cf. e.g., Folland [33, p. 118].) As a consequence, equality (4.6) follows and the proof is complete. 2
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A. Appendix

In this Appendix, we collect some results exploited in the article.

We have the following known consequence of the Maximum Principle.

Proposition A.1 Let Ω be a bounded connected open subset of Rn such that Rn \ clΩ is connected and that clΩ ⊆ Q. Let

u ∈ C0(clS[Ω]−) ∩ C2(S[Ω]−) be such that

u(x + qei) = u(x) ∀x ∈ clS[Ω]−, ∀i ∈ {1, . . . , n} ,

and that

∆u(x) = 0 ∀x ∈ S[Ω]− .

Then the following statements hold.

(i) If there exists a point x0 ∈ S[Ω]− such that u(x0) = maxclS[Ω]− u, then u is constant within S[Ω]−.

(ii) If there exists a point x0 ∈ S[Ω]− such that u(x0) = minclS[Ω]− u, then u is constant within S[Ω]−.

(iii)

max
clS[Ω]−

u = max
∂Ω

u , min
clS[Ω]−

u = min
∂Ω
u .

Proof. Clearly, statement (iii) is a straightforward consequence of (i) and (ii). Furthermore, statement (ii) follows from statement

(i) by replacing u with −u. Therefore, it suffices to prove (i). Let u and x0 be as in the hypotheses. By periodicity of u,

supx∈S[Ω]− u(x) < +∞. Then by the Maximum Principle, u must be constant in S[Ω]− (cf. e.g., Folland [33, Theorem 2.13, p.

72].)

We now introduce the following Propositions on nonlinear integral operators (see [37].)

Proposition A.2 Let r, n, s ∈ N, 1 ≤ s < n. Let Ω be a bounded open subset of Rn. Let M be a compact manifold of class C1

imbedded into Rn and of dimension s. Let K be a Banach space. Let W be an open subset of Rn × Rn ×K. Let G be a real

analytic map from W to R. Let

F ≡
n

(φ, z) ∈ C0(M,Rn)×K : clΩ× φ(M)× {z} ⊆ W
o
.

Then the map HG from F × L1(M) to Cr (clΩ) defined by

HG [φ, z, f ](x) ≡
Z
M
G(x, φ(y), z)f (y) dσy ∀x ∈ clΩ ,

for all (φ, z, f ) ∈ F × L1(M) is real analytic.

Proposition A.3 Let m, n, s ∈ N, 1 ≤ s < n. Let α ∈]0, 1[. Let Ω′ be a bounded connected open subset of Rn of class C1. Let

M be a compact manifold of class C1 imbedded into Rn and of dimension s. Let K be a Banach space. LetW be an open subset

of Rn × Rn ×K. Let G be a real analytic map from W to R. Let

F ′ ≡
n

(ψ, φ, z) ∈ Cm,α(clΩ′,Rn)× C0(M,Rn)×K : ψ(clΩ′)× φ(M)× {z} ⊆ W
o
.

Let H#
G be the map from F ′ × L1(M) to Cm,α(clΩ′) defined by

H#
G [ψ, φ, z, f ](t) ≡

Z
M
G(ψ(t), φ(y), z)f (y) dσy ∀t ∈ clΩ′ ,

for all (ψ, φ, z, f ) ∈ F ′ × L1(M). Then H#
G is real analytic from F ′ × L1(M) to Cm,α(clΩ′).

Then we have the following result of (periodic) potential theory (see also Lanza [14, p. 283], Kirsch [38].)
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Proposition A.4 Let α ∈]0, 1[, m ∈ N \ {0}. Let Sqn be as in Theorem 2.1. Let Ω be a bounded connected open subset of Rn

of class Cm,α such that Rn \ clΩ is connected and that clΩ ⊆ Q. Let Sqn be as in Theorem 2.1. Then the following statements

hold.

(i) The map wq[∂Ω, ·]|∂Ω is compact from Cm,α(∂Ω) to itself.

(ii) Let eM[·] be the map of Cm,α(∂Ω) to itself, defined by

eM[µ](t) ≡ −1

2
µ(t) + wq[∂Ω, µ](t) ∀t ∈ ∂Ω ,

for all µ ∈ Cm,α(∂Ω). Then eM[·] is a linear homeomorphism of Cm,α(∂Ω) onto itself. Moreover,n eM[λχ∂Ω] : λ ∈ R
o

=
n
λχ∂Ω : λ ∈ R

o
, (A.5)

where χ∂Ω denotes the characteristic function of ∂Ω.

Proof. We start by proving (i). Let Rqn be as in Theorem 2.1. We set

w [∂Ω, µ](t) ≡ −
Z
∂Ω

(DSn(t − s))νΩ(s)µ(s) dσs ∀t ∈ ∂Ω ,

for all µ ∈ Cm,α(∂Ω). By classical potential theory and by the compactness of the imbedding of Cm,α(∂Ω) into Cm,β(∂Ω) for

β ∈]0, α[, we conclude that the operator w [∂Ω, ·] of Cm,α(∂Ω) to itself is compact. Indeed, case m = 1 has been proved by

Schauder [39, Hilfsatz XI, p. 618], and case m > 1 follows by taking the tangential derivatives of w [∂Ω, ·] on ∂Ω and by arguing

by induction on m. We also set

wRqn [∂Ω, µ](t) ≡ −
Z
∂Ω

(DRqn(t − s))νΩ(s)µ(s) dσs ∀t ∈ ∂Ω ,

for all µ ∈ Cm,α(∂Ω). Clearly, wq[∂Ω, µ] = w [∂Ω, µ] + wRqn [∂Ω, µ] on ∂Ω, for all µ ∈ Cm,α(∂Ω). For each j ∈ {1, . . . , n}, we set

NRqn ,j [f ](t) ≡ −
Z
∂Ω

(DxjR
q
n(t − s))f (s) dσs ∀t ∈ clΩ ,

for all f ∈ L1(∂Ω). By Proposition A.2, NRqn ,j [·] is linear and continuous from L1(∂Ω) to Cm+1(clΩ). Moreover, by the compactness

of the imbedding of Cm+1(clΩ) into Cm,α(clΩ), NRqn ,j [·] is compact from L1(∂Ω) to Cm,α(clΩ) (cf. e.g., Lanza and Rossi [28,

Lemma 2.1].) Then by the continuity of the map of Cm,α(∂Ω) to L1(∂Ω) which takes µ to (νΩ)jµ, and by the continuity of the

trace operator of Cm,α(clΩ) to Cm,α(∂Ω), we immediately deduce the compactness of wRqn [∂Ω, ·] from Cm,α(∂Ω) to Cm,α(∂Ω),

and, as a consequence, of wq[∂Ω, ·]|∂Ω. Hence the proof of (i) is complete. We now turn to the proof of (ii). By the Open

Mapping Theorem, it suffices to prove that eM[·] is a bijection. By (i) and by the Fredholm Theory, it suffices to show that eM[·]
is injective. So let µ ∈ Cm,α(∂Ω) be such that

−1

2
µ+ wq[∂Ω, µ] = 0 on ∂Ω .

By Theorem 2.3, w−q [∂Ω, µ] is a solution of the following problem8>><>>:
∆u(x) = 0 ∀x ∈ S[Ω]− ,

u(x + qei) = u(x) ∀x ∈ clS[Ω]−, ∀i ∈ {1, . . . , n} ,
u(x) = 0 ∀x ∈ ∂Ω .

As a consequence, by Proposition A.1, w−q [∂Ω, µ] = 0 in clS[Ω]−. In particular,

∂

∂νΩ
w−q [∂Ω, µ] = 0 on ∂Ω .
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Then, by formula (2.5),
∂

∂νΩ
w+
q [∂Ω, µ] = 0 on ∂Ω .

Accordingly, by Theorem 2.3, w+
q [∂Ω, µ]|clΩ ∈ Cm,α(clΩ) is a solution of the following problem

(
∆u(x) = 0 ∀x ∈ Ω ,
∂
∂νΩ
u(x) = 0 ∀x ∈ ∂Ω .

As a consequence, there exists a constant c ∈ R such that w+
q [∂Ω, µ] = c on clS[Ω]. By formula (2.4),

µ = w+
q [∂Ω, µ]− w−q [∂Ω, µ] = c on ∂Ω .

Therefore, by formula (2.8), eM[µ] = w−q [∂Ω, c] = −c |Ω||Q| on ∂Ω ,

and so c = 0. Hence, µ = 0. Finally, equality (A.5) follows immediately from (2.6). Thus the proof is complete. 2

Finally, we have the following well known result of classical potential theory.

Proposition A.6 Let α ∈]0, 1[, m ∈ N \ {0}. Let Ω be a bounded connected open subset of Rn of class Cm,α. Let eN[·, ·] be the

map of Cm,α(∂Ω)0 × R to Cm,α(∂Ω), defined by

eN[µ, ξ](x) ≡ −1

2
µ(x)−

Z
∂Ω

(DSn(x − y))νΩ(y)µ(y) dσy + ξ ∀x ∈ ∂Ω ,

for all (µ, ξ) ∈ Cm,α(∂Ω)0 × R. Then eN[·, ·] is a linear homeomorphism of Cm,α(∂Ω)0 × R onto Cm,α(∂Ω).

Proof. Clearly, eN is linear and continuous (cf. e.g., Miranda [34], Dalla Riva and Lanza [35, Theorem 3.1], Lanza and Rossi

[28, Theorem 3.1].) By the Open Mapping Theorem, it suffices to show that it is a bijection. By well known results of classical

potential theory, we have

Cm,α(∂Ω) =
n
−1

2
µ(·)−

Z
∂Ω

(DSn(· − y))νΩ(y)µ(y) dσy : µ ∈ Cm,α(∂Ω)
o
⊕ < χ∂Ω >

(cf. e.g., Folland [33, Ch. 3] and Lanza [10, Appendix A].) On the other hand, as is well known, for each ψ in the set

n
−1

2
µ(·)−

Z
∂Ω

(DSn(· − y))νΩ(y)µ(y) dσy : µ ∈ Cm,α(∂Ω)
o
,

there exists a unique µ in Cm,α(∂Ω) such that(
ψ(x) = − 1

2
µ(x)−

R
∂Ω

(DSn(x − y))νΩ(y)µ(y) dσy ∀x ∈ ∂Ω ,R
∂Ω
µdσ = 0

(cf. e.g., Folland [33, Ch. 3] and Lanza [10, Appendix A].) As a consequence, for each φ ∈ Cm,α(∂Ω), there exists a unique pair

(µ, ξ) in Cm,α(∂Ω)0 × R, such that

φ(x) = −1

2
µ(x)−

Z
∂Ω

(DSn(x − y))νΩ(y)µ(y) dσy + ξ ∀x ∈ ∂Ω ,

and so eN is bijective. Thus the proof is complete. 2
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18. Cioranescu D, Murat F. Un terme étrange venu d’ailleurs. Nonlinear partial differential equations and their applications. Collège de
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