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Porous shallow water modelling in differential form: Computation
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ABSTRACT: In the framework of porosity models for urban floods, this work presents
a method to compute the spatial distribution of the porosity parameters for a real urban dis-
trict. Specifically, the method estimates the four parameters required by the differential, dual-
porosity formulation, in which an isotropic porosity accounts for the reduced storage volume
due to buildings, and cell-based conveyance porosities are introduced in the momentum equa-
tions in tensor form to model anisotropic resistances and alterations in the flow direction. The
algorithm evaluates the porosity parameters on a cell-by-cell basis and only resorting to geo-
metrical information. The proposed method is tested by simulating the flooding of a real,
complex urban district in Italy.

1 INTRODUCTION

In the framework of urban flood modelling, the 2D Shallow Water Equations (2D-SWEs)
with porosity allow accounting for the presence of buildings and obstacles without resolving
their geometry explicitly; the use of coarse meshes reduces run times and computational needs
up to two orders of magnitude (if compared with high-resolution grids).

Several schemes of artificial porosity models were developed in the years, following either
a differential approach (Defina 2000, Guinot & Soares-Fraziao 2006, Cea & Vazquez-Cendon
2010, Finaud-Guyot et al. 2010, Velickovic et al. 2017, Ferrari et al. 2017, Cozzolino et al.
2018) or an integral approach (Sanders et al. 2008, Ozgen et al. 2016, Bruwier et al. 2017,
Guinot et al. 2017). The differential approach was originally developed based on the concept
of Representative Elementary Area, whose size is significantly greater than the typical size of
buildings (Guinot 2012). The integral approach was specifically developed to resolve the flow
field at finer spatial scales (Sanders et al. 2008), yet being strongly dependent on the mesh
design. Recently, Varra et al. (2019) showed that resorting to the differential approach does
not prevent a model to supply meaningful information at the scale comparable to those of
buildings (meters or tens of meters).

We recently proposed a dual-porosity model in differential form, (Ferrari et al. 2019, Viero
2019), in which an isotropic porosity accounts for the reduced storage volume due to buildings
and a directionally-dependent conveyance porosity is introduced in the momentum equations in
tensor form to model anisotropic resistances (Ferrari et al. 2019) and accelerations as well (Viero
2019), thus allowing capturing alterations in the flow direction due to buildings and obstacles. In
these works, the model was tested on idealized and relatively small urban patches by evaluating
the porosity parameters according to simple criteria and assuming them uniform within the urban
area. It was shown that the anisotropic dual-porosity model is able to estimate well the direction-
ally-dependent, overall resistance exerted by a patch of urbanized areas on the surrounding flow.

However, it must be pointed out that the use of uniform porosity parameters for a whole
urban area entails serious limitations. First, there is no chance of reproducing the spatial



variability of the flow field within the urban zone; second, for increasingly larger built-up
areas, uniform porosity parameters are as difficult to estimate as meaningless, and their use is
not justified from a physical point of view.

Model application to real urban layouts, considering spatially variable porosity parameters,
is still an open issue for porosity models in differential form and, in particular, for the dual-
porosity formulation by Ferrari et al. (2019) and Viero (2019). Then, here we propose
a method of automatically extracting, for a real complex arrangement of building and garden
walls, the spatial distribution of the porosity parameters needed by the above scheme.

An algorithm has been implemented to evaluate, for each computational cell of the coarse
grid, 1) the storage porosity, as the fraction of the area free of buildings, ii) the minimum and
maximum conveyance porosities, based on the minimum path width between buildings and
obstacles, and iii) the associated directions. The proposed method is tested by simulating the
flooding of a real complex urban area in Italy with the Finite Volume model by Ferrari et al.
(2019). The results are compared with a reference solution in which the buildings are fully
resolved using a high-resolution mesh.

2 THE DUAL POROSITY APPROACH IN DIFFERENTIAL FORM

As mentioned above, the topic of this work is the definition of a general criterion for comput-
ing the maps of the four porosity parameters required by the subgrid, dual-porosity model
presented in Ferrari et al. (2019) and Viero (2019). First, for the sake of clarity, the general
approach is here briefly recalled.

The isotropic storage porosity, ¢, is defined as the fraction of the area that can be occupied
by water, thus accounting for the storage reduction due to the presence of buildings. The
terms ¥y, Uy and a, which are introduced in the momentum equations in tensor form (Viero
& Valipour, 2017), are porosity-related parameters accounting for the reduced conveyance,
the presence of preferential flow pathways, and the alteration in the flow direction, which are
typically related to alignment of buildings and obstacles.

In a 1D frame, the conveyance porosity is defined as the ratio between the width of the nar-
rowest cross-section and the total width, i.e. the width ratio of the channel contraction
(Defina & Viero 2010). In a 2D frame, it is evaluated in a similar fashion along principal direc-
tions (here assumed orthogonal for sake of simplicity) of maximum (longitudinal, L) and min-
imum (transverse, T) conveyance. The parameter o represents the rotation angle between the
L-T frame and the model frame x-y. A sketch of the four porosity parameters (¢, Uz, U7, a)
is shown in Figure 1.

This dual-porosity model was implemented in two different 2D hydrodynamic models. Fer-
rari et al. (2019) included the scheme in PARFLOOD, a GPU-enhanced Finite Volume model
on Cartesian and multi-resolution grids (Vacondio et al. 2014, 2017); Viero (2019) used
2DEF, a Finite Element, mixed Eulerian-Lagrangian model on staggered unstructured meshes
(Viero et al. 2013, 2014, 2019). In the PARFLOOD and 2DEF models, the implementation of
the dual-porosity model was slightly different; Viero (2019) used the conveyance porosity in
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Figure 1. Definition of the four porosity parameters adopted in the dual-porosity scheme, for the
sketched grid cell including four buildings and having area 4,,, = W - Wr.
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tensor form to express both acceleration terms and friction losses, whereas Ferrari et al.
(2019) used the conveyance porosity for friction losses and the storage porosity for acceler-
ations. Both the schemes provided reasonably good results. In the present work, the effective-
ness of the porosity parameters distribution for a real urban layout is tested using the model
by Ferrari et al. (2019), which solves the following equations:
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where 7 is the water surface elevation, z the bottom elevation, # = 5 — z, g is gravity, n the
Manning coefficient, u, v the velocity components in x and y directions, and u,r, u.r the effective
flow velocities along L and T axis (e = ¢pur /¥y, u.r = ¢pur/Vr). It’s worth noting that the
well-balanced formulation in Egs. (1) allows including the porosity-related effects (both iso- and
anisotropic) by introducing additional source terms in the classical 2D-SWEs (Ferrari et al. 2019).

3 COMPUTATION OF THE POROSITY FIELDS

In previous works dealing with differential formulations of porosity models, the porosity
parameters were usually evaluated at the district scale (e.g. Guinot & Soares-Frazdo 2006,
Soares-Frazdo et al. 2008, Cea & Vazquez-Cendén 2010, Ferrari et al. 2019, Viero 2019). This
means that a unique value of the storage porosity, ¢, is computed as the ratio between the
area available to the water and the total urbanized area. In this way, any information on the
arrangement of buildings within the urbanized area is neglected; thus, the model can provide
reasonable insights in terms of global resistance exerted by the urbanized area on the sur-
rounding flow; within the urbanized area, only averaged information can be achieved.

In this work, the four porosity parameters (¢, ¥z, ¥, a) are supposed to vary inside the
built-up area, so as to account for the spatial distribution of obstacles and preferential flow
paths within the urban area. This is expected to improve the description of the effects exerted
by buildings on the flooding, both close and inside the urban area, at a spatial scale compar-
able to the (coarse) mesh resolution. Obviously, only a refined grid with resolved buildings
can accurately capture small-scale flow features in urban flooding.

The same basic idea has been tested by Soares-Frazio et al. (2018) in the framework of
single-porosity models (plus drag terms in tensor form), highlighting the benefits of account-
ing for distributed porosities based on the actual layout of buildings and streets.

3.1 Procedure overview

The extraction of porosity parameters from geometrical information is far more complicated
for the above dual-porosity model than for the single-porosity model. While the computation
of the storage porosity is straightforward (Figure 2a), the major difficulty stems from the joint
estimation of conveyance principal components and the associated angle. Indeed, the convey-
ance porosity is directionally-dependent, and the angles that define the principal directions are
not known a-priori.

To characterize the directionally-dependent conveyance porosity, the idea is to span all the
possible flow directions in the range [0, 180°[, considering N, discrete intervals identified by
index k € [1,N,]. For each hypothetical mean flow direction, at an angle a; to the y axis



Figure 2. For a single computational cell (square with solid black line), the sketch depicts the procedure
used to evaluate: a) the storage porosity, and b) the conveyance porosity for one of the mean flow direc-
tions to be tested, identified by ay. 41, A>, A3 are the building areas that overlap the computational cell.

(Figure 2b), we can define the associated conveyance porosity ¥(ay) according to the defin-
ition of Figure 1. Finally, based on the behaviour of the function ¥(ay), a proper criterion
should allow identifying the principal components of the conveyance porosity (¥, ¥r) and
the associated angle o (Figure 1). The algorithm that implements this procedure, to be applied
to each computational cell, is made-up of the following steps:

1. Identify the buildings and obstacles whose footprint intersects the cell, whose size is L x L;

2. Compute the storage porosity, ¢, which is the complement to unity of the fraction of cell
area occupied by buildings (Figure 2a), using any polygons intersection routine;

3. Span all the sampling directions, by changing a; in the interval [0, 180°[. Given a number of
directions to be considered N,, the angular spacing (in degrees) is 4a= 180°/N,. The k-th
sampling direction is ax = (k — 1) - 4o, with k € [1, N,];

4. Segment sampling. For each a; direction, the cell is temporarily rotated by a; and sampled
with N, equispaced segments (denoted with index 7), with spacing d; = L/N; (Figure 2b);

5. Evaluate the free length for the N, segments. For each segment 7, once detected the N; parts
overlapping the buildin]g footprints (L; and L, in Figure 2b), the total free length is com-
puted as L] = L — 3.7, L;.

6. Evaluate the conveyance porosity for direction a; as the ratio of the minimum free length
to the segment length, ¥, = min(L/*)/L;

7. Find the angle a for which the' (reciprocally orthogonal) principal components of the con-
veyance porosity ¥; and W are closest to the maximum and minimum values among the
N, values of ¥, , respectively. The goal is achieved by finding o, such that the product
(1—-9,,)- U, g is maximum;

8. Determine ¥; and Uy. Since minimum and maximum values of ¥, are not always
orthogonal to each other, and considering the importance of taking ¥y as the minimum
value of conveyance to represent blocking features correctly, we take ¥y = WU, gy
and Uy = mkin Yy,

It is worth noting that this procedure is carried out as a pre-processing step and the result-
ing parameters are assumed constant during the simulation.
4 APPLICATION TO A REAL URBAN DISTRICT

The method described in the previous section is tested by modelling the flooding of the real
urban layout shown in Figure 3, a highly urbanized district of Spinea town in Northern Italy
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Figure 3. Porosity fields for the Spinea (Northern Italy) case study on a grid with cellsize 10 m. For
comparison purposes, averaged storage porosity evaluated at the district scale is also reported.

(Viero, 2019). The domain is assumed to be characterized by a southward bottom slope of
0.09%, and a constant Manning coefficient n = 0.03 m~'/3s. The initially dry domain is
flooded from the central part of the northern edge by prescribing a 2 h long Gamma-type
inflow hydrograph (Ferrari et al. 2019) with a peak value of about 600 m?/s. Free outflow is
imposed at the southern edge of the domain, whereas a free slip boundary condition is set
elsewhere.

The flooding of this urban area is first modelled solving the classical 2D-SWEs on a high-
resolution grid, in which the buildings are explicitly resolved according to the building hole
approach (Schubert & Sanders, 2012). This solution is taken as the reference solution to test
the effectiveness of the porosity fields provided by the procedure described above.

4.1 Numerical model

The simulations for both building hole (refined solution) and building porosity (anisotropic
solution) approaches were performed with the PARFLOOD 2D finite volume model (Vacon-
dio et al. 2014, 2016, 2017, Ferrari et al. 2018, 2020), which solves either the classical 2D-
SWEs or the porous 2D-SWEs with anisotropic friction.

In its classical version, the hydrodynamic model solves the 2D-SWEs preserving the C-prop-
erty also in presence of wet-dry fronts, regardless the slope source term discretisation (see
Vacondio et al. 2014 for further details). Numerical fluxes at the cell interfaces are computed
using the HLLC approximate Riemann solver (Toro 2001). A second order of accuracy both



in space and in time is achieved by reconstructing the conserved variables at the cell edges
according to the linear MUSCL technique with the minmod limiter (Toro 2001), and by
updating the conserved variables at each time step with the second order Runge-Kutta
method. The set of partial differential equations is solved on structured grids, both Cartesian
(Vacondio et al. 2014) and multi-resolution Block Uniform Quadtree (Vacondio et al. 2017).
Finally, significant reduction of the run times is achieved due to the implementation in the
framework of the CUDA/C++ architecture that exploits parallel computation offered by
NVIDIA Graphic Processing Units (GPUs). Alternatively, PARFLOOD solves the porous
2D-SWEs with anisotropic friction (1).
All the simulations were run on a NVIDIA® Tesla® P100 GPU.

4.2  Results

A structured Cartesian grid with square cells is adopted to discretize the domain in all the
simulations: the mesh size, 4x, is 0.5 m for the refined solution, whereas grids with 4x equal to
5, 10, 20 and 50 m are tested for the porous ones. The spatial distribution of the four porosity
parameters (¢, ¥y, U, a) are computed as described in Sect. 3. An example of the resulting
parameters for 4x=10 m (evaluated with N, = 36, da= 5° and d; = 10 cm) is shown in
Figure 3.

The water depths at the flood peak (¢ =2 0.6 h) are shown in Figure 4 for the reference solu-
tion and for the porosity model with grid resolution of 5 m and 10 m. In order to facilitate the
comparison, the building footprints have been added to the porous results, even if they were
not explicitly resolved in the computation.

Figures 4 and 5 show that the porous scheme, and hence the parameter computation,
allows capturing the most relevant features of the flooding, such as the deeper water depths
north of the built-up area and the lower depths downstream (south-east zone), the high vel-
ocity zone at the northern edge of the urban patch, the moderate velocities at the western
edge, and the low velocities at south-east. The main differences with the reference solution
occur in the south part of the domain, where the porosity scheme slightly overestimates both
the water depth and velocity.

A quantitative comparison is assessed by evaluating the L, error norm for maximum water
depth and maximum velocity, within (L,_;y) and outside (L,_oyr) the built-up area, as:
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Figure 4. Water depth at the arrival of the flood peak.
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Figure 5. Velocity magnitude fields at the arrival of the flood peak.

Table 1. Simulation ID, urban modelling approach, cell size 4x, cell number N, run time 7, maximum
water depth (L%) and velocity magnitude (L%) norms within (IN) and outside (OUT) the built-up area.

ID Building Ax N t L LY .y L our LY our
approach (m) (10%) (min) (m) (ms~h) (m) (ms™!)

1 Resolved 0.5 7045.4 119.47 - - - -

2 Porosity 5 70.94 0.24 0.19 0.28 0.03 0.04

3 Porosity 10 17.87 0.06 0.18 0.34 0.03 0.05

4 Porosity 20 4.54 0.03 0.22 0.38 0.04 0.10

5 Porosity 50 0.76 0.01 0.26 0.47 0.05 0.16

where N is the number of cells (free of buildings in the refined simulation) within and out-
side the urban area, respectively, and v the variable of interest (maximum water depth /,,,, or
velocity magnitude u,,,,) resulting from the porous (v,,.) and the reference (v,.,) solutions.

The resulting error norm values (Table 1) do not vary significantly for 4x < 20 m, and
become higher for 4x = 50 m, confirming that the mesh resolution has to be comparable to
the characteristic building size to obtain reliable results. In this test, 4x = 50 m is two order of
magnitude larger than the reference one.

For what concerns the run times, the high-resolution reference simulation takes about 2 h,
whereas the porous run with 4x = 5 m only takes 14 s (Table 1). This is obviously related to
the number of computational cells, which in the former case is about two order of magnitude
higher than in the latter one, and to the use of larger time steps. The advantage of using
porous modelling to reduce the run times, meanwhile describing the effects exerted by urban
areas, is confirmed.

5 DISCUSSION

Some aspects of the proposed procedure to compute the four porosity parameters in real
urban areas deserve to be further discussed.

The choice of using the minimum free length among all the sampling segments is consistent
with the hypothesis assumed in Ferrari et al. (2019) and Viero (2019), i.e. that the flow in the
cell is mainly governed by the narrowest passage. One may expect that in this way the resist-
ances produced by buildings and obstacles are overestimated; quite the opposite, the model
application to the Spinea case study showed that the celerity of the flood wave within the



urban area is greater in the porous case than in the reference solution, suggesting that the
resistance due to buildings are underestimated.

Indeed, a careful inspection of the matter reveals that the proposed approach for estimating
the porosity parameters may lead to overestimation of the actual conveyance. An example is
represented by not-aligned (staggered) buildings separated by relatively narrow streets, in
which the wake produced by one obstacle can partially occlude the passage between down-
stream buildings. This occurrence can not be detected by the “segment sampling” approach
described in Sect. 3.1, as each segment does not consider anything on the upstream or down-
stream obstacles.

Other approaches could be attempted in the future to enhance the conveyance estimation.
For instance, the cell could be sliced in (as few as thicker) strips, rather than sampled by many
segments, and the actual conveyance could be accounted for by computing the (minimum)
free length of the strips (Ferrari & Viero, 2020).

6 CONCLUSIONS

This work presented a procedure to compute the spatial distribution of the four porosity
parameters required by the dual-porosity model recently proposed by Ferrari et al. (2019) and
Viero (2019), and it represents a step forward for the modelling of floods in complex urban
layout adopting porosity schemes. All the porosity parameters are computed on a cell-by-cell
basis and not at the district scale: as a result, they are no more uniform in the whole urban
area, as in previous works with porosity models in differential form.

The results provided by the PARFLOOD model with the porosity fields computed with the
proposed procedure are promising, as confirmed by qualitative and quantitative comparison
with a reference solution obtained by solving the same problem on a high-resolution grid.

Additional testing of the procedure is required to validate the proposed approach, and
some directions of improvement have been suggested.
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