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Abstract: Aeroelastic phenomena in turbomachinery are one of the most challenging problems to
model using computational fluid dynamics (CFD) due to their inherent nonlinear nature, the diffi-
culties in simulating fluid–structure interactions and the considerable computational requirements.
Nonetheless, accurate modelling of self-sustained flow-induced vibrations, known as flutter, has
proved to be crucial in assessing stability boundaries and extending the operative life of turboma-
chinery. Flutter avoidance and control is becoming more relevant in compressors and fans due to a
well-established trend towards lightweight and thinner designs that enhance aerodynamic efficiency.
In this paper, an overview of computational techniques adopted over the years is first presented. The
principal methods for flutter modelling are then reviewed; a classification is made to distinguish
between classical methods, where the fluid flow does not interact with the structure, and coupled
methods, where this interaction is modelled. The most used coupling algorithms along with their
benefits and drawbacks are then described. Finally, an insight is presented on model order reduction
techniques applied to structure and aerodynamic calculations in turbomachinery flutter simulations,
with the aim of reducing computational cost and permitting treatment of complex phenomena in a
reasonable time.

Keywords: aeroelasticity; flutter; turbomachinery; ROM; CFD; POD; AIC

1. Introduction

Aeroelasticity has been defined by Collar [1] as the study of mutual interactions
that take place within the triangle formed by inertial, elastic and aerodynamic forces
acting on structural elements exposed to airflows. Aeroelasticity problems involving
turbomachinery are of paramount importance in their design, analysis and testing because
forces induced on blades by the airflow can induce excessive deflections and vibrations,
affecting nominal performances, reducing the life of components, limiting the operational
range or even leading to catastrophic failures. Aeroelasticity phenomena can be sorted into
static and dynamic.

In turbomachinery, static aeroelasticity deals with the determination of the generic
running or hot blade shape, i.e., the one elastically deformed under aerodynamic loads
and centrifugal stresses. As the rotor spins, the blades tend to untwist, and the section
profiles are prone to uncamber while larger blades are subjected to bending displacements
and torsional rotations. The engineering problem in static aeroelasticity is therefore to
account for loads and displacements in nominal conditions and manufacture a “cold” (i.e.,
unloaded) shape which eventually deforms into the “hot” (i.e., loaded) designed one. Static
deflections leading to critical plastic deformations and catastrophic failures are not usually
an issue in turbomachinery.

Dynamic aeroelasticity in turbomachinery deals with the phenomenon of flutter,
which is defined as an unstable and self-excited vibration motion of a body in an airstream
and results from a continuous interaction between the fluid and the structure, either or
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both of which may be nonlinear in nature. In turbomachinery blade rows, the structure
to fluid mass ratio tends to be high, while the same parameter is much lower for wings.
Thus, whereas wing flutter usually occurs as a result of coupling between the (bending
and torsional) modes, turbomachinery blade flutter is often a single-mode phenomenon,
as aerodynamic forces are much smaller than the inertial ones and usually do not cause
modal coupling (Marshall and Imregun [2]).

Flutter is particularly difficult to deal with as many features are not fully understood,
e.g., flow distortions due to up- and downstream blade rows or boundary layer ingestion,
coupling of assembly modes, loss of spatial vibration periodicity due to aerodynamic
effects and blade-to-blade manufacturing alterations (mistuning). Although turbine stages
are also known to be prone to flutter, the flutter stability of fans and compressors is usually
considered to be more critical as these components can be exposed to effects such as inlet
distortion due to gusts, cross-winds and foreign object damage. Moreover, modern fan
designs tend towards lightweight, thinner and slender shapes to enhance efficiency and
thus propulsor performance, leading to a higher flutter susceptibility. It should now be
clear that the prediction of flutter boundaries retains a fundamental relevance in industrial
blade design; however, the accurate treating of this complex and inherently nonlinear
phenomenon requires the development of sophisticated models capable of simulating the
fluid–structure interaction with a sufficient degree of accuracy.

The main objective of the present paper is to review computational methods for
flutter prediction, focusing on aspects such as methodology, complexity, fidelity to physical
phenomena and accuracy, computational requirements, applicability to design and analytic
purposes. The last systematic review in the field was carried out by Marshall and Imregun
in 1996 [2]; in our work, a synthesis of legacy methods from a modern point of view and
their applications in the literature is proposed. The progress made from the previous review
in terms of techniques and computational expenditures involved is also highlighted, and
the new state of the art in flutter modelling is depicted. Another treated topic is the sum
of techniques employed to reduce the computational cost of aeroelastic models, known
as reduced order models (ROM); an overview is provided on mathematical formulations,
applications, expected accuracy and limitations. A schematic of this paper is presented
in Figure 1; after a brief presentation of CFD methods for turbomachinery unsteady flow
calculations, the most widely adopted techniques to numerically model flutter throughout
the years are described, distinguishing between classical methods and coupled ones. Two
insights are made: one on coupling algorithms and the other on model order reduction to
decrease computational cost.

Flutter prediction

Partially
integrated
methods

Classical
methods

Fully integrated
methods

• Actuator disk theory
• Indicial method
• Aeroelastic eigensolution

method
• Energy method

• Assumed modes
• Hybrid

Coupling
algorithms

ROM

State-space methodsAICProjection methods Surrogate modelsReduced modal equations

Figure 1. Structure of the paper. The schematic of different flutter simulation techniques is an extension of [2].
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2. CFD Methods for Unsteady Flows in Turbomachinery

The dramatic increase in the computing power and the advances in CFD methods
have drastically enhanced the complexity and fidelity of computational models for flutter
predictions in turbomachinery. Early studies on unsteady flow modelling involved the
use of full-potential or Euler equations, where the hypotheses of inviscid, compressible
and rotational flows were adopted. Both methods were used to calculate time-dependent
inviscid flows when the unsteady terms are discretized to the desired order of accuracy.
However, the full solution to the equations was expensive, so that linearization—whereby
each variable is expressed as a mean value plus a small perturbation about that value—
was adopted [3,4]. The applicability to turbomachinery flutter simulation is questionable,
since linearization prevents an accurate treatment of transonic flows and the capturing
of limit-cycle behaviour. However, when the prediction is focused on the flutter onset
only, the linearization hypothesis is often realistic. Natural developments were non-
linear potential and Euler methods, where no linearization is made during the unsteady
calculations. Boundary layer effects were often included using a technique known as
viscous–inviscid interaction, where regions far from the structure are modelled as inviscid
and extra equations are needed to account for turbulence near the wall structure [5]. Other
forms of boundary layer treatment employed heuristic methods to account for viscous
effects and shear stresses [6].

Today, the compressible and fully viscous Reynolds-averaged Navier–Stokes (RANS)
equations are the state of the art in CFD modelling, the only simplification being the time
averaging of turbulence quantities using one to six equation models [7]. Thanks to recent
improvements in available computing resources, this technique is now frequently adopted
to model unsteady 3D flows spanning multiple passages or even the full bladed annulus,
with multiple million node meshes [8,9]. Recent further developments involve the employ-
ment of large eddy simulations (LES) or detached eddy simulations (DES) [10], where the
larger eddies are directly modelled, and the smaller treated with RANS. LES methods have
the potential to reduce errors in computing flow regions having non negligible viscous
blockage, where current turbulence treatments are inadequate, and could possibly predict
separation phenomena in stalled conditions more accurately, but they still exceed the
typical computing power available in routine calculations.

Time integration with different discretization algorithms still constitutes the bench-
mark in unsteady flow modelling; however, time-accurate nonlinear models can be very
expensive, even for modern computers. For this reason, and because of the inherent spa-
tial periodicity of turbomachinery passages, solvers developed in the frequency domain
have gained an increasing interest. A recent promising development is the harmonic
balance (HB) technique, proposed by He et al. in [11]. Using this approach, the unsteady
flow is assumed to be temporally and spatially periodic, a condition satisfied with good
approximation for many unsteady flows of practical interest. In his original approach,
Hall [12] represented periodic unsteady flows by a Fourier series in time with frequencies
which were integer multiples of the original excitation frequency. The dependent variables
were the coefficients of the Fourier series for each of the conservation variables. These
Fourier series were then inserted into the Euler equations, the resulting expressions were
expanded and terms were collected frequency by frequency. For the Euler equations to
be satisfied, each frequency component must vanish independently. The result is a set
of coupled complex partial differential equations, one for each frequency retained in the
model. Because time does not appear explicitly, the harmonic balance equations can be
solved as steady-state flow problems. To increase accuracy and stability in treating the
more complex Navier–Stokes equations, Hall et al. [13] developed an improved version
of the harmonic balance technique in which the dependent variables are the conservation
variables stored at a number of subtime levels over one period. This approach proved to be
suitable in modelling flows with excitations which are non-multiple of a single frequency
(i.e., blade flutter with forced response from neighbouring blade row wakes) [14]. The
computational cost of harmonic balance depends on the number of subtime levels adopted
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and frequencies retained and is typically more than one order lower than unsteady simula-
tions, with a comparable level of accuracy [13]. The method was adopted in the works by
Aschcroft [15]; Sicot [16]; Ekici [14], who studied a 2D compressor stage subjected to flutter
and forced response; and Berthold [17], who adopted HB to solve both nonlinear structural
and fluid equations in a coupled algorithm.

3. Aeroelasticity Methods in Turbomachinery

The aim of aeroelastic methods for flutter prediction in turbomachinery is to solve the
generic motion Equation:

Mẍ + Dẋ + Kx = Fa(t) (1)

where x is the vector containing physical coordinates of the structural model degrees of
freedom (d.o.f.); M, D and K are the mass, damping and stiffness matrices; and Fa(t) is the
time-dependent vector of aerodynamic forces acting on degrees of freedom at the domain
interfaces. When different effects are included, such as nonlinear forces due to friction
dampers, the related terms Fnl(t) are usually added to aerodynamic forces. Computational
approaches to model flutter in turbomachinery could be divided into two broad categories:
classical and integrated methods, the former ignoring the interaction between the fluid and
the structure, and the latter attempting to model it.

3.1. Classical Methods

Classical aeroelasticity methods are those where the fluid and structural domains
are uncoupled, so that the fluid flow does not affect the structural response which is pre-
determined. Such methods thus split an inherently coupled nonlinear phenomenon into
two separate uncoupled analyses.

One of the key concepts in turbomachinery aeroelasticity, introduced by Lane [18], is
the interblade phase angle (IBPA): the individual blades in a cascade are assumed to vibrate
with the same amplitude and mode shape, but the maximum is reached with a constant
phase lag, known as IBPA. With non-zero IBPAs, the cascade is assumed to vibrate in the
so-called travelling wave mode, whereas a zero IBPA implies a constant phase between all
blade displacements and a standing wave pattern. Figure 2 provides a visual representation
of different nodal diameters (ND) in a vibrating bladed disk, where colours indicate blade
displacements. IBPA is related to the number of NDs (diameters of the disk where blade
displacements are zero) according to the Equation

IBPA =
360◦

Nblades
ND (2)

In classical methods, the structure and the fluid are decoupled so that a free vibration
problem can be solved first. Normal mode-shapes and frequencies can either be calculated
in a free vibration problem (in vacuum) or taking into account gyroscopic effects, cen-
trifugal stiffening and steady airloads of a given operative condition. Then, the predicted
mode-shapes are used with an arbitrary amplitude to calculate the unsteady aerodynamic
forces, from which a measure of stability is inferred. Typical outputs of classical imposed-
oscillation analysis include real and imaginary components of pressure distribution on
blades’ surfaces, as shown in Figure 3. Different formulations of classical methods have
attained high popularity thanks to three main factors:

• Simplicity of models and relatively low computational costs, due to lack of interex-
changing information between the two domains at each substep.

• The assumption of uncoupling between the fluid and structural domain is usually
realistic for many situations, especially at low speeds, so that the motion of the struc-
ture is well defined by a certain mode shape and frequency, which are substantially
unaffected by the unsteady flow.

• The information regarding asymptotic stability of given modes and IBPAs, though
conservative, is sufficient in many cases, especially for preliminary design purposes.
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Figure 2. Vibration patterns with different NDs in a compressor bladed disk.

Figure 3. Real and imaginary part of unsteady pressure on a 2D cascade using different CFD
techniques, from Ekici [7].

The main drawback of this method is the inherent simplification of flow nature given
by the linearisation of unsteady flows, especially true when nonlinear phenomena such as
shock waves are present and the mass ratio is low. A common way to partially circumvent
this aspect is achieved by varying the prescribed (small) oscillation amplitude and assessing
the linearity of flow response on the blades. Another direct consequence of uncoupling
is the inability to predict limit cycle behaviour in blade oscillation patterns, which could
prevent a complete understanding of the blade behaviour under actual loading conditions.

3.1.1. Actuator Disk Theory

Actuator disk representations are simplified forms of linearized cascade theories,
based on the fundamental assumptions of low reduced frequency and small interblade
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phase angle (Whitehead [19]). Tanida and Okazaki [20] developed a variant where the
hypothesis of small frequencies was relaxed, and the method was improved to be used with
2D compressible flows by Adamczyc [21]. The actuator disk model calculated the unsteady
aerodynamic forces as a function of the steady flow field and the dynamic response of the
cascade. Linearized potential equations were generally adopted, and viscous and stalling
effects were included via experimentally derived quasi-steady loss coefficients. In principle,
different viscous loss coefficients should be derived for each new geometry; however, it
was not uncommon to use the original coefficients for a wide range of blades. The main
limitation is that the method requires ‘tuning’ to each particular type of problem, and its
performance would be poorer where viscous effects are known to be important, such as in
transonic stall flutter. The early version of actuator disk theory, as developed by Whitehead,
could not properly simulate non-zero IBPA and used the assumption of infinitesimal
chord length and spacing, so that flutter boundaries in strictly limited conditions could be
computed. Later methods such as the one by Adamczyc adopted compressible transonic
flows and quasi-steady total pressure loss coefficients to predict flutter boundaries of
four high-speed rotors, with slightly conservative results. The steep variation in viscous
forces associated with a rapid rise in the tip blade-element was identified as the cause of
flutter onset.

3.1.2. Indicial Method

The indicial method was proposed by Ballhaus and Goorjian [22] and further explored
by Ueda and Dowell [23] and Stark [24]. It used transonic small disturbances (TSD)
or linearized potential equations to compute the unsteady forces acting on an airfoil in
transonic flow. The flow response due to a step-change in the airfoil position was computed
first, and the response to any other prescribed motion was obtained via the convolution
integral from this initial result. The cascade motion was assumed to be simple harmonic,
so that the aeroelastic equations of motion could be solved by standard matrix techniques
once the aerodynamic forcing terms were known. The indicial method by Ueda and Dowell
proved suitable in predicting flutter boundaries of two-dimensional pitching cascades
in a wide range of reduced frequencies with a very small amount of computation time
compared to time-marching solutions. The method was capable of predicting nonlinear
limit cycle flutter confirmed by time-marched simulations, but generally, the accuracy
of the describing function method decreased as the amplitude of the motion increased.
Moreover, the neglection of the component in the upwash distribution due to the angular
velocity of the airfoil motion caused a fictitious flutter instability at high frequencies.
However, the use of convolution integrals and excitation signals presents the advantage
of predicting the flutter boundary over a range of conditions from only one set of time-
marching fluid calculations. It is also the basis of another method named aerodynamic
influence coefficients, frequently adopted as a ROM and described later on in the paper.

3.1.3. Aeroelastic Eigensolution Method

This method is based on obtaining the linearized harmonic unsteady aerodynamic
coefficients for the motion of a freely vibrating structure. The unsteady aerodynamics can
be provided by anything from empirically determined airfoil lift and moment coefficients,
through linearized potential methods, to nonlinear RANS codes. The structural model is
usually represented as a two-degree-of-freedom section, but the formulation is general, so
that 3D blade descriptions can also be accommodated. Once determined, the aeroelastic
forces are expressed in the frequency domain, either directly if analytical theories are used
or by Fourier analysis if the forces were first calculated in the time domain. The resulting
aeroelastic equations of motion are obtained by adding the aerodynamic contributions to
the mass and/or stiffness matrices of the structural equation. However, these new system
matrices may well become a function of the frequency, in which case, the eigenproblem is
no longer linear. In such situations, an approximate solution can be found using iterative
techniques. The stability of the system is then assessed by considering the amount of
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damping in each aeroelastic mode. Many applications of the methods can be found in the
open literature, among those [25–27]. Early models employing the aeroelastic eigensolution
method used potential linearized CFD codes, computing the airloads as a linear function
of the blade displacement and assuming the superposition of effect due to different modes.
The flutter boundaries obtained are essentially qualitative; nevertheless, the dependency of
vibration eigenmodes on airloads and a resonance at nominal speed for an experimental
fan was captured by Klose [25]. More advanced techniques employing multiple-passage
domains often rely on the assumption of airloads which are linearly dependent to blade
displacement and velocity. The model of Tateishi [27] correctly predicted flutter boundaries
in a range of conditions except low speed lines, where the effect of grid size and the accurate
simulation of shock impingement appear to be critical factors.

3.1.4. Energy Method

The energy method, first developed by Carta [28], is based on calculating the sum of
the work done by unsteady aerodynamic forces on blades, which oscillate with a prescribed
motion of pitching or plunging (2D sections), or determined from a free-vibration analysis
(when 3D models are used). It is inherently assumed that the flutter behaviour is linear:
positive aerodynamic work, i.e., energy transfer to the structure, indicates instability, while
a stable situation is characterized by a negative net aerodynamic work. The aerodynamic
damping δ is defined as the work of aerodynamic forces on blades over a cycle W, usually
normalized with respect to the blade vibration mechanical energy Ke, as indicated in
Equation (3).

δ =
W

4Ke
(3)

The stability of the bladed disk is assessed by calculating the aerodynamic damping
for each IBPA for every single mode-shape oscillating at its natural frequency, as shown in
Figure 4, from Mahler [26]. The method was historically implemented calculating the work
per unit of a span on a number of 2D sections, using linearised aerodynamic theories. The
process of assessing the overall stability by performing this worksum procedure was found
to be ill-conditioned, the result being indicated by a small number, obtained as the algebraic
sum of large numbers; the accuracy of the calculated damping was thus largely affected
by the number of sections chosen. Today, with more computational power available, this
approach and its many variants are implemented with 3D simulations and represent the
state of the art in turbomachinery flutter analysis in the aerospace industry because of
their simplicity. However, the fluid and structure domains are still treated as two separate
media; thus, considerations and limitations of classical methods hold true. Examples of
energy method applications are found in many works, including simulations of stall flutter
and flows with large, separated regions, e.g., in [29]. The method is also used to compare
the accuracy of coupled methods to well-known uncoupled formulations, as in [26,30–33].
Figure 5, taken from Mahler [26], plots aerodynamic damping versus IBPA for two different
coupling algorithms.
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Figure 4. Aerodynamic damping over IBPAs for different modes.

Figure 5. Aerodynamic damping over IBPAs for a fixed mode using different aerodynamic codes.

3.2. Integrated Aeroelasticity Methods

Integrated aeroelasticity methods are those which do not uncouple the flow motion
from that of the structure but attempt to treat the problem in one continuous medium [2].
The need for such an approach arises from the inherent nonlinear behaviour of unsteady
high-speed viscous fluid flows, especially when shock waves and separation phenomena
are considered, e.g., in transonic flutter or in stalled conditions. The existence of nonlinear
structural effects such as friction damping in the blade roots and shroud interfaces further
justifies the implementation of such methods. The mathematical formulation of integrated
methods is devised in such a way that the flow behaviour is allowed to modify the structural
motion, and vice versa, as in the true physical phenomenon. The most striking difference
between the classical methods and integrated ones is that the former can only predict the
onset of flutter as a sudden change from a stable to an unstable region, while the latter
are capable of predicting limit-cycle behaviour, a constant amplitude oscillation due to
nonlinear aerodynamic phenomena, as shown in Figure 6. Experimental evidence suggests
that flutter can occur at different limit cycle amplitudes influenced by both aerodynamics
and structural damping, and the prediction of that amplitude is crucial in assessing the
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life of turbomachinery components. Integrated algorithms can also predict nonlinear
instabilities, i.e., situations where the equilibrium point is locally stable, but for sufficiently
strong perturbation, the frictional dissipation cannot bound the flutter vibrations, as proved
by Berthold [17]. As with classical flutter analysis methods, different formulations are
possible for the integrated methods: one key factor in categorizing different algorithms
is the numerical treatment of the physical domains (i.e., whether fluid and structure are
discretized into a single domain or not). Another parameter is the accuracy in assessing
fluid–structure equilibrium at each physical timestep in time-marching simulations.

Figure 6. Total energy of a cascade and deflection angle at three different conditions: stable mode,
limit cycle behaviour and unstable mode, from Sadeghi [31].

3.2.1. Partially Integrated Method

In the partially integrated methods, the solutions of the fluid and structural equations
are calculated separately, but the information is exchanged at each time step, so that the
solution from one domain is used as a boundary condition for the other domain. In other
words, a new blade position is calculated at each time step using the fluid forces of the
previous time step, and this new position is used as the new fluid–structure boundary for
the next time step when the aerodynamic forces are computed first. Many examples of
partially integrated methods can be found in the open literature. In the works by Sayma [34],
Sadeghi [31], Debrabandere [35], Zheng [36] and Li [37], the eigenmodes were computed
using constant or Rayleigh structural damping model, and the domain was reduced to one
or two passages to contain the computational effort, with a limitation on the explorable IBPA
range as a payoff. Coupled simulations showed that the normal ’in-vacuum’ eigenmodes
can be significantly different from the aeroelastic mode, especially at low mass ratios,
leading to inaccurate results when assumed modes and the energy method are employed,
as evidenced in Figure 7. Furthermore, a nonlinear fluid–structure interaction can lead
to the oscillation of blades around a displaced position, with two different harmonics
and a pattern of alternated chocked and unchocked flows in neighbouring passages, as
evidenced by Sadeghi [31]. Fluid–structure coupling also permits the simulation of a
forced response [35]; the influence of the passing rotor on stator blades is captured, and
the Fourier transformation of induced vibrations showed that they are more related to
the natural stator frequencies than to the rotor passing frequency. Various works adopted
multiple mode superposition in coupled simulations, but some evidence suggested that
the influence of modes next to the first is often negligible. In the papers by Liang [38]
and Zhang [39], the structural reduction to a few modes (including centrifugal stiffening
and the Coriolis effect) was coupled to the three-dimensional full annulus fluid model
of transonic compressors, relaxing the limitations on permitted IBPA and allowing the
simulation of complex phenomena such as rotating stall and nonsynchronized vibrations.
The computational model of Liang [38] showed that rotating stall cells have about 30%
the rotor speed (see Figure 8) and an energy mainly distributed in the first two orders
of excitation. Some resonances were found between blade modes and the stalled flow
cell velocity; a novel algorithm was built to predict those resonances. In the paper by
Zhang [39], the rotating stall was simulated showing a limit-cycle oscillation of all blades
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as the stall line was approached, followed by flutter as the system became dynamically
unstable, with all the blades vibrating at the same mode and frequency but with different
amplitudes. A sinusoidal travelling wave pulsation was observed during flutter, but with
a non-constant IBPA. Im [10] simulated flutter for the NASA Rotor 67 at different operative
conditions using a fully coupled partially integrated model with both a four-passage
domain and the full annulus, showing comparable results for the two cases in unstalled
flutter conditions.

Figure 7. Reduced frequency at neutral stability over mass ratio. From Sadeghi [31].

Figure 8. Axial velocity contours of a bladed disk during rotating stall. From Liang [38].

3.2.2. Periodic Mode Updating Method

This method is a hybrid between classical and partially integrated aeroelasticity
methods. Similar to the aeroelastic eigensolution method, a free vibration problem is
solved in the frequency domain, and the mode shape of interest is used to describe the
blade motion for one period using a 3D time-marching nonlinear CFD code. After the first
period is simulated, the mode shape is updated using aerodynamic coefficients which were
calculated in the previous period, via a frequency-domain structural calculation based
on modal projection. The cycle of time-domain aerodynamics, followed by frequency-
domain structural dynamics, is repeated until the mode calculated in the frequency domain



Aerospace 2021, 8, 242 11 of 22

converges. An example of such a procedure can be found in the work of Gerolymos [40].
The model adopted a rather coarse mesh and was used for illustrative purposes. It was
found that the coupling slightly affected the mean accumulated power on blades, but this
difference was sufficient to lower the aerodynamic damping by 30%.

3.2.3. Fluid–Structure Coupling Algorithms

Since each of the components of the coupled aeroelastic problem has different math-
ematical and numerical properties, well-established but distinct numerical solvers and
readily available commercial software, the simultaneous solution of the equations by a
monolithic scheme is, in general, computationally challenging, mathematically and econom-
ically suboptimal and unmanageable software-wise. On the other hand, the solution of the
aeromechanical system through different integration schemes and the exchange of informa-
tion between the two domains presents various issues and requires some precautions.

The simplest form of the integration algorithm is depicted in Figure 9. The flow solver
is advanced for one physical time step, then the fluid load is sent to the structural solver that
computes the corresponding deformation and a new iteration starts. As the equilibrium
between the structure and the fluid is not ensured at the end of each iteration, this is called
a weak-coupling method. Examples of weakly coupled algorithms can be found in [34,35].
More accurate representations of fluid–structure interactions ensure the equilibrium of
quantities such as force, displacement and energy at each physical substep by subiterating
the governing equations until the prescribed tolerance on the chosen quantities is reached:
those methods are named fully coupled and were adopted in [10,31,37–39].

Figure 9. Conventional serial staggered algorithm. The circled numbers indicate steps order.

Since the typical time integration steps needed for accuracy and stability reasons
may differ by orders of magnitude between the structural and fluid problem, in almost all
aeroelastic problems, it is the integration of the fluid state vector that requires a much finer
temporal resolution than the structural vibration. For this reason, some algorithms were
developed that subiterate the fluid flow with a factor equal to the structural/fluid timestep
ratio, reducing the needed advancements of the structural domain and I/O transfers, as
shown in Figure 10. However, in certain cases, the cost of subiterations can offset the
benefits of the larger timestep they can allow.

More advanced methods try to achieve an accuracy comparable to that of a monolithic
or fully coupled scheme but with a reduced computational cost: among these are the
displacement and velocity conserving staggered algorithm by Farhat and Lesoinne [41] and
employed by Carstens [42]. As schematized in Figure 11, the computations of structural
displacements and fluid state vectors are shifted by t/2, while the CFD-mesh deflections
at the blades’ surfaces are calculated from the structural displacements. Furthermore,
the mesh deformation is computed by Newmark’s algorithm estimating the constant
acceleration in the time interval [t, t + ∆t] from the unsteady aerodynamic forces at time
t + t/2.
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Figure 10. Conventional serial staggered algorithm with fluid subiterations.

Figure 11. Improved serial staggered procedure.

3.3. Fully Integrated Methods

Fully integrated methods differ from their partially integrated counterparts in the
discretization and subsequent numerical treatment of the governing equations. They are
based on formulating the structural and fluid dynamics together so that they can be solved
at each time step using the same integrator. The two domains are discretized into one
arbitrary Lagrangian–Eulerian (ALE) space; as a consequence, the motion of the grid
becomes an integral part of the equations of motion and does not have to be handled
separately. The direct method uses an explicit temporal discretization which is integrated
using a Runge–Kutta scheme, and upwind differencing is used for the spatial discretization
of the arbitrary Lagrangian–Eulerian formulation of the aeroelasticity equations. The
structural equations are formulated on a local nodal level, which enables them to be
discretized using the same integrator as the aerodynamics. Thus, both sets of equations
are handled simultaneously at the same time step without distinguishing between the
fluid and the structure. This model is claimed to calculate the energy transfer between
the structure and the fluid more accurately than similar partially integrated schemes since
there is no possibility of a time lag between the structure and the fluid. The method was
developed by Bendiksen [43] and applied to both wing and cascade flutter using quasi
three-dimensional models, predicting divergent behaviours and limiting cycle flutter in a
range of conditions.

4. ROMs for Flutter Prediction

Reduced order models, or ROM, elicited great interest in the past because of the
limited computing power required compared to high-fidelity CFD. However, their use
of simplified fluid flow models carrying strong and restricted hypotheses inevitably led
to inaccurate or mere qualitative calculations in many cases. Currently, viscous RANS
models are commonly used in turbomachinery modelling thanks to an increased available
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computing power, thus allowing for a significant reduction in the effort needed to model
multiple blade passages. However, the accurate treatment of non-axisymmetric problems,
such as inlet-distorted cases, rotating stall cells and non-synchronous vibrations, and the
modelling of coupled fluid–structure interactions still entail dramatic computational costs
due to the necessity of full-annulus domains and complex coupling algorithms. For these
reasons, reduced order models still remain attractive for a variety of complex applications,
where computational power saving leads to viable industrial uses, as long as the choice
of restraining hypotheses adopted does not excessively affect physical consistency and
fidelity. In this section, techniques to reduce the computational cost of flow and structural
modelling in turbomachinery flutter simulations are presented.

4.1. Reduced Modal Equations

In the reduced modes methods, the structural model is computed from a finite element
analysis of the structure; it can be determined from experimental modal analysis (system
identification), Rayleigh–Ritz methods or, more frequently, using the finite-element method.
Equation (1) is decoupled using the normalized mode shapes relation:

x = ΦTq (4)

and premultiplying Equation (1) by ΦT , the system becomes

ΦT MΦq̈ + ΦT DΦq̇ + ΦTKΦq = ΦT Fa(t) (5)

Usually, the mode shapes are normalized with respect to the mass matrix

ΦT MΦ = I (6)

In this way, j decoupled equations are obtained in the form

q̈j + 2ξωj q̇j + ω2
j qj = Φj

T Fa(t) (7)

Only the independent (or orthogonal) modes of interest (usually from one to five) are
retained in the problem, the higher modes being considered to be beyond the frequency
range at which flutter is expected to occur. The response of the structure is calculated
as the superposition of orthogonal modes by means of the so-called modal summation
technique. The solution to the aeroelastic equations of motion is usually sought in the time
domain with constant diagonal mass, stiffness and damping matrices, which are expressed
in principal coordinates so that the structural part can be dealt with in the most efficient
manner. Additional terms such as centrifugal stiffening or spin softening can be included in
the stiffness matrix, while the Coriolis force can be placed in the damping matrix; however,
it should be pointed out that the latter two effects are often negligible. Structural damping
is often treated using the Rayleigh model, with terms proportional to mass and stiffness
matrices. When the nonlinear effect of friction dampers is included, the related terms are
usually summed to the aerodynamic forcing vectors on the right-hand-side of Equation (1),
and a solution is searched for iteratively [34]. The dependent variables in the aeroelastic
equations of motion then become the modal variables rather than the spatial variables.
The aerodynamic pressure loads, at the right-hand-side of the equation of motion, are
projected on the modal coordinates as well. The mapping usually takes place at the start
of the computation and not at each time step, a feature which reduces the computational
effort further.

While some studies have adopted full finite elements methods (FEM) to study static
aeroelasticity in external flows, there is little evidence that a similar approach could provide
more accurate results in turbomachinery applications without considerably higher expenses
in computational cost. Thus, the reduction of the structural model to only a few modes
is the routine practice in turbomachinery flutter calculations. Since there is an exchange
of information between the structure and the fluid, the model can be used to predict limit
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cycle behaviours and divergence, the computing power required being dictated by the
CFD technique employed.

4.2. Projection Methods

The key points in “projection methods” ROMs, as pointed out by Willcox [44], are
the following:

• A small number of solutions using the full model are computed. The conditions for
these full solutions or “snapshots” are chosen to span the operating range over which
fidelity to the CFD results is desired.

• A set of basis vectors which capture the behaviour in the solutions is created. “Be-
haviour” can be quantified by spatial patterns in the flow, snapshots of the unsteady
response (frequency domain) or the input–output transfer functions. The number of
basis vectors required depends on the problem and the desired degree of fit.

• The original equations are projected onto the space represented by the basis vectors.
The result is a set of ordinary differential equations (ODEs) for the time-varying
coefficients of the basis vectors. The low-order system is completely defined by these
coefficients or “states”; an approximate reconstruction of the entire flow field can
be accomplished by multiplying the states by the basis vectors. Thus, any output
quantity (blade pressure distribution, downstream disturbances, forces and moments)
can be approximated.

A commonly used projection technique is the proper orthogonal decomposition (POD),
originally devised for signal analysis. The original unsteady flow field is first decomposed
in a steady mean component and in a fluctuating part. The technique is based on the
decomposition of the fluctuating field u(x, t) in orthogonal components; eigenvectors of the
signal autocorrelation matrix become the temporal coefficients aj(t), while the projection of
the original signal on those coefficients originates the spatial modes ψj(x). The eigenvalue
λj associated to each eigenvector represents the mode energy. The fluctuating signal is
reconstructed as a summation of temporal coefficients multiplied by the spatial modes and
weighted by the autocorrelation matrix eigenvalues (Equation (8)). Usually, a number of
around five modes is sufficient to catch more than 99% of the flow energy.

u(x, t) =
m

∑
j=1

aj(t)ψj(x) (8)

In temporal “snapshot” POD, the eigenvectors are obtained by solving the eigenvalue
problem in Equation (9), where R is the autocorrelation matrix of signal snapshots, obtained
through the internal product (Equation (10)).

Raj = λjaj (9)

Ri,j =
∫

V
u(x, ti)u(x, tj)dx (10)

A different version of POD for fluid flow reconstruction calculates the eigenmodes
from a harmonic correlation matrix, formed using the Fourier coefficients of chosen vari-
ables at grid points. POD methods are also employed to reduce spaces spanned by param-
eters different from time or frequency, becoming suitable tools for optimizations or inverse
design problems [45,46]. The main advantage of POD techniques resides in shifting the
computational expense in the snapshots calculations, while the ROM usually takes seconds
to compute a given flow condition. The main drawbacks lie in the hypothesis of small
perturbations, linearity and orthogonality of modes, which can affect highly nonlinear flow
reconstruction. Particular care should also be taken in choosing a sufficient number of
snapshots to describe the case of interest.

Epureanu [47] used a coupled viscous–inviscid interaction model for the flow compu-
tation over an oscillating cascade. The snapshot POD technique in the frequency domain
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was adopted to build a ROM spanning a range of frequencies and IBPA. The model with
only 25 d.o.f. provided accurate results over a wide range of reduced frequencies, com-
parable to those of the full model with 10,000 d.o.f. In [48], the author adopted the same
method to a transonic case, evidencing the need for a higher number of modes (55) to
accurately model shocks, while the influence of reduced Mach number seemed to be negli-
gible. Willcox in [49] adopted a POD-based reduced order model to describe the vibration
of a 2D compressor cascade with 2 d.o.f. in a range of reduced frequencies and IBPAs.
The first order expansion of the unsteady flow, with separate components due to pitching
and plunging motion, was substituted in the governing linearised Euler equations, and
using orthogonality, a system of ordinary differential equations for the modal coefficients
was obtained. That system was coupled with a structural model, transformed in state-
space form and solved in the time domain. In [50], the author used a similar approach
based on the Arnoldi vector for the ROM construction. Clark in [51] used POD to model
non-synchronous vibrations over a 2D oscillating cylinder and a compressor cascade. The
unsteady RANS equations were solved in the frequency domain adopting the harmonic
balance method. A POD analysis was performed on the harmonic coefficients, and a ROM
was built including a small number of modes for each condition simulated. A number of
states, varying the oscillation amplitude and the Strouhal number, were simulated, and a
high-order polynomial response surface was adopted to fit mode coefficients and create a
predictive tool. A modal assurance criterion was used to assess predicted CFD solution
accuracies, and a strong improvement was achieved by taking into account the generalised
blade force in the prediction model. In [52], Sarkar adopted the eigenmode-based system
equivalent reduction expansion process (SEREP), in which a state-space model is reduced
by retaining the most significant eigenmodes. The CFD code solved the two-dimensional
vortex lattice equations over an oscillating NACA0012 airfoils cascade; after selecting the
number of modes to be retained, a transformation matrix was built up, which maintained
the same eigenvalues as the original system with few retained modes. The technique was
compared to POD, showing comparable accuracy with lower computational effort.

4.3. Aerodynamic Influence Coefficients

Another important technique for model order reduction in turbomachinery involves
the employment of aerodynamic influence coefficients (AIC). Firstly developed by Hana-
mura [53], the method is based on the assumptions of small perturbations, linearity and
superposition of effects and on the experimental evidence that disturbances emanating
from the vibration of one blade are limited to an area of a few neighbouring passages
and quickly decay over distance. A domain comprising 2N + 1 blades as in Figure 12 is
numerically simulated or experimentally tested: the central blade harmonically vibrates
with a prescribed motion, and its influence in terms of unsteady pressure is registered on
the neighbouring stationary 2N blades. The unsteady loads can be expressed as complex
numbers through the Fourier transformation, as in Figure 13; the dynamic frequency-
dependent characteristics can be obtained by a process of model training for a number
of flow conditions. A full compressor model can be then constructed by computing each
blade aerodynamic forces vector as the summation of neighbouring blade-induced AICs.
The complex form of blade aerodynamic forces can be readily associated with a structural
model and solved from a given initial condition through time-integration or in the fre-
quency domain. Since, in principle, all blades are treated independently, this method is also
suitable for mistuning modelling. As with many other reduction techniques, AICs adopt
the linearity hypothesis and superposition of effects; nonetheless, their use has proven to
yield accurate results in transonic cases too.
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Figure 12. Schematic of the model to compute AICs.

Figure 13. Modules of complex AICs.

In the paper by Su [32], a single-input-multiple-output (SIMO) model was employed,
and the dynamic response on each blade of the cascade was obtained by summing the
AICs of neighbouring blades and taking advantage of the constant IBPA and travelling
wave model. The method was implemented in both an uncoupled and coupled fashion
by time-marching the structural equations with the complex form of pressure coefficients.
In the work by Nipkau [54], the AIC model was used to construct the blade pressure
distribution vector, and the system of equations comprising the structural model and
the aerodynamic forcing terms was solved by calculating the aeroelastic eigenvalues: a
method known as the equivalent blisk model (EBM). The aeroelastic eigenvalues were
then used to derive the equivalent aerodynamic elements (EAE), schematized in Figure 14.
These were the co-vibrating air-masses; discrete aerodynamic springs, to consider the
stiffening or the softening affecting adjacent blades due to the flow; and aerodynamic
dashpots. Both models were used in a forced response analysis considering mistuning,
providing comparable results. In [55], Stapelfeldt simulated a 2D cascade using a form
of AICs which accounted for vibration and vortical disturbances; the model was used to
study the effect of mistuning on non-synchronous vibrations (NSVs) and stability with
limited computational expense. In [33], Lian adopted a formulation of blade aerodynamic
forces based on AIC to study NSV in a two-dimensional oscillating cascade considering
mistuning. The AICs were calibrated by unsteady RANS computations with one oscillating
blade and stationary neighbouring blades. The full model allowed mistuning by modifying
single blade attenuation coefficients.
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Figure 14. Structural EBM with additional EAE.

4.4. State-Space Representation

This method was first introduced for flutter control applications by Karpel [56]. The
aeroelastic model consists of a set of structural modes and of airloads calculated using
unsteady aerodynamic theories. The generalized aerodynamic forces are approximated
using interpolation in the complex Laplace s-plane, the process being very similar to that
used in the indicial method. The N second-order structural differential equations are
reduced to 2N first-order differential equations, a transformation that leads to a first-order
state-space model. This last set of equations can then be solved by the convolution integral.
The success of the method largely depends on the validity of the linearity hypothesis for
the unsteady flow description. When the order of the state-space matrix is very high, the
balanced truncation method by Moore [57], using the controllability and observability of a
linear system, could be adopted [10,58]: an example can be found in the work by Su [32],
where an AIC-based SIMO model is changed into state-space form through a bilinear
transformation and further reduced to be included in both coupled and uncoupled flutter
models of a transonic rotor. Other examples where the state-space representation is used to
solve a POD-based aeroelastic ROM can be found in the works of Willcox [44,49,50].

4.5. Surrogate Models for Aeroelastic Calculations

In performing model order reduction, many techniques lead to the calculation of flow
field or blade aerodynamic forces in spaces spanned by different parameters (e.g., reduced
frequency, reduced Mach number, etc.) but only at discrete points. Various strategies were
thus adopted to estimate aerodamping parameters or to model the unsteady flow field in
turbomachinery from discrete numerical or experimental data, using response surfaces or
other surrogate models.

In [59], Rodriguez adopted a simple 3 d.o.f. mass-spring model to simulate turbine
blade behaviour in flutter conditions with intentional mistuning, the aerodynamic forces
being modelled from experimental data on aerodynamic damping. An asymptotic ROM
was set up using a multiple scale method, exploiting the large difference between the elastic
blade oscillation time and the long-time scale associated with the effects of aerodynamics,
friction and mistuning. Tran, in [58], adopted a multi-parameter method to compute the
generalised aerodynamic forces (GAF) on a large chord blade; the first harmonic of GAF
Fourier coefficients was assumed to depend on blade displacement and velocity, and their
values were computed at different sample conditions using the hypothesis of constant IBPA.
A multi-parameter spline approximation of the GAF matrix was then used to build the
reduced order coupled model; the minimum state smoothing method [56] provided a tool
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to reduce the model further in both frequency and time domain. The ROM obtained yielded
the complex form of the GAF, suitable to be implemented in coupled computations. Using
the extrapolation capability, both mono-parameter and multi-parameter minimum state
modelling methods could predict unstable areas where the aerodynamic computations
could not be achieved. In [60], Stel’makh presented a rapid method for predicting dynamic
stability of compressor blade cascades and evaluating the critical dynamic stability loss
conditions of direct compressor cascades. The method was based on a functional of
angle of attack, cascade geometry, deflection angle, pitch-chord ratio, Mach number, blade
frequency diversity and mechanical damping in the blade material and lock joints. The
parameters were collected on experimental tests and used to build a database of critical
reduced vibration frequencies.

A relatively new frontier in CFD ROMs is the use of polynomial response surfaces
or artificial neural networks (ANN) to simulate the behaviour of flow response to various
inputs. The main advantages prospected by the latter is the ability to treat nonlinear
phenomena and the capability to emulate complex I/O functions when an appropriate
number of layers and neurons are employed, the main limitations given by the relatively
high training cost. In [61], Hu employed a recursive radial basis function neural network
(RRBF NN) based on adaptive simulated annealing (ASA) to create a ROM for a cascade
unsteady flow with dynamic inflow conditions. The model predicted dimensionless static
and total pressure with respect to an arbitrary dynamic incidence inflow angle and was
trained using a small-amplitude and high-frequency training signal. A similar model was
built by Massoud in [62] to predict the flow over an oscillating airfoil. The ANN was
coupled to Graham–Schimdt orthogonalization technique to better manage input variables
and enhance predictions at post-stall.

5. Conclusions

This review of computational approaches to predict flutter in turbomachinery showed
that many different techniques were adopted throughout the years, spanning a wide range
of complexity levels and computational costs. Early studies employed linearized aerody-
namic models carrying restricting hypotheses and did not model fluid–flow interactions,
thus providing poor results when transonic or strongly separated flows were simulated.
Advancements in computing power lead to the implementation of fully viscous flow
models, providing reasonable accuracy even in predicting rotating stall and other non-
axisymmetric phenomena, when full-annulus meshes were employed and fluid–structure
coupling was taken into account. However, classic approaches such as the energy method
still represent the standard in routine calculations, thanks to their contained computational
cost and reasonably accurate predictions in early design phases. The development of ROMs
is a promising field of research. In the past, model order reduction techniques were mainly
adopted to simplify aerodynamic models, yet the modern trend is to use nonlinear viscous
calculations as inputs to build linear ROMs. The latter are tasked with rapidly computing
the aerodynamic flow field in complex integrated models, e.g., for forced response or NSV
prediction, when direct CFD calculations are unpractical.

In the authors’ opinion, ANN and other machine-learning-based techniques constitute
a promising research field for flutter reduced order modelling, thanks to their ability for
treating the inherent nonlinear nature of transonic flows around vibrating high-speed
blades, their flexibility and their relative ease of training. Another ROM worthy of further
developments is the AIC, because an accurate choice of the training model can provide a
flexible framework to be adopted in different-fidelity simulations, both coupled and uncou-
pled with a reduced computational cost. The independent treatment of each blade allows
for the simulation of non-axisymmetric problems, because small differences in mechanical
properties between blades (mistuning), as well as NSV, can be easily accounted for: research
in these directions is thus encouraged. Advancements in unsteady three-dimensional vis-
cous RANS models and coupling algorithms have provided tools to accurately describe
complex non-axisymmetric phenomena such as stall flutter; however, the adoption of these
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models for forced response calculations or inlet-distorted cases has yet to be thoroughly
investigated. Moreover, the still relevant computational requirement of such CFD models
suggests more in-depth studies on model order reduction of inherent 3D flows and their
influence on flutter.
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Abbreviations
The following abbreviations are used in this manuscript:

AIC Aerodynamic Influence Coefficient
ALE Arbitrary Lagrangian–Eulerian
ANN Artificial Neural Network
ASA Adaptive Simulated Annealing
CFD Computational Fluid Dynamics
DES Detached Eddie Simulation
d.o.f. Degree of Freedom
EBM Equivalent Blisk Model
EAE Equivalent Aerodynamic Element
FEM Finite Element Method
GAF Generalised Aerodynamic Forces
HB Harmonic Balance
IBPA Interblade Phase Angle
I/O Input/Output
LES Large Eddie Simulation
ND Nodal Diameter
NSV Non-Synchronous Vibrations
ODE Ordinary Differential Equations
POD Proper Orthogonal Decomposition
RANS Reynolds-Averaged Navier–Stokes
ROM Reduced Order Model
RRBF Recursive Radial Basis Function
SEREP System Equivalent Reduction Expansion Process
SIMO Single Input Multiple Output
TSD Transonic Small Disturbance
Symbols
δ Aerodynamic damping coefficient
λ POD eigenvalue
ξ Structural damping coefficient
Φ Normalized mode shapes vector
ψ POD eigenvector
ω Natural pulsation
a POD temporal coefficient
D Structural damping matrix
Fa Aerodynamic forces vector
I Identity matrix
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K Stiffness matrix
Ke Vibrating blade mechanical energy
M Mass matrix
q Principal coordinate
R Autocorrelation matrix
t Time
u Generic oscillating scalar field
W Aerodynamic work per cycle on blade
x Physical displacement / Spatial coordinate
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