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The self-organization and proper function of complex systems 
involve elaborate spatiotemporal coordination of their con-
stituent elements. Cells organize their contents into organ-

elles, which have been classically viewed as membrane-bound 
structures. However, in recent years an increasing number of studies 
has described fundamentally different types of organelles that form 
by phase separation and are not membrane bound1. These organ-
elles, also called biomolecular condensates2, are associated with 
diverse functions1,3,4 ranging from pre-messenger RNA process-
ing5 and translation regulation6 to signaling7, or to the formation of 
eye lenses8. The increasingly frequent discovery of such organelles 
reflects that we are only beginning to grasp the complexity underly-
ing the proteome’s spatial organization, and begs for a molecular 
understanding of the process of phase separation in living cells.

In phase separation, thousands of identical molecules cluster and 
interact together, implying that small changes in molecular prop-
erties of components—for example, by mutation—can propagate 
and dramatically impact macroscopic phenotypes of assembly9. For 
example, mutations increasing the viscosity of FUS and huntingtin 
exon 1 condensates have been associated with debilitating diseases 
such as amyotrophic lateral sclerosis, frontotemporal dementia10,11 
and Huntington’s disease12. However, there is little understanding of 
how these mutations act at the molecular level to change the phase 
behavior and viscosity of condensates. To bridge this gap, it is cru-
cial to connect biophysical properties of proteins to mesoscale phe-
notypes of their assembly within living cells.

Establishing such a nanoscale–mesoscale connection with natu-
ral condensates is hardly possible due to their compositional and 
regulatory complexity. Creating synthetic condensates offers a pow-
erful alternative, as both the structure and biophysical properties of 

the components can be known by design. Furthermore, if the pro-
teins employed are orthogonal to the living system, no active cel-
lular regulation is expected to take place. Previous work based on 
synthetic proteins showed that increasing multivalence of the com-
ponents promotes their phase separation13,14, and revealed how dis-
tinct client proteins can be differentially recruited to condensates2. 
However, detailed molecular modeling of these systems is difficult 
since the interaction affinity between individual components was 
fixed13 or unknown14, and the contribution of intra- versus intermo-
lecular interactions was also unknown. Moreover, in such systems, 
interaction affinities and the balance of inter- versus intramolecu-
lar interactions cannot be tuned independently from one another. 
These limitations prompted us to design a synthetic system provid-
ing control over these nanoscale properties.

Here we introduce this minimal system, which consists of two 
protein components. We show that this system allows the direct 
visualization of its phase diagram in living cells. By mapping the 
phase diagram of point mutants modulating the binding affin-
ity between the two components, we demonstrate that increasing 
affinity enhances phase separation in vivo until the system becomes 
kinetically trapped at very high affinities. Finally, we applied our 
system to interrogate biological mechanisms of self-assembly. We 
found that one of the system’s components binds cotranslationally 
to the condensate, indicating that cotranslational protein binding of 
a nascent chain can suffice to localize its mRNA.

Results
A synthetic two-protein system that phase separates. A quantita-
tive and detailed molecular understanding of biophysical and bio-
logical mechanisms of mesoscale self-assembly requires a system 
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where all parameters, namely the components, their structure and 
their physical interactions, are known. To this aim, we developed a 
synthetic system in which these properties are controlled by design. 
The system comprises two protein components that interact with 
affinities tunable by point mutation. Each component is designed in 
a modular fashion and consists of three structured domains linked 
by short, flexible linkers. As we know from previous work that 
multivalence is a critical property of molecules undergoing phase 
separation13,15, both components are multivalent. The first compo-
nent contains a homodimerization domain, a red fluorescent pro-
tein (RFP) and the protein Im2. The second component contains 
a homotetramerization domain, a yellow fluorescent protein (YFP) 
and the protein E9, which interacts specifically with Im2 (Fig. 1a 
and Supplementary Table 1; Methods). Importantly, unlike in other 
synthetic systems13,14, intramolecular interactions are restricted by 
an incompatibility between the distances separating the termini to 
which interaction domains are fused, equal to 18 nm on the dimer 
and only 4 nm on the tetramer (Fig. 1a,b).

We coexpressed the dimer and tetramer components in yeast 
cells. Using fluorescence microscopy, we observed the formation of 
submicron- to micron-scale punctate assemblies where the tetramer 
and dimer colocalized (Fig. 1c and Supplementary Video 1), sug-
gesting that the system undergoes phase separation and forms con-
densates. The assembly of this system was dependent on the specific 
interaction between E9 and Im2, as condensates were observed 
neither when coexpressing the tetramer with a dimer lacking the 
Im2 domain (Fig. 1d), nor in haploid cells expressing only one of 
the components (Extended Data Fig. 1). The assemblies were not 
membrane bound as visualized by electron microscopy (Extended 
Data Fig. 2).

Revealing phase diagrams in vivo at high resolution. The physical 
origin of phase separation of molecules in solution is the attraction 
between them, which, in the appropriate ranges of concentration 
and interaction strength, dominates the entropy of mixing. In our 
system, dimers mediate indirect tetramer–tetramer attraction. At 
equilibrium, this attraction gives rise to two coexisting phases with 
equal chemical potential and osmotic pressure: a dense phase where 
tetramers and dimers show high concentrations, high enthalpy and 
low entropy, and a dilute phase with lower concentrations of dimers 
and tetramers, lower enthalpy and higher entropy.

In cells, the dense phase corresponds to the condensate and 
the dilute phase consists of components freely diffusing within 
the cytoplasm (Fig. 2a). The conditions under which phase sepa-
ration occurs at equilibrium are described by its phase diagram, 
with the binodal defining phase boundaries. We developed a lat-
tice model (Fig. 2b; Methods) to predict the phase diagram of our 
system as a function of dimer and tetramer concentrations (Fig. 
2c). Concentrations outside of the binodal do not drive phase sep-
aration, either because they are too low relative to the interaction 
affinity (Fig. 2d) or because an imbalance in the components’ stoi-
chiometry inhibits the propagation of their interactions in multi-
component systems13,15–20 (Fig. 2e).

Interestingly, because cells without condensates have not under-
gone phase separation and should fall outside of the binodal, the 
region of concentrations that is absent in these cells should reveal 
the phase boundary of this system (Fig. 2f). Such an approach offers 
the unique opportunity to map a high-resolution phase diagram 
in vivo, because the phase space can be defined along two continu-
ous coordinates corresponding to the concentrations of each com-
ponent. Unlike temperature or pressure, protein concentration can 
be tuned over several orders of magnitude and may be measured 
readily from fluorescence intensity across thousands of single cells.

To characterize such a phase diagram, we created yeast strains 
coexpressing the dimer and tetramer components independently, 
such that each cell sampled a different point of the phase space. We 

imaged thousands of single cells and estimated components’ con-
centrations from fluorescence intensity (Supplementary Fig. 1), 
excluding cells containing a condensate, to ascertain reliable con-
centration measurements (Fig. 2f; Methods). As predicted, the den-
sity distribution of cells revealed the phase boundary of the system 
(Fig. 2g).

Modeling the phase diagram measured in vivo. The phase bound-
ary appears as an area where cell density approaches zero. The 
scarcity of cell sampling concentrations beyond 10 µM prevented 
visualizion of closed boundaries, giving rise to a half-ellipsoid. We 
modeled the expected boundaries using a minimal lattice model 
where tetramers occupy the vertices, dimers occupy the bonds and 
solvent molecules can occupy either vertices or bonds. (Fig. 2b,c; 
Methods).
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Fig. 1 | A synthetic system for controlled phase separation in living cells. 
a, The components, each encoded in one ORF, consist of three domains 
connected by flexible linkers: an interaction domain, an oligomerization 
domain and a fluorescent protein. The colicin (E9, cyan) and immunity (Im2, 
orange) proteins serve as interaction modules where affinity is controllable 
by mutation. A dimer and tetramer of known structure (Supplementary 
Table 1) served as divalent and tetravalent scaffolds, respectively. We fused 
Im2 and a RFP to the dimer, and E9 and a YFP to the tetrameric scaffold. 
b, Illustrative structure of a dimer interacting with two tetramers, and a 
cartoon representation below. c, The system undergoes self-assembly and 
forms punctate structures in living yeast cells. Scale bar, 10 μm. d, In the 
absence of the Im2 interaction module, no punctate structure is formed. 
These results were independently replicated three times.
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Furthermore, we generated phase diagrams using a thermody-
namic perturbation theory developed for patchy particles matching 
the geometry of our proteins (Supplementary Fig. 2; Supplementary 
Note). Both methodological approaches recapitulated our obser-
vations: the half-ellipsoid aligns along the diagonal where the  

stoichiometry of both components’ binding sites is equal (Fig. 2g 
and Extended Data Fig. 3). Indeed, a balanced stoichiometry gives 
rise to a lower energy assembly where enthalpy is maximal with all 
binding sites satisfied, thus favoring phase separation. As stoichiom-
etries become unbalanced (for example, 1:10 or 10:1), the compo-
nent present in excess saturates all binding sites of its partner, which 
inhibits propagation of interactions and phase separation (Fig. 2e).

Tuning phase diagram and viscosity by affinity. The nature of 
the interaction domains used in this system allows both lowering 
and increasing the affinity by single point mutations21 described in  
Table 1. We initially investigated four new variants for the dimer, 
which contained point mutations modulating the dissociation con-
stant (Kd) between domains Im2 and E9 across five orders of magni-
tude, from 10−11 to 10−6 M.

We imaged yeast cells coexpressing the tetramer with the new 
dimer variants, and generated their in vivo phase diagrams (Fig. 3 
and Extended Data Fig. 5). Mutants interacting with an affinity lower 
than that of the wild-type domains showed a shift in their phase dia-
gram. The half-ellipsoid underwent a translation along the diago-
nal, towards higher concentrations. Such a translation was expected, 
as lower interaction affinities require higher concentrations for 
binding. The same effect was reproduced with the two theoretical 
approaches we put forward (Extended Data Fig. 3). Interestingly, 
the mutant with an affinity of 4.8 × 10−11 M (higher affinity than the 
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Fig. 2 | Characterization of phase diagrams in living cells. a, The phase diagram describes when the system phase separates in a given parameter space, 
here defined by dimer and tetramer concentrations. Concentrations within the binodal (yellow dashed line) are not stable, as for the crossed-out cell, 
leading to phase separation into dilute and dense phases (condensate). b, A lattice model captures the essence of phase separation whereby the chemical 
potential of the dimer and tetramer exhibit two minima, the first with high entropy and low enthalpy (dilute phase) and the second with low entropy and 
high enthalpy from the bonding energy (dense phase). c, Based on this lattice model we derive a phase diagram showing the binodal, two critical points 
and tie lines. d, Cells without condensate may have concentrations of both components that are too low. e, Alternatively, cells without condensate may 
exhibit an imbalanced stoichiometry where binding sites of the component of lower concentration are saturated with the component in excess. f, Cells 
are imaged and segmented, and those with condensates are excluded. The concentrations of dimer (RFP, red), and tetramer (YFP, green) binding sites 
are recorded and plotted against each other. Both components are coexpressed stochastically, so each cell samples one point of the phase diagram. Scale 
bars, 10 μm. g, In vivo phase diagram of our synthetic system containing wild-type Im2 and E9 interacting with a reported affinity of 15 nM (Table 1). Each 
point represents a single cell (n = 6,818) and shows binding site concentrations of the dimer (x axis) and tetramer (y axis). The red line highlights the 
diagonal. Gray dashed lines delimit background fluorescence levels below which concentrations cannot be estimated reliably (~3.5 nM). The yellow points 
show an overlay of the computed binodal based on the lattice model (Methods). The striped pattern visible at low concentrations along both axes results 
from the use of median intensity values, which are discrete numbers. 

Table 1 | Im2 variants previously reported and used to modulate 
dimer–tetramer interaction affinity

Im2 mutation Kd with E9 (M)

D33L N34V R38Ta 3.4 ± 1.4 × 10−13

D33L 4.8 ± 0.3 × 10−11

N34V R38Ta 1.9 ± 0.4 × 10−10

R38Ta 2.6 ± 0.5 × 10−9

N34Va 3.3 ± 0.7 × 10−9

WT 1.5 ± 0.1 × 10−8

E30A 2.8 ± 1.6 × 10−7

P56A 2.1 ± 0.7 × 10−6

V37A 9.3 ± 4.4 × 10−6

Previously reported21 mean and s.e.m. values of the affinities are given (n = 2). aMutants added later 
in this work, for which we derived phase diagrams only.
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wild type) revealed a complex behavior: the minimal concentration 
of tetramer required for phase separation increased, as reflected in 
the upward shift of the phase boundary (yellow region, Fig. 3a).

This upward shift led us to examine the diffusion dynamics 
of components within condensates. Fast diffusion requires com-
ponents to be unbound, and their probability of existing in the 
unbound state is inversely proportional to their interaction affinity 
(Supplementary Note). Thus, we expect high-affinity interactions to 
yield condensates with slow diffusion dynamics whereas lower affin-
ities should yield faster diffusion dynamics. To test this hypothesis, 
we measured fluorescence recovery after photobleaching (FRAP) of 
condensates. Considering low-, medium- and high-affinity interac-
tions (2.1 × 10−6, 2.8 × 10−7 and 4.8 × 10−11 M, respectively), mean flu-
orescence recovery after 25 s reached 65 ± 4%, 56 ± 4% and 15 ± 2%, 
respectively (Fig. 3b,c, Extended Data Fig. 5 and Supplementary 
Video 2). Individual traces show pronounced variability in the 
recovery profile, especially at low affinities, which might reflect 
differences in both condensate density and the fraction of bonded 
components (Supplementary Fig. 3). On average, however, higher 
interaction affinity led to slower diffusion of components, consis-
tent with the effective viscosity of the condensates being controlled 
by interaction affinity. Importantly, the slower recovery of the D33L 
Im2 mutant implies that it does interact with a higher affinity than 
wild-type Im2, which is in conflict with the observed shrinkage in 
phase boundaries (yellow region, Fig. 3a). This apparent contra-
diction may originate in kinetics. At high affinity, the kinetics of 
unbinding events is very slow, which can trap the system in states 
where both components have a nonoptimal distribution of bonds in 
the network. Nonetheless, dimers need to be completely bonded to 
mediate cluster growth whereas tetramers require only two out of 
four bonds to mediate such growth. Consequently, misplaced bonds 
in a tetramer-poor system would hinder the formation of a network 
more than they would in a tetramer-rich system. This idea led us 
to compare the regions where phase separation occurs in equilib-
rium versus out-of-equilibrium molecular dynamics simulations of 
patchy particles (Extended Data Fig. 4a). These simulations con-
firmed the picture sketched above, by revealing a shift in the lower 
branch of the phase diagram while the upper branch remained 
essentially unmoved (Extended Data Fig. 4b, Supplementary Figs. 4 
and 5 and Supplementary Note).

To further corroborate that kinetic trapping inhibits phase sepa-
ration, we created a yeast strain where components interact with an 
even higher affinity (3.4 × 10−13 M; Table 1). This mutant showed a 

more pronounced upward shift of the lower branch, further support-
ing that the system becomes kinetically trapped at very high affini-
ties (Extended Data Fig. 6). Moreover, to narrow the affinity range at 
which kinetic trapping becomes visible, we created three additional 
variations of the system where the dimer and tetramer interact 
with intermediate affinity (3.3 × 10−9, 2.6 × 10−9 and 1.9 × 10−10 M;  
Table 1). We measured in vivo phase diagrams for these new 
variants and observed that the upward shift appears at an affin-
ity of 1.9 × 10−10 M and becomes pronounced only at 4.8 × 10−11 M 
(Extended Data Fig. 6).

Cotranslational binding suffices to localize mRNA. The spatial 
organization of translation is achieved by mRNA trafficking and 
localization22. Interestingly, mRNA localization could be achieved 
by protein synthesis if they can bind localized partners cotransla-
tionally. This mechanism had, in fact, been suggested to mediate the 
localization of mRNAs encoding myosin heavy chain in develop-
ing cultured skeletal muscles23. However, when considering a bio-
logical system, it is hard to address whether cotranslational binding 
of a nascent polypeptide chain can suffice to localize its encoding 
mRNA, because other mechanisms may be involved.

Additionally, cotranslational binding can be hindered by numer-
ous factors. Indeed, polysomes diffuse more slowly than globular 
proteins due to their large size, so a nascent chain may not reach 
a particular localization within the time of translation. In parallel, 
the interacting region of the nascent chain must be exposed at the 
surface of the ribosome for a sufficiently long time to mediate bind-
ing with the target. As a result, and as observed for cotranslational 
assembly of protein complexes24–26, the N- versus C-terminal posi-
tioning of the interaction region may play an important role. These 
limiting factors beg the question: can cotranslational binding suffice 
to determine the localization of a polysome?

Uniquely, our synthetic system makes it possible to address this 
question directly because we know that its components have evolved 
neither to bind their own mRNA, nor RNAs in general. We fused 
the mRNA encoding the dimer component to a sequence enabling 
its tracking in live cells27. In these experiments we used a tetramer 
component fused to a blue fluorescent reporter, so that green fluo-
rescence was reporting solely on mRNA localization. Live cell imag-
ing revealed that mRNAs diffused throughout the cell and attached 
to the condensate when they encountered it. Surprisingly, multiple 
mRNAs could colocalize and appeared to nucleate the formation of 
the condensate (Fig. 4a,d and Supplementary Video 3). In contrast, 
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an mRNA coding for a protein that does not bind to the condensate 
did not colocalize with it (Fig. 4b,d and Supplementary Video 4). 
As an additional control, we changed the position of the binding 
domain of the dimer from the N to the C terminus. In this new con-
struct, the binding domain is released from the ribosome imme-
diately after its synthesis. Therefore, this construct is not expected 
to mediate cotranslational assembly24,25 and its mRNA should not 
localize to the condensate. In agreement with this prediction, we did 
not observe recruitment of dimer mRNA to the condensate when 
the binding domain was encoded in its C terminus (Fig. 4c,d and 
Supplementary Video 5). This result also implies that dimerization 
does not occur cotranslationally, possibly because the dimer inter-
face involves the C terminus that is not exposed at the surface of the 
ribosome for a sufficiently long time.

To provide a quantitative description of these live cell-imaging 
observations, we measured the distribution of distances between 
the center of foci corresponding to mRNAs (green) and conden-
sates (red; see Methods). As expected, the mRNAs of dimers har-
boring an N-terminal binding region colocalized with condensates 
(mean distance, 0.48 ± 0.19 μm), whereas the mRNAs of dimers 
harboring a C-terminal binding domain showed a mean distance 
of 1.85 ± 1.49 μm and encompassed values as large as the diameter 
of a yeast cell. This latter distance distribution is not significantly 
different from that of a negative control—that is, a mRNA encod-
ing a protein that does not bind to the condensate (mean distance, 
1.83 ± 1.29 μm).

To ascertain that recruitment of mRNA to the condensate 
is translation dependent we employed puromycin, a drug that  
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dissociates translating ribosomes from mRNA. Treatment of cells 
with puromycin released dimer mRNA from the condensate within 
minutes (Fig. 4e, Supplementary Video 6 and Extended Data  
Fig. 7). Interestingly, cycloheximide prevents puromycin-mediated 
dissociation of ribosomes from their mRNA28, providing another 
means to test the translation dependence of mRNA localization on 
the condensate. When treated simultaneously with puromycin and 
cycloheximide, mRNAs maintained their colocalization with con-
densates (Fig. 4f and Supplementary Video 7).

To gain a quantitative view of these experiments, we followed 
cells exhibiting colocalization between mRNA and conden-
sate before treatment and recorded how many of these exhibited 
complete detachment of mRNA after treatment with puromycin 
alone, or puromycin together with cycloheximide (Extended Data  
Fig. 7; Fig. 4g). While puromycin treatment led to complete detach-
ment of mRNA(s) in 88% of cases, the addition of cycloheximide 
canceled this effect as complete detachment occurred in only 6% of 
cases (Fig. 4g). Together, these results point to cotranslational bind-
ing of a nascent chain as a mechanism that can drive the localization 
of its encoding mRNA.

Discussion and conclusions
We designed and characterized a synthetic minimal system to 
study in vivo phase separation from first principles. Notably, the 
folded nature of interaction domains of our system, together with 
the defined geometry of oligomerization domains, provide unprec-
edented control over the biophysical and structural properties of the 
components. At the same time we introduce a new strategy using 
single cells as individual ‘test tubes’ to map high-resolution phase 
diagrams in vivo. Combined, these properties create a powerful 
experimental system to relate nanoscale to mesoscale phenotypes 
of self-assembly from first principles. We explore this relationship 
by characterizing how mutations changing the interaction affinity 
between the two components impact the phase behavior and mate-
rial state of the condensates they form. Interestingly, numerous addi-
tional parameters such as linker properties, electrostatics or valence 
could be tuned independently from one another, and their impact 
on phase separation characterized and modeled in the same way.

The ability to dissect how individual parameters impact phase 
separation is essential for understanding biological condensates, 
because they involve several layers of complexity. At a biophysical 
level, intricate dependencies can exist between three parameters: 
affinity, multivalence and concentration. For instance, an increased 
valence will lead to an increased apparent affinity which, in turn, 
lowers the minimal concentration for phase separation13,29. At 
the same time, the apparent valence of a molecule with multiple 
self-interacting regions can change with concentration if inter- and 
intramolecular binding events compete30–32. Furthermore, at a bio-
logical level, the identity of the components, the way in which they 
interact and how they are regulated are often unknown.

Our system helps address these layers of complexity: biophysi-
cally, the impact of intermolecular interaction affinity we observed 
is also expected in biological systems. For example, increased salt 
concentration inhibits phase separation and decreases the viscosity 
of LAF-1 condensates33. These results are consistent with our obser-
vations, whereby salt would decrease the effective affinity of LAF-1 
for itself. Conversely, mutations in the low-complexity domain of 
TIA1 were shown to enhance its phase separation and decrease its 
mobility in condensates34. In line with our results, these observa-
tions indicate a strengthening of intermolecular interactions in TIA1 
condensates. At a biological level, the oval-shaped phase boundar-
ies imply that increasing the expression of components in vivo can 
inform as to whether single or multiple components are required for 
phase separation. Indeed, in a multicomponent system, increasing 
the concentration of one component relative to the other dissolves 
the dense phase at equilibrium. However, if a single component is 

sufficient, increasing its concentration will result in a larger dense 
phase. Theoretically, this prediction applies to condensates involv-
ing any type of molecule (e.g., folded proteins, disordered regions, 
RNAs or a combination of these). For example, NPM1 and poly(PR) 
peptides interact and phase separate together. Similar to our sys-
tem, very high concentrations of poly(PR) lead to droplet dissolu-
tion in vitro35. Such behavior has also been described for a system 
involving RNA interacting with PR-rich peptides36.

Finally, our synthetic system can serve to identify new syner-
gisms between protein self-assembly and cellular processes. Recent 
works have revealed cotranslational assembly of complexes as a 
widespread mechanism24,37 actively shaped by evolution25,38. Our 
results now suggest that cotranslational binding of a nascent chain 
can be sufficient to localize mRNAs in cells. Interestingly, several 
mechanisms for mediating interactions between RNA and pro-
teins in condensates are known39,40, and the results presented here 
suggest cotranslational assembly as a new mechanism of this type. 
The design of mesoscale synthetic protein assemblies is becoming 
increasingly powerful to create new materials41–43 and functions44,45. 
Moreover, as we are only beginning to grasp the complexity of 
proteome self-organization, new approaches are needed for char-
acterizing and understanding mesoscale properties of protein 
self-assembly in cells19,20,32,46–51. In this context, our synthetic system 
constitutes a powerful tool to interrogate biological mechanisms of 
protein assembly. In the future, it may serve to evaluate and calibrate 
physical models of self-assembly in vivo, and form a basis for devel-
oping new biomaterials and scaffolds in living cells.
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Methods
Design. The synthetic system introduced in this work relies on 
homo-oligomerization to create multivalent components. We chose particular 
homo-oligomerization domains to avoid intramolecular interactions between 
components. Specifically, we selected a large dimer and a small tetramerization 
domain such that the dimers could bridge across two tetramers but could not bind 
two sites on the same tetramer. The dimer consists of an antiparallel coiled coil in 
which both N termini are 18 nm apart. The tetramer is comparatively small and 
corresponds to the tetramerization domain of p53 (details of protein structures and 
references appear in Supplementary Table 1).

To avoid nonspecific interactions of the dimer protein, we mutated highly 
exposed and hydrophobic surface residues to charged ones (Y22D, I92D). For the 
tetrameric component, we used the wild-type sequence of the tetramerization 
domain of human p53 from amino acids 326–356. The yellow fluorescent reporter 
was fused to the tetramer and the red fluorescent protein to the dimer (details 
of fluorescent proteins and references can be found in Supplementary Table 1). 
Both fluorescent proteins used are monomeric to prohibit unspecific interactions 
between the components. Interaction domains were derived from the bacterial 
toxin–antitoxin system E9/Im2. Different affinities were achieved by introducing 
point mutations in the sequence of Im2 (Table 1). An H103A mutant of E9 was 
used to inhibit its toxic DNAse activity. Following initial expression in yeast cells, 
the dimer component showed a tendency for nuclear localization. We thus fused 
a nuclear export signal (NES) LAEKLAGLDIN at its N terminus, which led to its 
cytosolic localization.

Plasmids and strains. The plasmids and strains resulting from this work are 
described in Supplementary Tables 2 and 3.

To achieve a stochastic expression of each component in yeast cells, each open 
reading frame (ORF) was inserted into a separate low-copy centromeric plasmid. 
The transfer RNA adaptation index of sequences for all components was optimized 
for Saccharomyces cerevisiae. Designed sequences were inserted into American 
Type Culture Collection yeast cassettes52 using the polymerase incomplete primer 
extension cloning method53. For stoichiometric expression in Supplementary  
Video 1, sequences were inserted into M3925 plasmids54 for genomic integration. 
Both components were cloned downstream of the yeast TDH3 promoter. The 
selection markers for the dimer and tetramer were hygromycin and G418, 
respectively. Cloning was performed in Escherichia coli DH5α cells. Plasmids were 
subsequently isolated, verified by sequencing and transformed into either BY4741 
(tetramer) or BY4742 (dimer) strains of S288C55. Expression in haploid cells was 
verified by microscopy and yeast were subsequently mated, creating diploid cells 
containing both plasmids. To investigate localization of mRNA, a modified version 
of the m-TAG method27 was used. Rather than insertion of the MS2 loops into the 
3′ untranslated region (UTR) using the Cre-Lox system, we utilized CRISPR–Cas9. 
We used the plasmid bRA89 (ref. 56), which carries both the ORF for Cas9 and the 
guide RNA (gRNA). The gRNA was designed using CRISPR-ERA57 to target the 
TRP3 locus (GTGGACAATCTCACCAGCGT), and the dimer with the wild-type 
Im2, including the MS2 loops in its 3′ UTR, was inserted. For the insertion cassette, 
three pieces were amplified: one from the promoter to the stop codon, one from 
the stop codon to the end of the 3′ UTR containing 12 MS2 loop repeats and one 
from the end of the 3′ UTR to the end of the terminator. The primers for this 
amplification contained 40-bp homology regions to the TRP3 locus on the flanking 
regions, and to each other in overlapping regions. The PCR products were treated 
with DPN1 (New England Biolabs) and purified using the Agencourt AMPure XP 
system. We transformed 20 μl of competent BY4742 cells with 1 μl (1 μg μl–1) bRA89 
(TRP3) and 200–300 ng of each module of the insertion cassette. After insertion 
of the dimer, cells were cotransformed with the plasmid carrying CP-3xGFP and 
a plasmid carrying the tetramer fused to mTagBFP2, rather than to Venus. For the 
negative control the insertion cassette consisted of three fragments: one with the 
TDH3 promoter and GB1, one with the MS2L containing the 3′ UTR and one with 
the CYC terminator (refer to Supplementary Tables 1, 2 and 3 for details of proteins 
used in these constructs). The three fragments were purified with the Agencourt 
AMPure XP system, joined by PCR and the resulting piece was again purified. Five 
hundred nanograms of the product was cotransformed with 1 μg of bRA89 (TRP3) 
to 20 μl of competent BY4742 cells. The resulting strain was cotransformed with 
the CP-3xGFP plasmid, as well as with plasmids for the dimer and BFP-tagged 
tetramer. Finally, all strains were verified by sequencing. We note that, although 
one of the 12 MS2 loops was missing in the negative control, mRNAs were clearly 
visible in that strain, allowing unambiguous assessment of their colocalization with 
condensates.

Microscopy and image processing. Cells were imaged with an Olympus IX83 
microscope coupled to a Yokogawa CSU-W1 spinning-disc confocal scanner 
with dual Hamamatsu ORCA-Flash4.0 V2 sCMOS cameras. Sixteen-bit images 
were acquired for brightfield and two confocal illumination schemes. For green 
fluorescence we used a 488 nm excitation (Ex) wavelength with a Toptica 100 mW 
laser and a bandpass emission (Em) filter (525/50 nm, Chroma ET/m). For red 
fluorescence we excited at 561 nm with an Obis 75 mW laser and used a bandpass 
emission filter (609/54 nm, Chroma ET/m). Imaging was performed with a 
×60/1.35 numerical aperture (NA), oil-immersion objective (UPLSAPO60XO, 

Olympus), and FRAP experiments were carried out with a ×100/1.4 NA, 
oil-immersion objective (UPLSAPO100XO, Olympus). Automated imaging was 
performed with a motorized XY stage onto which a piezo-stage (Mad City Labs) 
was mounted and used for acquisition of z-stacks. For phase diagrams, we acquired 
seven z-stack images for each fluorescent channel and the average intensity 
projection was used. For time-lapse series, eight z-stacks were acquired and the 
maximum intensity projection was used.

Sample preparation for imaging. A liquid handling robot (Tecan Evo 200) was 
used to prepare Greiner 384-well glass-bottom optical imaging plates. For imaging, 
0.5 µl of saturated cell suspension was transferred to an optical plate with synthetic 
defined (SD) medium and grown for 6 h to logarithmic growth. For time-lapse 
series, cells were grown to optical density OD600 = 0.4–0.8, transferred to matrical 
96-well glass-bottom plates and covered with 0.5% agarose/SD medium containing 
the respective resistance marker. For time-lapse series of puromycin treatment, 
cells were not covered with agarose, but puromycin was added to the cells after 
6 min of imaging to a final concentration of 10 mM. For treatment with puromycin 
and cycloheximide, a mixture of the drugs was added to yield a final concentration 
of 10 mM puromycin and 100 µg ml–1 cycloheximide. For FRAP experiments, 
cells were grown and left at saturation for 2 weeks to generate large condensates. 
Cells were subsequently fixed with ConA in an optical 96-well plate, as previously 
described58, and FRAP experiments were carried out 6 h after their inoculation into 
fresh media.

Image analysis and generation of in vivo phase diagrams. Cells were identified, 
segmented and their fluorescent signal (median, average, minimum, maximum, 
tenth, twentieth, …, ninetieth percentile fluorescence) were identified, as well as 
additional cell properties, using custom algorithms59 in ImageJ/FIJI60, and exported 
as tabulated files. Condensates were identified in each cell independently, in a 
multistep process: (1) calculation of the median fluorescence intensity of pixels 
in a given cell; and (2) identification of the largest region composed of pixels with 
an intensity threefold above the median. If such a region existed and it showed 
circularity >0.4 and area >9 pixels, the cell was deemed to contain a condensate.

Tabulated data resulting from image analyses were loaded and analyzed with 
custom scripts in R. To convert fluorescent intensity to cytosolic concentration, 
His-tagged Venus and FusionRed were purified using the GE Healthcare His 
GraviTrap system. Serial dilutions of each protein were generated, fluorescence 
intensities were recorded and a linear model was fitted (Supplementary Fig. 1). 
A fluorescent plastic slide (Chroma Technology) served as a constant reference 
to calibrate fluorescence signals of experiments carried out on different days. 
Fluorescence signals of the experiments were normalized according to the 
fluorescent slide, and cytosolic concentrations were inferred from regression of 
purified proteins. Finally, cells with condensates were excluded and the median 
cytosolic concentrations of YFP and RFP were plotted against each other.

FRAP. A macro created in VisiView v.4.4 software was written to capture images 
on the red channel in rapid succession during the course of a FRAP experiment. 
Photobleaching was achieved with a 405-nm laser pulse lasting 20 ms after the 
tenth frame of the acquired series. The RFP channel exposure was set to 50 ms. 
Images were acquired every 100 ms. We acquired 250 frames for a total acquisition 
time of 25 s.

Lattice model of dimers and tetramers. The tetramer–dimer attraction is the only 
interaction energy in this simplified lattice model. Nearest-neighbor tetramers 
or dimers separated by solvent molecules do not interact. Higher-order neighbor 
interactions are rejected and the zero of energy is set by the tetramer– and dimer–
solvent interactions, which we take to be equal for simplicity. The thermodynamic 
criteria required for coexistence are equal chemical potential and osmotic pressure 
for each species (tetramer, dimer and solvent molecules) in the two phases. 
The model captures these effects to predict the concentration, temperature and 
binding strength regimes where phase separation occurs. A mean-field theory and 
calculation resuling in the phase diagrams shown in the main text are described in 
ref. 61.

The experimental data corresponding to the interaction 1.5 × 10−8 M are about 
18 kBT, where kB is the Boltzmann constant and T the temperature. (Fig. 2g). 
The lattice model involves solving four nonlinear algebraic equations to find the 
equilibrium concentrations of the complexes, and then using interpolation we 
determine the analytical expression for the free energy that we finally use to find 
the binodal phase diagram numerically. This procedure makes it hard numerically 
to find the binodal for very large interaction strengths. The theory shows that 
the minima of phase diagrams vary exponentially with interaction strength61. For 
these reasons, we show an overlay of the theoretical binodal (and not a fit) on the 
experimental data.

FRAP data analysis. Custom macros were created in ImageJ/FIJI60 to extract 
quantitative data from the image series. Data were first extracted from both 
bleached and nonbleached areas by manual selection of two pixel coordinates, 
the first at the center of the bleached region and second at the center of the 
nonbleached region. A circular region of interest (ROI) of six pixels in diameter was 
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then generated. Because small movements of the condensate may have occurred 
when recording the video, we generated 42 additional adjacent ROIs by translation 
of either 0.5, 1.0, 1.5 or 2.0 pixels in all directions, generating 6, 8, 12 or 16 ROIs for 
each distance, respectively. The average intensity of each ROI was then extracted for 
every frame of the image series. ROI intensities were subsequently analyzed with 
custom scripts in R. First, for each of the two locations (bleached and unbleached), 
we averaged five sub-ROIs showing either the lowest (bleached area) or highest total 
fluorescence intensity (nonbleached area). For each frame, the intensity recorded 
for the bleached area was divided by the intensity of the nonbleached area. Finally, 
the values were normalized as follows: xnorm ¼ x�xmin

maxðx�xminÞ
I

, where x is the ratio of 
integrated pixel intensities measured for bleached/unbleached ROI and xmin is the 
minimum value of x across the image series.

Reporting Summary. Further information on research design is available in the 
Nature Research Reporting Summary linked to this article.

Data availability
We provide single-cell measurements of YFP and RFP concentrations for all phase 
diagrams in two Supplementary Excel tables. Other data are available from the 
authors upon request. Source Data are provided with this paper.

Code availability
Code and custom scripts used in this work are available from the authors upon 
request. We used the open source package oxDNA (v.2.4) to run the sedimentation 
simulations. 
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Extended Data Fig. 1 | The components do not form condensates when expressed individually. Haploid cells expressing only one of the building blocks 
show a homogenous distribution of fluorescence throughout the cytoplasm. The left-most image shows cells expressing the dimer component lacking the 
Im2 domain. The next images show cells expressing the variants of the dimer component in the absence of the tetramer component. The right-most image 
shows cells expressing the tetramer component in the absence of the dimer component. This result was replicated three times.
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Extended Data Fig. 2 | The synthetic condensates are not membrane-bound. a, Transmission electron microscopy (TEM) micrograph of fixed and 
sectioned yeast shows a condensate formed by our minimal system, in the cytoplasm. b, The yellow arrow points to one of several 10 nm gold-labeled 
anti-GFP antibodies, confirming the identity of the designed compartments. White arrows highlight the lack of membrane surrounding the compartment. 
c, Scanning electron microscopy micrograph of cells frozen at high-pressure and cryo-fractured reveals the mosaic of amorphic cytoplasm. The region 
outlined by white carets exhibits a distinct ultrastructure d, Increased magnification of a suspected condensate within the cytoplasm, outlined with white 
carets. This ultrastructure has no visible membrane. Scale bar 1 µm. We did not carry independent biological replicates of these electron microscopy 
experiments.
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Extended Data Fig. 3 | Impact of affinity on the phase diagram of the dimer-tetramer system. a, We used a lattice model (Supplementary Note, Section 1)  
of the dimer-tetramer system. In the square lattice, concentration is measured by fractional occupancy of edges and vertices by dimers and tetramers 
respectively. We calculated the binodal of this system in the plane corresponding to the fractional occupancy of dimer (x-axis) and tetramer (y-axis). 
Affinity increases in panels from left to right, where μ is the binding energy in units of kT of a linker and one arm of the tetravalent molecule. Higher affinity 
(larger μ) increases the fraction of the phase-separated region. b, We used mean-field theoretical calculations of patchy particles matching the geometry 
of the proteins. The binodal is calculated in the plane corresponding to the concentration of dimers (x-axis) and tetramers (y-axis). Affinity (which is linked 
to the energy and entropy associated with the formation of a bond, see Supplementary Note, Section 1) increases from left to right.
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Extended Data Fig. 4 | Simulations recapitulate the kinetic trapping effect observed experimentally. a, Sedimentation molecular dynamics simulation of 
patchy particles. Several simulations were conducted at equilibrium or out-of-equilibrium while sampling different concentrations of dimer and tetramer. 
The protein osmotic pressure as a function of density was inferred from each simulation and used to evaluate the phase boundaries. b, The phase diagram 
of the patchy mixture computed with equilibrium and non-equilibrium simulations (squares and circles, respectively).
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Extended Data Fig. 5 | In vivo phase diagrams and fluorescence recovery profiles observed with different affinities. a, In vivo phase diagrams observed 
for five affinities investigated initially. Concentrations correspond to those of the binding sites (not of the dimer and tetramer complexes). The red 
line highlights the diagonal, where the concentrations of binding sites of dimer and tetramers are equal. The grey dotted lines show the lower limit of 
concentrations that can be reliably estimated. b, Fluorescence recovery profiles of photobleached condensates for different interaction affinities between 
the components. Grey lines show individual experiments, the red line corresponds to the mean recovery and the transparent red area indicates the 
standard error. The mean recovery after 25 seconds and associated standard error are given for each affinity. 
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Extended Data Fig. 6 | Replicating the measurement of in vivo phase diagrams with four additional affinities. Phase diagrams measured for nine 
affinities. Five affinities come from replicating experiments shown in Extended Data Fig. 5, and four are new. Concentrations correspond to those of the 
binding sites (not of the dimer and tetramer complexes). The red line highlights the diagonal, where the concentrations of binding sites of dimer and 
tetramers are equal. The grey dotted lines show the lower limit of concentrations that can be reliably estimated. Affinities and mutations are indicated 
above. The N34V, R38T, double N34V/R38T and triple D33L/N34V/R38T mutants were added later to further investigate the out-of-equilibrium effect. 
The same number of randomly selected cells were plotted in all panels (n=4000) to allow comparing the density of points across plots. 
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Extended Data Fig. 7 | The mRNA coding for the dimer is released from condensates within minutes after the addition of puromycin. Cells were treated 
with a final concentration of 10 mM puromycin and mRNA release from the condensate was followed by time-lapse microscopy.
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