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#### Abstract

Control risk regression is a diffuse approach for meta-analysis about the effectiveness of a treatment, relating the measure of risk with which the outcome occurs in the treated group to that in the control group. The severity of illness is a source of between-study heterogeneity that can be difficult to measure. It can be approximated by the rate of events in the control group. Since the estimate is a surrogate for the underlying risk, it is prone to measurement error. Correction methods are necessary to provide reliable inference. This article illustrates the extent of measurement error effects under different scenarios, including departures from the classical normality assumption for the control risk distribution. The performance of different measurement error corrections is examined. Attention will be paid to likelihood-based structural methods assuming a distribution for the control risk measure and to functional methods avoiding the assumption, namely, a simulation-based method and two score function methods. Advantages and limits of the approaches are evaluated through simulation. In case of large heterogeneity, structural approaches are preferable to score methods, while score methods perform better for small heterogeneity and small sample size. The simulation-based approach has a satisfactory behavior whichever the examined scenario, with no convergence issues. The methods are applied to a meta-analysis about the association between diabetes and risk of Parkinson disease. The study intends to make researchers aware of the measurement error problem occurring in control risk regression and lead them to the use of appropriate correction techniques to prevent fallacious conclusions.
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## 1 | INTRODUCTION

Meta-analysis instruments are commonly adopted to evaluate the effectiveness of a treatment in clinical trials comparing a treatment group and a control group. ${ }^{1,2}$ Detecting and explaining heterogeneity between the studies are crucial, as heterogeneity can be a consequence of several factors, including differences in study designs, characteristics of patients enrolled, and clinical interventions. Although many sources of study heterogeneity can be quantified, some factors can be difficult to measure, as, for example, the severity of illness in patients. ${ }^{3}$ An approximation of the severity of illness
is given by the underlying risk or baseline risk for the patients in the control condition, a measure of the rate at which the outcome of interest occurs. This kind of information is typically not available at the population level, but it can be measured from the studies included in the meta-analysis through the control rate, that is, the rate of events in the control group. ${ }^{1-6}$ The inclusion of such information in the meta-analysis model gives rise to the so-called control risk regression. Control risk regression is an example of meta-regression, ${ }^{1}$ an extension of meta-analysis obtained through the inclusion of study-specific covariates useful to quantity the contribution of the differences among the studies to the overall heterogeneity. Criticism toward the use of meta-regression points out the risk of low power to detect relationships or of data dredging. ${ }^{7}$ Nevertheless, meta-regression is commonly adopted as an efficient alternative to the simple subgrouping of studies with different characteristics. ${ }^{8,9}$ The use of a surrogate for the measure of risk of the outcome from the studies included in the meta-analysis suggests that the available information is affected by error. The most known effect of measurement error is the attenuation bias, that is, a biased toward zero estimate of the estimator of the coefficient associated to the risk measure in control risk regression, under an additive and homoscedastic error on the baseline risk measure, see, for example, van Houwelingen et al. ${ }^{1}$ This article investigates the effects of measurement errors in inferential procedures including estimates of the parameters of interest in control risk regression, the evaluation of the associated variability, and the construction of confidence intervals. Attention is paid to classical scenarios where normality is assumed for the control risk distribution and to nonclassical scenarios with departures from the normality assumption. Correcting for the presence of measurement error is a necessary step for inference to be reliable. The last decade has seen the development of several approaches to face the measurement error problem in control risk regression. Proposals are primarily inspired by solutions developed in the long-established measurement error literature, ${ }^{10-13}$ which distinguishes between structural techniques, when a distribution for the mismeasured covariate is assumed, and functional techniques, that are free of assumptions on the mismeasured covariates. A comparison of some of the proposed correction methods has been carried out in Ghidey et al, ${ }^{14}$ namely, a structural solution represented by the likelihood approach under a Normal distribution for the underlying risk, ${ }^{15-17}$ the method of moments, and two functional methods, represented by conditional score and corrected score functions. ${ }^{11}$ The comparison performed through simulation includes the underlying risk following a Normal distribution or a mixture of Normals.

The article intends to deeply investigate the performance of the correction methods in control risk regression under different scenarios, with the aim of providing suggestions to choose the appropriate solution, in this way avoiding the risk of fallacious conclusions. The article extends the previous comparison carried out in Ghidey et al ${ }^{14}$ by including other measurement error solutions beyond the functional methods. Namely, the article considers the likelihood-based approach when the classical Normal distribution for the control risk measure is assumed and when a flexible alternative represented by the Skew-Normal distribution is adopted ${ }^{17}$ and a simulation based-technique. ${ }^{18}$ All the approaches are compared to the uncorrected weighted least squares regression ignoring the presence of measurement errors. The comparison is performed through simulation, including the underlying risk following a Normal distribution, a Skew-Normal distribution or a mixture of Normals, in scenarios with increasing sample size and between-study heterogeneity. In addition, data are simulated according to a two-step procedure with the aim of reflecting the control risk generation mechanism, instead of the usual simulation strategy which samples data directly from the model considered in the meta-analysis.

Characteristics of the competing approaches, either in terms of accuracy of inferential procedures and applicability with interest on convergence issues, are discussed. The methods are illustrated in a real data example about the association between diabetes and risk of Parkinson disease.

## 2 | BACKGROUND

Consider a meta-analysis of $n$ independent studies comparing a treated group and a control group, with the aim of evaluating the effectiveness of a common treatment. Let $\eta_{i}$ and $\xi_{i}, i=1, \ldots, n$, denote the true unobserved measure of risk in the treatment group and the true unobserved measure of risk in the control group for study $i$, respectively. Common measures of risk are the log-odds or the log-event rate. The true unobserved measure of risk in the control group $\xi_{i}$ is often called control risk or underlying risk. ${ }^{2}$ A well-established and computationally convenient model relating $\eta_{i}$ and $\xi_{i}$ is the linear regression model ${ }^{2,5,15,19}$

$$
\begin{equation*}
\eta_{i}=\beta_{0}+\beta_{1} \xi_{i}+\varepsilon_{i}, \quad \varepsilon_{i} \sim N\left(0, \tau^{2}\right) \tag{1}
\end{equation*}
$$

where $\tau^{2}$ is the residual variance describing the variation among studies in the treatment rate unexplained by the underlying risk, that is, due to factors different from the severity of illness. Let the sampling error $\varepsilon_{i}$ be independent of $\xi_{i}$.

Parameter $\beta_{1}$ represents the interest of the analysis, as it describes the relationship between the treatment rate and the underlying risk. The case $\beta_{1}=0$ indicates a treatment rate independent of the underlying risk, that is, a constant treatment rate equal to $\beta_{0}$, while the case $\beta_{1}=1$ indicates that when the risk in the control condition increases by a given amount, then the risk in the treatment group increases by the same amount. A different model can be formulated that considers the relationship between the treatment effect and the underlying risk. If the treatment effect is $\eta_{i}-\xi_{i}$, then model

$$
\eta_{i}-\xi_{i}=\beta_{0}^{*}+\beta_{1}^{*} \xi_{i}+\varepsilon_{i}, \quad \varepsilon_{i} \sim N\left(0, \tau^{2}\right)
$$

is a reparameterization of model (1), with $\left(\beta_{0}^{*}, \beta_{1}^{*}\right)^{\top}=(0,0)^{\top}$ being an indication of no treatment effect, see Ghidey et al. ${ }^{14}$ Increasing values of $\beta_{1}^{*}$ reflect a larger treatment effect for subjects with larger risks. Model formulation (1) has the advantage of independence between the risk measure in the treatment group and the risk measure in the control group, as they are computed on different subjects. The alternative formulation, conversely, gives rise to dependence between the measure of the treatment effect and the control risk, with the possibility of spurious correlation, see van Houwelingen et al ${ }^{1}$ and references therein. In the rest of this article, we will focus on relationship given in model (1). Inference is typically performed using the estimates $\hat{\eta}_{i}$ and $\hat{\xi}_{i}$ of $\eta_{i}$ and $\xi_{i}$, respectively, obtained as summary measures provided by each study. The simplest approach for analysis ${ }^{4}$ is a weighted least squares regression, with weights given by the inverse of the variance of the treatment rate. Large criticism toward the weighted least squares regression highlights that the approach does not account for the measurement error affecting $\hat{\eta}_{i}$ and $\hat{\xi}_{i}$ as they are estimated rather than true values obtained from each study included in the meta-analysis in form of summary measures. ${ }^{15}$ The main consequence of measurement error in both the variables of model (1) has been long recognized an estimate of $\beta_{1}$ biased toward zero. ${ }^{1,20}$ Actually, there are further effects of measurement errors on inferential conclusions, as it would be illustrated in the simulation studies. Over the past few decades, a huge literature has focused on the effects of measurement errors affecting covariates in regression models. Notable examples are included in the book-length reviews of measurement error correction techniques by, for example, Gustafson, ${ }^{10}$ Carroll et al, ${ }^{11}$ Buonaccorsi, ${ }^{12}$ and Yi, ${ }^{13}$ see also Keogh et al ${ }^{21}$ and Shaw et al. ${ }^{22}$ Consequences of ignoring the errors in variables are various, with negligible to substantial effects on inferential conclusions. The most known effect is the attenuation phenomenon, that is, a biased toward zero estimate of the slope in simple linear regression model when the covariate is mismeasured. The attenuation phenomenon occurs in case the measurement error affecting the covariate is classical and additive, that is, the observed measure $X^{*}$ is the sum of the true unobserved covariate $X$ plus an error component $U$, where $U$ is independent of $X$, with zero mean and constant variance, for example, Buonaccorsi. ${ }^{12(C h a p t e r s)}$. Outside this situation, as, for example, in case of nonlinear models or more complex error structures, effects are unpredictable (eg, Carroll et al ${ }^{11 \text { (Chapter3) })}$ and typically include reduced power of tests and empirical coverage probabilities far from the nominal level, usually underestimating it. When the unbiased and homoscedastic measurement error affects the response variable, consequences in linear regression models do not typically include bias of the estimators. The main effect is an increased variability of the observed data about the least squares fitted line if compared to the error-free data. Inferential procedures such as tests and confidence intervals remain valid, although less powerful. See, for example, Carroll et al. ${ }^{11(C h a p t e r 15)}$

In control risk regression, information available from each study included in the meta-analysis, either $\hat{\eta}_{i}$ or $\hat{\xi}_{i}$, is a summary measure of the outcome risk for the subjects belonging to that study. Accordingly, the measure is an estimate of the real $\eta_{i}$ or $\xi_{i}$ affected by the variability associated to the estimation process. In contrast to much of the literature focused on mismeasured covariates, measurement errors in control risk regression affect both the covariate and the response, as Ghidey et al ${ }^{14}$ point out. Issues in this framework have been relatively less explored and typically refer to situations where the mismeasured variables are independent, for example, Buonaccorsi. ${ }^{12(C h a p t e r 4)}$ In control risk regression, conversely, we cannot assume that the error in $\eta_{i}$ and the error in $\xi_{i}$ are independent, as they can reflect characteristics of the measurement procedure in the patients enrolled in the same study included in the meta-analysis.

## 3 | CORRECTION METHODS

Consider the measurement error model specifying the relationship between error-prone estimates $\left(\hat{\eta}_{i}, \hat{\xi}_{i}\right)^{\top}$ based on study $i$ and the corresponding error-free unobserved variables $\left(\eta_{i}, \xi_{i}\right)^{\top}$. A common choice is the bivariate Normal specification, namely,

$$
\begin{equation*}
\binom{\hat{\eta}_{i}}{\hat{\xi}_{i}} \left\lvert\,\binom{\eta_{i}}{\xi_{i}} \sim \operatorname{Normal}_{2}\left(\binom{\eta_{i}}{\xi_{i}}, \Gamma_{i}\right)\right., \tag{2}
\end{equation*}
$$

where the within-study variance/covariance matrix $\Gamma_{i}$ is specified using single study information. Model (2) assumes that $\left(\hat{\eta}_{i}, \hat{\xi}_{i}\right)^{\top}$ is an unbiased measure of the unknown $\left(\eta_{i}, \xi_{i}\right)^{\top}$, with an additive component accounting for residual variation, due, for example, to study characteristics in observational studies. In the rest of this article, the within-study variance/covariance matrix $\Gamma_{i}$ will be considered as known and denoted by $\hat{\Gamma}_{i}$. Matrix $\hat{\Gamma}_{i}$ is equal to that obtained from the information of each study. Considering the within-study variance-covariance matrix as known, when it is actually estimated from each study, is a common and convenient assumption in classical meta-analysis, usually justified by large sample size of each study in medical or epidemiological investigations. See Hamza et al ${ }^{23}$ and Bellio and Guolo ${ }^{24}$ for a discussion and innovative solutions in case the assumption is not satisfied.

## 3.1 | Structural methods

The structural approach to measurement error correction in terms of likelihood function requires the specification of the distribution for the underlying risk in the control condition $\xi_{i}$. Let $p_{i}\left(\xi_{i} ; \delta\right)$ be the associated density function, with parameter vector $\delta$. Let $p_{i}\left(\eta_{i} \mid \xi_{i} ; \psi\right)$ be the density function for the conditional outcome of the control risk regression model (1), with $\psi=\left(\beta_{0}, \beta_{1}, \tau^{2}\right)^{\top}$, and let $p_{i}\left(\hat{\eta}_{i}, \hat{\xi}_{i} \mid \eta_{i}, \xi_{i} ; \gamma_{i}\right)$ be the density function for the conditional outcome of the measurement error model (2), depending on the study-specific vector of parameters $\gamma_{i}$ which consists of the known elements of $\hat{\Gamma}_{i}$. The likelihood function for the whole parameter vector $\theta=\left(\psi^{\top}, \delta^{\top}\right)^{\top}$ is

$$
L(\theta)=\prod_{i=1}^{n} \iint p_{i}\left(\hat{\eta}_{i}, \hat{\xi}_{i} \mid \eta_{i}, \xi_{i} ; \gamma_{i}\right) p_{i}\left(\eta_{i} \mid \xi_{i} ; \psi\right) p_{i}\left(\xi_{i} ; \delta\right) d \eta_{i} d \xi_{i}
$$

For computational convenience, a Normal distribution for $\xi_{i}$ is usually assumed $\xi_{i} \sim N\left(\mu, \sigma^{2}\right)$, so that $\delta=\left(\mu, \sigma^{2}\right)^{\top}$. This leads to a closed-form expression of $L(\theta)\left(\mathrm{eg}, \mathrm{Guolo}^{17}\right)$,

$$
L(\theta)=\prod_{i=1}^{n} p_{i}\left(\hat{\eta}_{i}, \hat{\xi}_{i} ; \theta\right)
$$

where $p_{i}\left(\hat{\eta}_{i}, \hat{\xi}_{i} ; \theta\right)$ is the density function of a bivariate Normal distribution

$$
\binom{\hat{\eta}_{i}}{\hat{\xi}_{i}} \sim \operatorname{Normal}_{2}\left(\binom{\beta_{0}+\beta_{1} \mu}{\mu}, \hat{\Gamma}_{i}+\left[\begin{array}{cc}
\tau^{2}+\beta_{1}^{2} \sigma^{2} & \beta_{1} \sigma^{2} \\
\beta_{1} \sigma^{2} & \sigma^{2}
\end{array}\right]\right)
$$

Despite the computational advantage of a Normal specification for the underlying risk distribution, the choice does not allow to account for common forms of non-normality arising in applications, including skewness, bimodality, heavy tails, see for example, Guolo ${ }^{17}$ and Lee and Thompson. ${ }^{25}$ Specifications of the underlying risk distribution other than the Normal have been proposed in the literature. They include flexible solutions based on mixture of Normals, ${ }^{15}$ semiparametric specification, ${ }^{16}$ and the Skew-Normal distribution. ${ }^{17}$ While the proposals are shown to be satisfactory in terms of improved inference on variance components, computational difficulties related to the loss of the closed-form likelihood function can discourage the applicability. In this article, we will focus on the Skew-Normal specification illustrated in Guolo ${ }^{17}$ to deal with deviations from normality due to skewness. The approach has a feasible implementation and simulation studies in Reference 17 suggest that it does not suffer from numerical instabilities. Moreover, in case the underlying risk is actually normally distributed, then the Skew-Normal specification does not misrepresent the data as it includes the Normal distribution as a special case. Finally, the choice does not limit the standard likelihood theory to be applied.

Consider the underlying risk $\xi_{i}$ following the Skew-Normal distribution, ${ }^{26} \xi_{i} \sim S N(\mu, \sigma, \alpha)$, with density function

$$
\begin{equation*}
p_{\xi_{i}}\left(\xi_{i} ; \delta\right)=p_{\xi_{i}}\left(\xi_{i} ; \mu, \sigma, \alpha\right)=(2 / \sigma) \phi\left\{\left(\xi_{i}-\mu\right) / \sigma\right\} \Phi\left\{\alpha\left(\xi_{i}-\mu\right) / \sigma\right\} \tag{3}
\end{equation*}
$$

where $\delta=(\mu, \sigma, \alpha)^{\top}, \mu, \sigma, \alpha$ denote, respectively, the location, the scale, and the shape parameter, and $\phi(\cdot)$ and $\Phi(\cdot)$ represent the standard Normal density and distribution functions, respectively. The likelihood function

$$
\begin{equation*}
L(\theta)=\prod_{i=1}^{n} \int_{\mathbb{R}} p\left(\hat{\eta}_{i}, \hat{\xi}_{i} \mid \xi_{i} ; \gamma, \hat{\Gamma}_{i}\right) p\left(\xi_{i} ; \delta\right) d \xi_{i} \tag{4}
\end{equation*}
$$

does not have a closed-form expression and a numerical integration is needed, for example, via a Gauss-Hermite quadrature. Then, the maximum likelihood estimate (MLE) $\hat{\theta}$ of the whole parameter vector $\theta$ can be obtained by optimization routines in standard softwares.

In order to account for model misspecification, especially in terms of uncorrected specification of the distribution for $\xi_{i}$, the standard errors of the MLE can be obtained using the sandwich formula, see for example, Guolo. ${ }^{17}$ Let $\ell_{i}(\theta)$ be the $\log$-likelihood contribution of study $i$. The sandwich estimator of the variance-covariance matrix of $\hat{\theta}$ is

$$
\operatorname{cov}(\hat{\theta})=\left.n^{-1} J^{-1}(\theta) I(\theta) J^{-1}(\theta)\right|_{\theta=\hat{\theta}},
$$

where

$$
J(\theta)=n^{-1} \sum_{i=1}^{n} \frac{\partial^{2}}{\partial \theta \partial \theta^{\tau}} \ell_{i}(\theta)
$$

and

$$
I(\theta)=n^{-1} \sum_{i=1}^{n} \frac{\partial}{\partial \theta} \ell_{i}(\theta)\left\{\frac{\partial}{\partial \theta} \ell_{i}(\theta)\right\}^{\mathcal{T}}
$$

See, for example, Carroll et al. ${ }^{27(S e c t i o n A .6 .1) ~}$

## 3.2 | Functional methods

Differently from structural approaches, functional methods for measurement error correction do not make any assumption on the distribution of the unobserved underlying risk $\xi_{i}$. According to this view, parameters $\xi_{1}, \ldots, \xi_{n}$ are interpreted as additional nuisance components to be estimated. Thus, the total number of parameters increases with the sample size, giving rise to a framework where standard likelihood inference might fail, see for example, Severini. ${ }^{28}$ The use of functional methods has the advantage of robustness of the inferential conclusions to misspecification of the control risk distribution, although at the price of a loss of efficiency of the results with respect to fully parametric solutions.

### 3.2.1 | Score functions

In order to face the problem of increasing number of parameters, Ghidey et al ${ }^{14}$ refer to the methodology of unbiased estimating equations, by investigating two approaches developed in the measurement error literature and known as corrected score approach and conditional score approach. Both methods produce consistent estimators that are $M$-estimators, whose score function is unbiased in presence of measurement error, see also Carroll et al. ${ }^{11(C h a p t e r 7)}$

Starting from the estimating equations for $\left(\beta_{0}, \beta_{1}, \tau^{2}\right)^{\top}$, Ghidey et al ${ }^{14}$ derive the weighted estimating equations accounting for the size of the measurement error in study $i$. Let $\sigma_{\hat{\eta}_{i}}^{2}$ and $\sigma_{\hat{\xi}_{i}}^{2}$ denote the known variance of $\hat{\eta}_{i}$ and $\hat{\xi}_{i}$, respectively. Then, the corrected score equations for $\left(\beta_{0}, \beta_{1}, \tau^{2}\right)^{\top}$ are

$$
\begin{aligned}
& \sum_{i=1}^{n} \frac{\hat{\eta}_{i}-\beta_{0}-\beta_{1} \hat{\xi}_{i}}{\sigma_{\hat{\eta}_{i}}^{2}+\tau^{2}}=0, \\
& \sum_{i=1}^{n} \frac{\left(\hat{\eta}_{i}-\beta_{0}-\beta_{1} \hat{\xi}_{i}\right) \hat{\xi}_{i}+\beta_{1} \sigma_{\hat{\xi}_{i}}^{2}}{\sigma_{\hat{\eta}_{i}}^{2}+\tau^{2}}=0, \\
& \sum_{i=1}^{n} \frac{\sigma_{\hat{\eta}_{i}}^{2}+\tau^{2}+\beta_{1}^{2} \sigma_{\hat{\xi}_{i}}^{2}-\left(\hat{\eta}_{i}-\beta_{0}-\beta_{1} \hat{\xi}_{i}\right)^{2}}{\left(\sigma_{\hat{\eta}_{i}}^{2}+\tau^{2}\right)^{2}}=0 .
\end{aligned}
$$

The corrected estimates of $\left(\beta_{0}, \beta_{1}, \tau^{2}\right)^{\top}$ can be obtained through a Newton-Raphson algorithm and the associated standard error from the sandwich formula. The consistency of the resulting estimator is based only on the correct specification of the first and second moments of the sampling error $\varepsilon_{i}$, without any distributional assumption on $\xi_{i}$.

The conditional score approach developed in Stefanski and Carroll ${ }^{29}$ makes use of sufficient statistics to derive the parameters estimators. Ghidey et al ${ }^{14}$ obtain the conditional score equations for $\left(\beta_{0}, \beta_{1}, \tau^{2}\right)^{\top}$, namely,

$$
\begin{aligned}
& \sum_{i=1}^{n} \frac{\hat{\eta}_{i}-\beta_{0}-\beta_{1} \hat{\xi}_{i}}{\sigma_{\hat{\eta}_{i}}^{2}+\tau^{2}}=0 \\
& \sum_{i=1}^{n} \frac{\left(\hat{\eta}_{i}-\beta_{0}-\beta_{1} \hat{\xi}_{i}\right) \hat{\xi}_{i}}{\sigma_{\hat{\eta}_{i}}^{2}+\tau^{2}}+\frac{\beta_{1} \sigma_{\hat{\xi}_{i}}^{2}\left(\hat{\eta}_{i}-\beta_{0}-\beta_{1} \hat{\xi}_{i}\right)^{2}}{\left(\sigma_{\hat{\eta}_{i}}^{2}+\tau^{2}\right)\left(\sigma_{\hat{\eta}_{i}}^{2}+\tau^{2}+\beta_{1}^{2} \sigma_{\hat{\xi}_{i}}^{2}\right)}=0 \\
& \sum_{i=1}^{n} \frac{\sigma_{\hat{\eta}_{i}}^{2}+\tau^{2}+\beta_{1}^{2} \sigma_{\hat{\xi}_{i}}^{2}-\left(\hat{\eta}_{i}-\beta_{0}-\beta_{1} \hat{\xi}_{i}\right)^{2}}{\left(\sigma_{\hat{\eta}_{i}}^{2}+\tau^{2}\right)^{2}}=0
\end{aligned}
$$

As in the previous approach, the equations can be solved through a Newton-Raphson algorithm and the associated standard error can be obtained through the sandwich formula.

Simulation studies in Ghidey et $\mathrm{al}^{14}$ suggest that the approaches perform similarly when the measurement error is small. When the measurement error is large and the number of studies recruited in the meta-analysis is small, the conditional score approach is preferable as the associated estimator is more efficient. ${ }^{14}$

### 3.2.2 | Simulation-extrapolation

SIMEX is a simulation-based functional approach developed to estimate and reduce the effects of measurement errors affecting covariates, see Cook and Stefanski ${ }^{30}$ and Stefanski and Cook. ${ }^{31}$ The method has been originally developed to correct for additive errors, but it can be extended to any situation where the measurement error can be simulated via Monte Carlo procedures. SIMEX consists of two steps. In the first step, simulation is used to estimate the parameters in datasets generated with additional increasing measurement errors. In the second step, the relationship between the estimates and the amount of the added measurement error is established and used to extrapolate the estimate back to the case of no measurement error. As the approach focuses on the main model (1), its applicability with existing software is straightforward, in this way making it extremely appealing. ${ }^{17}$

Let $W_{i}=\left(\hat{\eta}_{i}, \hat{\xi}_{i}\right)^{\top}$ denote the vector of data from study $i$, with expected value $X_{i}=\left(\eta_{i}, \xi_{i}\right)^{\top}$ and known variance/covariance matrix $\hat{\Gamma}_{i}$ and let $\psi=\left(\beta_{0}, \beta_{1}, \tau^{2}\right)^{\top}$ denote the vector of parameters in model (1). In the simulation step, for any $\lambda \geq 0$ in a grid $\Lambda=\left\{0, \lambda_{1}, \ldots, \lambda_{M}\right\}$, additional independent measurement errors are generated $B$ times starting from the original data,

$$
W_{b, i}(\lambda)=W_{i}+\sqrt{\lambda} U_{b, i}, \quad b=1, \ldots, B, \quad i=1, \ldots, n
$$

where $U_{b, i}$ is a vector of mutually independent pseudo-errors, independent of $X_{i}$, and generated from a Normal distribution with zero mean and variance/covariance matrix $\hat{\Gamma}_{i}$. The new mismeasured variable $W_{b, i}(\lambda)$ has expected value equal to $X_{i}$ and variance/covariance matrix equal to $(1+\lambda) \hat{\Gamma}_{i}$. Its mean squared error $\operatorname{MSE}\left\{W_{b, i}(\lambda)\right\}=E\left\{\left(W_{b, i}(\lambda)-X_{i}\right)^{2} \mid X_{i}\right\}$ equals zero when $\lambda=-1$. Once the additional mismeasured data are available, the estimate $\hat{\psi}_{b}(\lambda)$ of $\psi$ for given $b$ and $\lambda$ is obtained, by applying the uncorrected or naive model, for example, the weighted least squares regression, ${ }^{4}$ to data $W_{b, i}, i=1, \ldots, n$. The simulation step ends with the average of the estimates over $b$ for a fixed $\lambda$,

$$
\hat{\psi}(\lambda)=B^{-1} \sum_{b=1}^{B} \hat{\psi}_{b}(\lambda)
$$

The extrapolation step determines a relationship between $\hat{\psi}(\lambda)$ and $\lambda$, one parameter at a time. The relationship is extrapolated back to the case of no measurement error, that is, to $\lambda=-1$. The resulting estimate is the SIMEX estimate $\hat{\psi}_{\text {SIMEX }}$.

The variance/covariance matrix associated to $\hat{\psi}_{\text {SIMEX }}$ can be easily calculated when the measurement error variance/covariance matrix is known or estimated well enough, see Stefanski and Cook ${ }^{31}$ and Carroll et al. ${ }^{11(A p p e n d i x B .4)}$ Let $\hat{s}_{b}^{2}(\lambda)$ denote the estimated model-based variance/covariance matrix of $\hat{\psi}_{b}(\lambda)$ obtained from the naive model and let $\hat{S}^{2}(\lambda)$ be the average of $\hat{s}_{b}^{2}(\lambda)$ over $b$,

$$
\hat{s}^{2}(\lambda)=B^{-1} \sum_{b=1}^{B} \hat{s}_{b}^{2}(\lambda)
$$

Let $s_{\Delta}^{2}(\lambda)$ denote the sample variance/covariance matrix of terms $\hat{\psi}_{b}(\lambda), b=1, \ldots, B$. The variance/covariance matrix of $\hat{\psi}_{\text {SIMEX }}$ is obtained by extrapolating back the relationship between the components of the difference $\hat{s}^{2}(\lambda)-s_{\Delta}^{2}(\lambda)$ and $\lambda$ to the case $\lambda=-1$, one parameter at a time.

## 4 | SIMULATION STUDY

Several simulation studies have been conducted to investigate the performance of the structural and functional methods in terms of accuracy of inferential results. The likelihood approach under the Normal and the Skew-Normal specification for the control risk distribution, corrected score, conditional score, and SIMEX are compared to the uncorrected weighted least squares regression, ${ }^{4}$ also referred to as the naive approach. Simulations are implemented in the R programming language. ${ }^{32}$

## 4.1 | Set-up

Data simulation follows a two-stage procedure. In the first stage, values for $\xi_{i}$ are generated according to one of the following choices:

1. A standard Normal distribution;
2. A Skew-Normal distribution $\operatorname{SN}(0,1,1)$, in order to investigate the performance of the methods under skewness of the risk distribution;
3. A mixture of Normal distributions, in order to investigate the performance of the methods under bimodality of the risk distribution, namely,

$$
\pi N\left(-(1-\pi) \mu, \sigma^{2}\right)+(1-\pi) N\left(\pi \mu, \sigma^{2}\right)
$$

where $\pi=0.25, \mu=1.5, \sigma^{2}=0.05$.
Values of $\eta_{i}$ are generated following relationship (1) with $\left(\beta_{0}, \beta_{1}\right)^{\top}=(0,1)^{\top}$. The parameter choice reflects the case of no relationship between the treatment benefit $\eta_{i}-\xi_{i}$ and the underlying risk $\xi_{i}$, for example, Ghidey et al. ${ }^{14}$ In the second stage, values of $\hat{\eta}_{i}$ and $\hat{\xi}_{i}$ are obtained conditionally on $\left(\eta_{i}, \xi_{i}\right)^{\top}$ for each study, by distinguishing two scenarios:
(i) $\eta_{i}$ and $\xi_{i}$ are the log-odds in the treatment group and in the control group for study $i$, respectively; their observed versions are measured as

$$
\begin{equation*}
\hat{\eta}_{i}=\log \left(\frac{y_{i}}{n_{T_{i}}-y_{i}}\right), \quad \hat{\xi}_{i}=\log \left(\frac{x_{i}}{n_{C_{i}}-x_{i}}\right) \tag{5}
\end{equation*}
$$

where $y_{i}$ and $x_{i}$ are the observed number of events in the treatment group and in the control group for study $i$, respectively, and $n_{T_{i}}$ and $n_{C_{i}}$ are the number of treated and controls, respectively; thus, $y_{i}$ and $x_{i}$ are generated as follows, ${ }^{15}$

$$
Y_{i} \sim \operatorname{Binomial}\left(n_{T_{i}}, \frac{e^{\eta_{i}}}{1+e^{\eta_{i}}}\right), \quad X_{i} \sim \operatorname{Binomial}\left(n_{C_{i}}, \frac{e^{\xi_{i}}}{1+e^{\xi_{i}}}\right)
$$

the numbers of treated and controls are generated from a Uniform distribution on $[15,200]$. For structural approaches, matrix $\hat{\Gamma}_{i}$ is obtained as

$$
\hat{\Gamma}_{i}=\left[\begin{array}{cc}
y_{i}^{-1}+\left(n_{T_{i}}-y_{i}\right)^{-1} & 0  \tag{6}\\
0 & x_{i}^{-1}+\left(n_{C_{i}}-x_{i}\right)^{-1}
\end{array}\right] .
$$

The correlation between $\hat{\eta}_{i}$ and $\hat{\xi}_{i}$ is zero as the estimates of $\eta_{i}$ and $\xi_{i}$ are computed on different subjects, treated and controls, respectively;
(ii) $\eta_{i}$ and $\xi_{i}$ are the log event rate in the treatment group and in the control group for study $i$, respectively; their observed versions are measured as

$$
\hat{\eta}_{i}=\log \left(\frac{y_{i}}{n_{y_{i}}}\right) \quad \text { and } \quad \hat{\xi}_{i}=\log \left(\frac{x_{i}}{n_{x_{i}}}\right) \text {, }
$$

where $y_{i}$ and $x_{i}$ are the observed number of events in the treatment group and in the control group for study $i$, respectively, and $n_{y_{i}}$ and $n_{x_{i}}$ are the number of person-years in the treatment group and in the control group, respectively; thus, $y_{i}$ and $x_{i}$ are generated as follows, ${ }^{15}$

$$
Y_{i} \sim \operatorname{Poisson}\left(n_{y_{i}} e^{\eta_{i}}\right) \quad \text { and } \quad X_{i} \sim \operatorname{Poisson}\left(n_{x_{i}} e^{\xi_{i}}\right) ;
$$

the numbers of person-years in the treatment group and in the control group are generated from a Uniform distribution on [100, 5000]. For structural approaches, matrix $\hat{\Gamma}_{i}$ is still obtained as a diagonal matrix,

$$
\hat{\Gamma}_{i}=\left[\begin{array}{cc}
y_{i}^{-1} & 0 \\
0 & x_{i}^{-1}
\end{array}\right] .
$$

For each scenario, increasing values of the variance component are considered, $\tau^{2} \in\{0.1,0.5,0.9,1.5\}$, as well as increasing values of the number of studies included in the meta-analysis, $n \in\{10,20,50\}$. One thousand datasets are generated for each scenario and each combination of sample size $n$ and variance $\sigma^{2}$. Likelihood maximization, based on the Nelder and Mead algorithm, ${ }^{33}$ employs the weighted least squares estimates as starting values. Numerical integration needed for likelihood maximization in case of Skew-Normal specification of the distribution of $\xi_{i}$ is performed through a Gauss-Hermite quadrature.

The application of SIMEX considers $\lambda$ assuming values on $\Lambda=\{0.0,0.5,1.0,1.5,2.0\}$, following the conventional choice in the literature. Similarly, the number of remeasured datasets $B$ is fixed at 200. The quadratic extrapolation function is chosen to model the relationship between $\hat{\psi}(\lambda)$ and $\lambda$, given its numerical stability with respect to alternatives, see Carroll et al. ${ }^{11(\text { Section5.3.2) }}$

## 4.2 | Results

Results for scenario (i) are graphically reported in terms of empirical coverage probabilities of confidence intervals at nominal level 0.95 for $\beta_{1}$ (Figures 1-3) and numerically reported in terms of bias, standard deviation of the estimates, and estimated standard error of the estimator of the variance component $\tau^{2}$ (Tables 1-3). Analogous results for the estimators of $\beta_{0}$ and $\beta_{1}$ and empirical coverage probabilities of confidence intervals at nominal level 0.95 for $\beta_{0}$ are reported in the Supplementary Material. The Supplementary Material contains also the values of the empirical coverage probabilities for $\beta_{0}$ and $\beta_{1}$ and the associated Monte Carlo standard error (eg, Morris et al. ${ }^{34}$ ). Analogous results for scenario (ii) are reported in the Supplementary Material.

As expected, the weighted least squares approach provides unsatisfactory results, with empirical coverage probabilities for $\beta_{1}$ below the $95 \%$ target level. Such a behavior appears whichever the distribution of the underlying risk, and it does not ameliorate increasing the sample size. This is a consequence of the downward bias of $\beta_{1}$ (Tables S5-S7 in the Supplementary Material), which turns out in confidence intervals centered on a value far from the target level, with standard error that reduces as the sample size increases. The unsatisfactory performance is more evident in case of small


FIGURE 1 Empirical coverage probabilities of confidence intervals for $\beta_{1}$ from uncorrected approach (NAIVE), likelihood approach under a Normal specification (LIKELIHOOD) or a Skew-Normal specification (SKEW-NORMAL) for the underlying risk distribution, SIMEX, corrected score, and conditional score, on the basis of 1000 replicates of simulation scenario (i). Underlying risk normally distributed


FIGURE 2 Empirical coverage probabilities of confidence intervals for $\beta_{1}$ from uncorrected approach (NAIVE), likelihood approach under a Normal specification (LIKELIHOOD) or a Skew-Normal specification (SKEW-NORMAL) for the underlying risk distribution, SIMEX, corrected score, and conditional score, on the basis of 1000 replicates of simulation scenario (i). Underlying risk distributed as a mixture of Normals

$$
\tau^{2}=0.1
$$






FIGURE 3 Empirical coverage probabilities of confidence intervals for $\beta_{1}$ from uncorrected approach (NAIVE), likelihood approach under a Normal specification (LIKELIHOOD) or a Skew-Normal specification (SKEW-NORMAL) for the underlying risk distribution, SIMEX, corrected score and conditional score, on the basis of 1000 replicates of simulation scenario (i). Underlying risk distributed as a Skew-Normal
between-study variance $\tau^{2}$. A similar behavior affects inference on $\beta_{0}$, see the corresponding results in the Supplementary Material (Tables S1-S3 and Figures S1-S3).

Likelihood solutions, using a Normal specification or a Skew-Normal specification of the underlying risk distribution, provide almost unbiased estimators of the regression parameters $\beta_{0}$ and $\beta_{1}$ under all the examined situations, as expected from a theoretical point of view. See the corresponding results in the Supplementary Material (Tables S1-S3 and Tables S5-S7). Conversely, the estimators of the between-study variance $\tau^{2}$ are affected and tend to underestimate the true value. The bias remarkably increases with $\tau^{2}$, see Tables 1 to 3 . Increasing the sample size is helpful to reduce the bias as well as the standard errors of the estimators. The discrepancy between the standard deviation of the estimators of $\tau^{2}$ and the corresponding average standard errors is a consequence of the assumptions on the distribution of $\xi_{i}$ made in the structural approaches. Mean squared error associated to likelihood-based solutions increases with $\tau^{2}$, and it appears to be substantial with reference to the estimator of $\tau^{2}$, as a consequence of the large bias. See the results in the Supplementary Material, namely, Figures S 1 to S 3 with reference to the estimators of $\beta_{0}$, Figures S 7 to S 9 with reference to the estimators of $\beta_{1}$, and Figures S10 to S12 with reference to the estimators of $\tau^{2}$. Such a behavior emerges under a Normal distribution for the underlying risk and is even more evident under departures from normality. As expected, the mean squared error largely reduces increasing the sample size. The biased estimates of $\tau^{2}$ affect the empirical coverage probabilities for the regression coefficients, that are far from the target level, especially for small $n$. Improvements are obtained with increasing sample size. With $n=50$ the empirical coverage probabilities are very close to the target level. See Figures 1 to 3 and Table S 8 with reference to $\beta_{1}$, and Figures S 4 to S 6 and Table S 4 with reference to $\beta_{0}$. A slightly better performance in terms of empirical coverage probabilities is obtained when a Skew-Normal specification for the distribution of $\xi_{i}$ is adopted in place of the Normal specification, for large $\tau^{2}$ and $\xi_{i}$ not normally distributed (Figures 2 and 3).

Score functions reveal helpful to improve on likelihood-based approaches in terms of empirical coverage probabilities of confidence intervals for $\beta_{1}$ in case of small sample size and small values of the between-study variance $\tau^{2}$. See, for example, the results when the underlying risk is distributed as a Normal (Figure 1) or as a mixture of Normals (Figure 2). The result is even more evident with reference to $\beta_{0}$, see the corresponding empirical coverage probabilities in Figures S4 to S6 and in Table S4 in the Supplementary Material. Conversely, likelihood solutions tend to perform similarly or even better, in case of large $\tau^{2}$, see Tables 1 to 3 . With respect to the estimation of $\tau^{2}$, both the corrected score and the conditional score are preferable to the likelihood-based solutions, as they provide estimators with a reduced bias and a reduced standard error, especially for large $\tau^{2}$, whichever the underlying risk distribution. This result translates into a

TABLE 1 Bias and standard deviation (SD) of the estimates of $\tau^{2}$, and average of the estimated standard errors (SE) obtained from uncorrected approach (NAIVE), likelihood analysis under a Normal or a Skew-Normal specification of the distribution of $\xi$, corrected score, conditional score, SIMEX, on the basis of 1000 replicates of simulation scenario (i)

| $\tau^{2}$ | Method | Bias | SD | SE | Mean | SD | SE | Mean | SD | SE |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 0.1 |  | $n=10$ |  |  | $n=20$ |  |  | $n=50$ |  |  |
|  | NAIVE | 0.066 | 0.091 | 0.083 | 0.163 | 0.102 | 0.088 | 0.133 | 0.057 | 0.048 |
|  | LIKELIHOOD | -0.037 | 0.068 | 0.031 | -0.029 | 0.067 | 0.034 | -0.009 | 0.040 | 0.023 |
|  | SKEW-NORMAL | -0.037 | 0.069 | 0.031 | -0.029 | 0.068 | 0.034 | -0.009 | 0.040 | 0.023 |
|  | CORRECTED SCORE | -0.014 | 0.067 | 0.144 | 0.007 | 0.069 | 0.136 | -0.008 | 0.042 | 0.071 |
|  | CONDITIONAL SCORE | -0.014 | 0.067 | 0.143 | 0.007 | 0.069 | 0.139 | -0.008 | 0.043 | 0.070 |
|  | SIMEX | -0.001 | 0.111 | 0.146 | 0.014 | 0.105 | 0.117 | 0.010 | 0.056 | 0.056 |
| 0.5 |  | $n=10$ |  |  | $n=20$ |  |  | $n=50$ |  |  |
|  | NAIVE | 0.011 | 0.274 | 0.255 | 0.177 | 0.257 | 0.226 | 0.171 | 0.156 | 0.137 |
|  | LIKELIHOOD | -0.139 | 0.239 | 0.238 | -0.090 | 0.210 | 0.236 | -0.033 | 0.129 | 0.166 |
|  | SKEW-NORMAL | -0.139 | 0.241 | 0.243 | -0.090 | 0.210 | 0.239 | -0.033 | 0.129 | 0.167 |
|  | CORRECTED SCORE | -0.129 | 0.241 | 0.155 | -0.079 | 0.214 | 0.141 | -0.032 | 0.132 | 0.087 |
|  | CONDITIONAL SCORE | -0.129 | 0.241 | 0.155 | -0.079 | 0.214 | 0.140 | -0.032 | 0.132 | 0.087 |
|  | SIMEX | 0.015 | 0.331 | 0.381 | 0.044 | 0.265 | 0.270 | 0.036 | 0.150 | 0.147 |
| 0.9 |  | $n=10$ |  |  | $n=20$ |  |  | $n=50$ |  |  |
|  | NAIVE | -0.028 | 0.456 | 0.436 | 0.226 | 0.440 | 0.375 | 0.182 | 0.240 | 0.221 |
|  | LIKELIHOOD | -0.261 | 0.372 | 0.496 | -0.151 | 0.306 | 0.484 | -0.087 | 0.201 | 0.347 |
|  | SKEW-NORMAL | -0.256 | 0.375 | 0.508 | -0.152 | 0.307 | 0.488 | -0.086 | 0.201 | 0.349 |
|  | CORRECTED SCORE | -0.229 | 0.394 | 0.182 | -0.148 | 0.317 | 0.155 | -0.086 | 0.204 | 0.105 |
|  | CONDITIONAL SCORE | -0.228 | 0.393 | 0.180 | -0.148 | 0.317 | 0.154 | -0.086 | 0.204 | 0.104 |
|  | SIMEX | 0.019 | 0.536 | 0.599 | 0.034 | 0.380 | 0.386 | 0.040 | 0.234 | 0.234 |
| 1.5 |  | $n=10$ |  |  | $n=20$ |  |  | $n=50$ |  |  |
|  | NAIVE | -0.077 | 0.753 | 0.711 | 0.210 | 0.612 | 0.570 | 0.213 | 0.363 | 0.350 |
|  | LIKELIHOOD | -0.549 | 0.440 | 0.836 | -0.317 | 0.430 | 0.924 | -0.109 | 0.326 | 0.757 |
|  | SKEW-NORMAL | -0.547 | 0.450 | 0.841 | $-0.317$ | 0.433 | 0.930 | $-0.105$ | 0.328 | 0.761 |
|  | CORRECTED SCORE | -0.344 | 0.657 | 0.231 | -0.216 | 0.534 | 0.198 | -0.106 | 0.327 | 0.133 |
|  | CONDITIONAL SCORE | -0.344 | 0.657 | 0.229 | $-0.216$ | 0.535 | 0.196 | $-0.106$ | 0.327 | 0.133 |
|  | SIMEX | 0.085 | 0.892 | 0.987 | 0.097 | 0.631 | 0.643 | 0.091 | 0.362 | 0.373 |

Note: Underlying risk normally distributed.
much smaller mean squared error, whichever the underlying risk distribution (Figures S10-S12 in the Supplementary Material). Such a behavior is in line with previous findings in Ghidey et al. ${ }^{14}$ The score functions approaches tend to perform similarly, the only difference being a slightly reduced standard error of the estimators of the parameters $\beta_{0}$ and $\beta_{1}$ from the conditional score function with respect to the corrected score function, see Tables S 1 to S 3 and Tables S 5 to S7 in the Supplementary Material. The difference is more evident in case of small sample size and in case of deviations from the normality for the underlying risk distribution. The estimators of $\tau^{2}$ perform similarly, see Tables 1 to 3 . No relevant differences are experienced in terms of empirical coverage probabilities for the estimators of the regression coefficients (Figures 1-3 and Table S8).

Results from SIMEX are largely satisfactory. Bias of the estimators of $\beta_{0}$ and $\beta_{1}$ is small whichever the examined scenario and it is not affected by the sample size or the increasing between-study variance $\tau^{2}$, see Tables S1 to S3 and Tables S 5 to S 7 in the Supplementary Material. SIMEX estimator of $\beta_{1}$ is less biased than the estimator provided by

TABLE 2 Bias and standard deviation (SD) of the estimates of $\tau^{2}$, and average of the estimated standard errors (SE) obtained from uncorrected approach (NAIVE), likelihood analysis under a Normal or a Skew-Normal specification of the distribution of $\xi$, corrected score, conditional score, SIMEX, on the basis of 1000 replicates of simulation scenario (i)

| $\tau^{2}$ | Method | Bias | SD | SE | Mean | SD | SE | Mean | SD | SE |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 0.1 |  | $n=10$ |  |  | $n=20$ |  |  | $n=50$ |  |  |
|  | NAIVE | 0.056 | 0.078 | 0.078 | 0.096 | 0.070 | 0.065 | 0.116 | 0.050 | 0.044 |
|  | LIKELIHOOD | -0.031 | 0.067 | 0.032 | -0.021 | 0.058 | 0.028 | -0.010 | 0.038 | 0.022 |
|  | SKEW-NORMAL | -0.032 | 0.067 | 0.032 | -0.022 | 0.058 | 0.031 | -0.009 | 0.037 | 0.022 |
|  | CORRECTED SCORE | -0.012 | 0.064 | 0.137 | -0.013 | 0.057 | 0.107 | -0.012 | 0.041 | 0.073 |
|  | CONDITIONAL SCORE | -0.012 | 0.064 | 0.134 | -0.013 | 0.058 | 0.106 | -0.012 | 0.041 | 0.072 |
|  | SIMEX | 0.006 | 0.099 | 0.130 | 0.009 | 0.079 | 0.084 | 0.009 | 0.049 | 0.050 |
| 0.5 |  | $n=10$ |  |  | $n=20$ |  |  | $n=50$ |  |  |
|  | NAIVE | -0.001 | 0.260 | 0.249 | 0.087 | 0.202 | 0.196 | 0.149 | 0.150 | 0.132 |
|  | LIKELIHOOD | -0.124 | 0.241 | 0.252 | -0.083 | 0.174 | 0.209 | -0.047 | 0.119 | 0.155 |
|  | SKEW-NORMAL | -0.120 | 0.244 | 0.257 | -0.079 | 0.175 | 0.214 | -0.040 | 0.122 | 0.159 |
|  | CORRECTED SCORE | -0.116 | 0.235 | 0.154 | -0.087 | 0.176 | 0.123 | -0.046 | 0.120 | 0.084 |
|  | CONDITIONAL SCORE | -0.116 | 0.235 | 0.152 | -0.086 | 0.176 | 0.122 | -0.045 | 0.120 | 0.084 |
|  | SIMEX | 0.023 | 0.320 | 0.367 | 0.015 | 0.215 | 0.226 | 0.030 | 0.142 | 0.141 |
| 0.9 |  | $n=10$ |  |  | $n=20$ |  |  | $n=50$ |  |  |
|  | NAIVE | 0.119 | 0.628 | 0.510 | 0.100 | 0.361 | 0.333 | 0.159 | 0.238 | 0.216 |
|  | LIKELIHOOD | -0.276 | 0.362 | 0.489 | -0.146 | 0.292 | 0.482 | -0.078 | 0.206 | 0.355 |
|  | SKEW-NORMAL | -0.267 | 0.374 | 0.500 | -0.136 | 0.304 | 0.499 | -0.075 | 0.210 | 0.356 |
|  | CORRECTED SCORE | -0.244 | 0.397 | 0.183 | -0.142 | 0.301 | 0.153 | -0.077 | 0.208 | 0.105 |
|  | CONDITIONAL SCORE | -0.243 | 0.397 | 0.180 | -0.141 | 0.302 | 0.152 | -0.077 | 0.208 | 0.105 |
|  | SIMEX | 0.000 | 0.543 | 0.585 | 0.045 | 0.374 | 0.384 | 0.053 | 0.237 | 0.234 |
| 1.5 |  | $n=10$ |  |  | $n=20$ |  |  | $n=50$ |  |  |
|  | NAIVE | -0.130 | 0.699 | 0.685 | 0.390 | 0.795 | 0.630 | 0.267 | 0.408 | 0.361 |
|  | LIKELIHOOD | -0.556 | 0.457 | 0.826 | -0.304 | 0.398 | 0.892 | -0.136 | 0.327 | 0.727 |
|  | SKEW-NORMAL | -0.546 | 0.458 | 0.832 | -0.305 | 0.394 | 0.892 | -0.133 | 0.319 | 0.727 |
|  | CORRECTED SCORE | $-0.384$ | 0.596 | 0.227 | -0.233 | 0.480 | 0.189 | -0.133 | 0.328 | 0.130 |
|  | CONDITIONAL SCORE | -0.384 | 0.596 | 0.223 | -0.233 | 0.480 | 0.187 | -0.133 | 0.328 | 0.129 |
|  | SIMEX | 0.034 | 0.828 | 0.948 | 0.072 | 0.590 | 0.611 | 0.085 | 0.372 | 0.367 |

Note: Underlying risk distributed as a mixture of Normals.
likelihood-based solutions, especially in case of small sample size $n=10$. Similarly, the SIMEX estimator of $\tau^{2}$ has a small bias, outperforming alternative approaches for small $n$, with substantial improvement over likelihood-based solutions (Tables 1-3). The price to pay is a larger standard error, which reflects the simulation-based nature of the correction method. Increasing the sample size reduces the standard error, sometimes markedly, as it happens for large $\tau^{2}$, if compared to likelihood-based solutions. Globally, the standard deviations of the estimators of $\tau^{2}$ are consistent with the estimated standard errors. The mean square error of the estimators is smaller than that from the likelihood-based approaches, especially when the inferential interest is on $\tau^{2}$ (Figures S10-S12 in the Supplementary Material), and slightly larger with respect to the score approaches. Empirical coverage probabilities of confidence intervals for $\beta_{1}$ tend to be closer to the target level than competing approaches, with emphasis in case of small sample size and moderate to large between-study variance. Advantages are evident in case of skewness of the underlying risk distribution, see Figure 3 and Table S4.

TABLE 3 Bias and standard deviation (SD) of the estimates of $\tau^{2}$, and average of the estimated standard errors (SE) obtained from uncorrected approach (NAIVE), likelihood analysis under a Normal or a Skew-Normal specification of the distribution of $\xi$, corrected score, conditional score, SIMEX, on the basis of 1000 replicates of simulation scenario (i)

| $\tau^{2}$ | Method | Bias | SD | SE | Mean | SD | SE | Mean | SD | SE |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 0.1 |  | $n=10$ |  |  | $n=20$ |  |  | $n=50$ |  |  |
|  | NAIVE | 0.073 | 0.089 | 0.087 | 0.238 | 0.169 | 0.113 | 0.171 | 0.077 | 0.055 |
|  | LIKELIHOOD | -0.032 | 0.069 | 0.033 | -0.019 | 0.080 | 0.038 | -0.007 | 0.044 | 0.025 |
|  | SKEW-NORMAL | -0.032 | 0.070 | 0.033 | -0.016 | 0.082 | 0.044 | -0.007 | 0.044 | 0.025 |
|  | CORRECTED SCORE | -0.008 | 0.068 | 0.145 | 0.016 | 0.088 | 0.143 | -0.006 | 0.050 | 0.084 |
|  | CONDITIONAL SCORE | -0.008 | 0.068 | 0.143 | 0.017 | 0.089 | 0.137 | -0.006 | 0.050 | 0.082 |
|  | SIMEX | 0.011 | 0.108 | 0.149 | 0.020 | 0.125 | 0.128 | 0.016 | 0.064 | 0.062 |
| 0.5 |  | $n=10$ |  |  | $n=20$ |  |  | $n=50$ |  |  |
|  | NAIVE | 0.029 | 0.274 | 0.264 | 0.207 | 0.262 | 0.236 | 0.218 | 0.178 | 0.147 |
|  | LIKELIHOOD | -0.130 | 0.239 | 0.255 | -0.094 | 0.205 | 0.236 | -0.038 | 0.127 | 0.167 |
|  | SKEW-NORMAL | -0.134 | 0.239 | 0.254 | -0.093 | 0.211 | 0.239 | -0.039 | 0.127 | 0.167 |
|  | CORRECTED SCORE | -0.121 | 0.234 | 0.161 | -0.085 | 0.207 | 0.145 | -0.037 | 0.132 | 0.091 |
|  | CONDITIONAL SCORE | -0.121 | 0.234 | 0.159 | -0.084 | 0.208 | 0.142 | -0.037 | 0.132 | 0.090 |
|  | SIMEX | 0.028 | 0.328 | 0.394 | 0.039 | 0.259 | 0.278 | 0.040 | 0.151 | 0.154 |
| 0.9 |  | $n=10$ |  |  | $n=20$ |  |  | $n=50$ |  |  |
|  | NAIVE | -0.004 | 0.460 | 0.448 | 0.271 | 0.447 | 0.390 | 0.260 | 0.268 | 0.237 |
|  | LIKELIHOOD | -0.264 | 0.362 | 0.511 | -0.146 | 0.316 | 0.519 | -0.060 | 0.213 | 0.376 |
|  | SKEW-NORMAL | -0.261 | 0.369 | 0.520 | -0.152 | 0.312 | 0.514 | -0.060 | 0.212 | 0.376 |
|  | CORRECTED SCORE | -0.238 | 0.388 | 0.189 | -0.135 | 0.342 | 0.168 | -0.059 | 0.216 | 0.110 |
|  | CONDITIONAL SCORE | -0.237 | 0.387 | 0.186 | -0.134 | 0.342 | 0.165 | -0.059 | 0.217 | 0.109 |
|  | SIMEX | 0.029 | 0.535 | 0.624 | 0.069 | 0.410 | 0.428 | 0.072 | 0.248 | 0.247 |
| 1.5 |  | $n=10$ |  |  | $n=20$ |  |  | $n=50$ |  |  |
|  | NAIVE | -0.131 | 0.714 | 0.685 | 0.409 | 0.709 | 0.636 | 0.298 | 0.413 | 0.367 |
|  | LIKELIHOOD | -0.577 | 0.443 | 0.806 | -0.291 | 0.438 | 0.936 | -0.127 | 0.333 | 0.737 |
|  | SKEW-NORMAL | -0.575 | 0.438 | 0.809 | $-0.290$ | 0.441 | 0.942 | $-0.130$ | 0.334 | 0.736 |
|  | CORRECTED SCORE | -0.381 | 0.634 | 0.229 | -0.176 | 0.541 | 0.200 | -0.126 | 0.338 | 0.132 |
|  | CONDITIONAL SCORE | -0.380 | 0.635 | 0.225 | $-0.174$ | 0.541 | 0.196 | -0.126 | 0.338 | 0.131 |
|  | SIMEX | 0.042 | 0.863 | 0.963 | 0.144 | 0.645 | 0.656 | 0.075 | 0.376 | 0.370 |

Note: Underlying risk distributed as a Skew-Normal.

An additional simulation has been carried out to compare the methods in case of large sample size, equal to 100 . The examined scenario refers to the Normal distribution for the underlying risk. Results are reported in the Supplementary Material (Table S9 and Figures S13-S17). Under such a large sample size, the behavior of the competing methods is comparable (Table S9), and superior to that of the naive analysis, in line with the findings in Ghidey et al ${ }^{14}$ referred to the score functions and the likelihood-based solution. Efficiency in terms of mean squared error is similar when inference is on the regression parameters $\beta_{0}$ and $\beta_{1}$ (Figures S13 and S14). A similar result holds when interest is on the between-study variance $\tau^{2}$, although likelihood-based estimators tend to have larger mean squared error for large $\tau^{2}$ (Figure S15). Nevertheless, the mean squared error reaches small values if compared to scenarios with reduced sample size, as expected. Empirical coverage probabilities of confidence intervals for $\beta_{0}$ and $\beta_{1}$ are closer to the target $95 \%$ level under all the approaches, providing an evident amelioration over the naive analysis (Figures S16 and S17).

TABLE 4 Parkinson disease data

| Study | Cases of Parkinson disease |  | Controls |  |
| :---: | :---: | :---: | :---: | :---: |
|  | Events | Total | Events | Total |
| 1 | 6 | 35 | 12 | 105 |
| 2 | 6 | 178 | 58 | 534 |
| 3 | 18 | 212 | 8 | 175 |
| 4 | 12 | 74 | 18 | 148 |
| 5 | 11 | 93 | 26 | 93 |
| 6 | 13 | 196 | 17 | 196 |
| 7 | 10 | 249 | 39 | 368 |
| 8 | 13 | 318 | 31 | 318 |
| 9 | 18 | 197 | 24 | 197 |
| 10 | 17 | 228 | 29 | 228 |
| 11 | 26 | 352 | 61 | 484 |
| 12 | 48 | 13695 | 223 | 68445 |
| 13 | 126 | 1931 | 482 | 9651 |
| 14 | 291 | 3637 | 308 | 3637 |

Note: Number of events and totals in the diabetes group and in the control group in the meta-analysis of Lu et al. ${ }^{35}$

A comparison of the correction techniques from a computational point of view highlights convergence problems of likelihood approaches, which typically occur as nonpositive definite variance/covariance matrix. The issue is frequent in case of small sample size and/or small between-study variance. The failure rate reaches about $15 \%$ for $n=10$ and $\tau^{2}=0.1$. The application of the corrected score and the conditional score experiences some convergence issues as well. The corrected score has a slightly larger failure rate if compared to the conditional score, reaching $15 \%$ to $16 \%$ for $n=10$ and $\tau^{2}=0.1$. SIMEX is the correction method less affected by computational problems, under all the examined scenarios. A nonpositive definite SIMEX estimated variance/covariance matrix is a possible issue related to SIMEX application, although not frequent Carroll et al. ${ }^{11(S e c t i o n B .4 .1)}$ It has been not experienced in the performed simulation studies.

## 5 | EXAMPLE

Lu et al ${ }^{35}$ consider a meta-analysis of 14 case-control studies about the association between prior onset of diabetes and the risk of Parkinson disease. Information is available about the number of events and the number of subjects in the diabetes group and in the control group, as reported in Table 4. The meta-analysis in Lu et al ${ }^{35}$ has the aim of providing an additional investigation of the relationship between the two pathologies, a topic that has received substantial attention as the results in the literature are often inconsistent, giving rise to positive association, null association or inverse association. The analysis in Lu et al ${ }^{35}$ performed through a random-effects approach of the log-odds ratio from each study suggests a negative association between the two pathologies (summary odds ratio $=0.75,95 \%$ confidence interval $0.58-0.98$ ). A limitation of the study highlighted by the authors is the presence of several sources of heterogeneity to be controlled for, as heterogeneity is due to gender, geographical region, source of the control groups, and severity of diabetes mellitus. In this light, the use of control risk regression can be advantageous. Let $\eta_{i}$ and $\xi_{i}$ denote the log-odds in the $i$ th case group and control group, respectively, and let their observed error-prone versions $\hat{\eta}_{i}$ and $\hat{\xi}_{i}$ evaluated as in (5), that is, $\hat{\eta}_{i}=\log \left\{y_{i} /\left(n_{y_{i}}-y_{i}\right)\right\}, \hat{\xi}_{i}=\log \left\{x_{i} /\left(n_{x_{i}}-x_{i}\right)\right\}$. The within-study variance/covariance matrix $\hat{\Gamma}_{i}$ is estimated as in (6). The inferential interest is on $\beta_{1}$, with a value smaller than one indicating that the increase of the log-odds in the control condition by a certain amount leads to a reduced increase of risk for the case group. The results after applying the likelihood approach under a Normal specification of the risk distribution, SIMEX, the corrected score and the conditional score for $\left(\beta_{0}, \beta_{1}, \tau^{2}\right)^{\top}$ are reported in Table 5, with standard errors for the estimators of the regression parameters in parentheses.

TABLE 5 Parkinson disease data

|  | $\boldsymbol{\beta}_{\mathbf{0}}$ | $\boldsymbol{\beta}_{\mathbf{1}}$ | $\boldsymbol{\tau}^{\mathbf{2}}$ |
| :--- | :--- | :--- | :--- |
| NAIVE | $-0.459(0.283)$ | $0.853(0.098)$ | $0.349(0.241)$ |
| LIKELIHOOD NORMAL | $-0.626(0.254)$ | $0.886(0.086)$ | $0.115(0.031)$ |
| CORRECTED SCORE | $-0.766(0.331)$ | $0.803(0.085)$ | $0.147(0.078)$ |
| CONDITIONAL SCORE | $0.748(0.321)$ | $0.810(0.074)$ | $0.147(0.079)$ |
| SIMEX | $-0.847(0.321)$ | $0.799(0.108)$ | $0.245(0.101)$ |

Note: Estimates and estimated standard errors in parentheses for the parameters in model (1), obtained from uncorrected approach (NAIVE), likelihood analysis under a Normal specification for the control rate distribution, corrected score, conditional score, SIMEX.

The results from the uncorrected approach are reported as well. The use of a Skew-Normal specification of the control risk distribution in the likelihood approach does not give benefits, as the skewness parameter is estimated equal to zero. The corresponding results are not displayed, as the method reduces to the likelihood approach under a Normal control risk distribution.

All the approaches provide estimates of the regression coefficient $\beta_{1}$ smaller than one, suggesting that diabetes affected subjects are associated with a lower risk of Parkinson disease than patients in the control condition. In this way, the conclusions in Reference 35 are supported, although the correction techniques result in a less strong association between diabetes and risk of Parkinson disease than the weighted least squares approach. The estimate of the intercept is substantially lower if the measurement error is not taken into account; more interestingly, not accounting for the presence of measurement error produces a much larger estimate of the heterogeneity component $\tau^{2}$, if compared to correction approaches, with a substantially larger standard error. The finding reflects the capability of the correction techniques to capture the variability among studies due to the presence of errors affecting the measures of $\eta_{i}$ and $\xi_{i}$. Not accounting for such component, in the naive analysis, gives rise to a larger estimate of the between-study heterogeneity parameter $\tau^{2}$. As experienced in the simulation studies, there is no relevant difference between the corrected score and the conditional score. The normality assumption of the structural approach is difficult to be tested given the small number of studies included in the meta-analysis (eg, Ghidey et $\mathrm{al}^{14}$ ). Nevertheless, the results from the approach are in line with those from competing methods and the use of a skewed distribution reveals to be not necessary. From a practical point of view, no computational problems arise when applying the correction techniques.

## 6 | CONCLUDING REMARKS

This article focused on inference in control risk regression, where the presence of measurement error affects the outcome risk measure of both the treatment group and the control group. Inference ignoring the presence of measurement error typically gives rise to unreliable inferential conclusions. In this article, different correction techniques from either a structural or a functional approach for dealing with measurement errors have been compared through simulation. Attention has been paid to likelihood-based solutions under a Normal or a Skew-Normal distribution for the underlying risk distribution, score functions, and the simulation-extrapolation SIMEX method. The approaches have been compared under different scenarios, including small to large sample size, increasing between-study heterogeneity, underlying risk normally or not-normally distributed in the control condition. The paper represents an extension of a previous comparison between correction methods developed in Ghidey et al, ${ }^{14}$ with new contributions given by the inclusion of additional approaches, different scenarios, further criteria for the evaluation of the methods. The adopted data generation process has been designed in order to reflect the control risk generation mechanism.

Simulation results indicate that correcting for measurement error is a necessary step, as the naive weighted least squares approach ignoring the errors provides largely unsatisfactory inferential results. Among the correction techniques, likelihood-based solutions suffer for small-sample bias of the estimator of the heterogeneity parameter, with emphasis for large values of the heterogeneity component. The result affects the empirical coverage of confidence interval for the estimators of the regression coefficients, which tends to be lower than the target level. The unsatisfactory performance of the likelihood approach under a Normal specification of the underlying risk distribution is partially improved using the Skew-Normal specification. The use of corrected score function or conditional score function reveals helpful in improving
on likelihood approaches in terms of empirical coverage of confidence intervals for small sample size and small values of the heterogeneity component. For large heterogeneity, likelihood solutions remain preferable. No substantial differences emerge between the two score functions, the conditional score function providing a slightly reduced standard error of the estimators of the regression coefficients. SIMEX reveals satisfactory in terms of bias of the estimators of the regression coefficients and the heterogeneity components, whichever the examined scenario and the sample size, although at the price of a larger standard error. Empirical coverage probabilities for the estimator of the regression coefficients are closer to the target level than competing approaches, especially in case of skewness of the underlying risk distribution. In addition, it has the advantage of not suffering from convergence problems. In this sense, it is preferable to likelihood-based solutions and score functions, whose application is limited by substantial failure rate in convergence, especially for small sample size or large heterogeneity.

All the approaches allow to quickly carry out control risk regression, as they take only few seconds in case of large sample size of the examined meta-analysis. Computational time required by SIMEX could increase if the number $B$ of replicates in the simulation step is fixed to a larger value than examined. However, some investigations with larger $B$ show that the performance of SIMEX does not substantially vary.

The application of the methods has been illustrated in a real meta-analysis about the association of diabetes and risk of Parkinson disease. Correcting for measurement error in control risk regression suggests a decreased risk of Parkinson disease for diabetic patients if compared to controls, with a substantial larger estimate of the variance component from the correction techniques with respect to the naive approach which ignores the presence of measurement errors.

The paper did not consider the moment-based correction method (Buonaccorsi ${ }^{12(S e c t i o n 5)}$ and Ghidey et al ${ }^{14}$ ). Previous results in Guolo ${ }^{18}$ show that the method shares with SIMEX the lack of any assumption about the underlying baseline risk distribution, however at the price of a less accurate evaluation of the uncertainty of the estimators. In addition, the moment based correction may provide inadmissible estimates of some components, such as, for example, negative estimates of variance quantities, a situation which requires ad hoc corrections, see, for example, Buonaccorsi. ${ }^{12(S e c t i o n 5.4 .4)}$

At the time of writing, the code for implementing some of the approaches developed for measurement error correction in control risk regression is made available from the authors. We refer to the code in the $R^{32}$ programming language used for implementing the score functions in Ghidey et al ${ }^{14}$ and SIMEX in Guolo. ${ }^{17}$

The performed study has the first aim of warning researchers against the risk due to not accounting for measurement error in control risk regression and secondly of helping in choosing an appropriate correction technique to be applied to the available meta-analysis. Control risk regression is a powerful instrument to explain a portion of the heterogeneity in meta-analysis studies: We hope this article motivates researchers to make an appropriate use of it through the inclusion of measurement error correction techniques to prevent fallacious results.
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## Web Appendix A: Additional simulation results for the log odds case

This web appendix reports a portion of the results of the simulation study carried out to compare the performance of the competing approaches in control risk regression, as described in Section 4 of the main manuscript. The reference is to simulation scenario $i$ ) in the main manuscript.
Table S1: Bias and standard deviation (SD) of the estimates of $\beta_{0}$, and average of the estimated standard errors (SE) obtained from naive analysis, likelihood analysis under a Normal or a Skew-Normal specification of the distribution of $\xi$, corrected score, conditional score, SIMEX, on the basis of 1,000 replicates of simulation scenario $i$ ). Underlying risk normally distributed.

| $\tau^{2}$ | Method | Bias | SD | SE | Bias | SD | SE | Bias | SD | SE |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 0.1 |  | $n=10$ |  |  | $n=20$ |  |  | $n=50$ |  |  |
|  | NAIVE | -0.002 | 0.157 | 0.083 | 0.003 | 0.137 | 0.088 | 0.001 | 0.076 | 0.048 |
|  | LIKELIHOOD | -0.001 | 0.162 | 0.128 | 0.002 | 0.120 | 0.108 | 0.000 | 0.067 | 0.064 |
|  | SKEW-NORMAL | -0.001 | 0.162 | 0.129 | 0.002 | 0.121 | 0.109 | 0.001 | 0.067 | 0.064 |
|  | CORRECTED SCORE | -0.002 | 0.152 | 0.135 | -0.003 | 0.123 | 0.110 | 0.000 | 0.069 | 0.064 |
|  | CONDITIONAL SCORE | -0.001 | 0.148 | 0.134 | -0.002 | 0.121 | 0.110 | 0.000 | 0.069 | 0.064 |
|  | SIMEX | -0.001 | 0.155 | 0.135 | -0.001 | 0.126 | 0.116 | 0.001 | 0.075 | 0.069 |
| 0.5 |  | $n=10$ |  |  | $n=20$ |  |  | $n=50$ |  |  |
|  | NAIVE | 0.001 | 0.283 | 0.255 | 0.000 | 0.235 | 0.226 | 0.002 | 0.163 | 0.137 |
|  | LIKELIHOOD | 0.004 | 0.275 | 0.227 | -0.001 | 0.187 | 0.176 | 0.002 | 0.112 | 0.110 |
|  | SKEW-NORMAL | 0.001 | 0.276 | 0.228 | -0.001 | 0.189 | 0.177 | 0.003 | 0.112 | 0.110 |
|  | CORRECTED SCORE | 0.006 | 0.271 | 0.228 | -0.003 | 0.190 | 0.175 | 0.003 | 0.112 | 0.110 |
|  | CONDITIONAL SCORE | 0.005 | 0.270 | 0.227 | -0.003 | 0.189 | 0.174 | 0.003 | 0.112 | 0.110 |
|  | SIMEX | 0.004 | 0.274 | 0.241 | -0.003 | 0.198 | 0.188 | 0.003 | 0.118 | 0.116 |
| 0.9 |  | $n=10$ |  |  | $n=20$ |  |  | $n=50$ |  |  |
|  | NAIVE | 0.003 | 0.385 | 0.436 | -0.024 | 0.376 | 0.375 | -0.007 | 0.202 | 0.221 |
|  | LIKELIHOOD | 0.004 | 0.353 | 0.290 | -0.011 | 0.230 | 0.215 | 0.003 | 0.143 | 0.139 |
|  | SKEW-NORMAL | 0.008 | 0.349 | 0.289 | -0.011 | 0.232 | 0.216 | 0.003 | 0.144 | 0.139 |
|  | CORRECTED SCORE | 0.005 | 0.346 | 0.292 | -0.012 | 0.231 | 0.215 | 0.003 | 0.144 | 0.139 |
|  | CONDITIONAL SCORE | 0.005 | 0.345 | 0.291 | -0.011 | 0.231 | 0.215 | 0.003 | 0.144 | 0.139 |
|  | SIMEX | 0.005 | 0.354 | 0.309 | -0.012 | 0.241 | 0.229 | 0.003 | 0.151 | 0.147 |
| 1.5 |  | $n=10$ |  |  | $n=20$ |  |  | $n=50$ |  |  |
|  | NAIVE | -0.014 | 0.460 | 0.711 | 0.015 | 0.380 | 0.570 | 0.015 | 0.220 | 0.350 |
|  | LIKELIHOOD | -0.015 | 0.420 | 0.374 | 0.008 | 0.294 | 0.276 | 0.008 | 0.177 | 0.177 |
|  | SKEW-NORMAL | -0.018 | 0.425 | 0.373 | 0.007 | 0.296 | 0.278 | 0.009 | 0.175 | 0.176 |
|  | CORRECTED SCORE | -0.013 | 0.420 | 0.370 | 0.009 | 0.296 | 0.277 | 0.008 | 0.177 | 0.177 |
|  | CONDITIONAL SCORE | -0.014 | 0.419 | 0.370 | 0.009 | 0.295 | 0.277 | 0.008 | 0.177 | 0.177 |
|  | SIMEX | -0.013 | 0.432 | 0.396 | 0.011 | 0.310 | 0.296 | 0.008 | 0.186 | 0.186 |

Table S2: Bias and standard deviation (SD) of the estimates of $\beta_{0}$, and average of the estimated standard errors (SE) obtained from naive analysis, likelihood analysis under a Normal or a Skew-Normal specification of the distribution of $\xi$, corrected score, conditional score, SIMEX, on the basis of 1,000 replicates of simulation scenario $i$ ). Underlying risk as a mixture of Normals.

| $\tau^{2}$ | Method | Bias | SD | SE | Bias | SD | SE | Bias | SD | SE |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 0.1 |  | $n=10$ |  |  | $n=20$ |  |  | $n=50$ |  |  |
|  | NAIVE | 0.006 | 0.141 | 0.078 | -0.001 | 0.119 | 0.065 | 0.001 | 0.094 | 0.044 |
|  | LIKELIHOOD | -0.010 | 0.143 | 0.121 | -0.005 | 0.100 | 0.094 | -0.005 | 0.066 | 0.063 |
|  | SKEW-NORMAL | -0.015 | 0.147 | 0.121 | -0.007 | 0.101 | 0.095 | -0.008 | 0.067 | 0.064 |
|  | CORRECTED SCORE | -0.009 | 0.140 | 0.130 | -0.001 | 0.101 | 0.096 | -0.002 | 0.067 | 0.063 |
|  | CONDITIONAL SCORE | -0.008 | 0.141 | 0.129 | -0.001 | 0.103 | 0.100 | -0.002 | 0.067 | 0.063 |
|  | SIMEX | -0.001 | 0.139 | 0.128 | -0.001 | 0.126 | 0.116 | -0.001 | 0.070 | 0.066 |
| 0.5 |  | $n=10$ |  |  | $n=20$ |  |  | $n=50$ |  |  |
|  | NAIVE | -0.012 | 0.265 | 0.249 | 0.003 | 0.212 | 0.196 | 0.010 | 0.165 | 0.132 |
|  | LIKELIHOOD | -0.034 | 0.248 | 0.218 | -0.007 | 0.167 | 0.163 | -0.002 | 0.107 | 0.108 |
|  | SKEW-NORMAL | -0.034 | 0.247 | 0.219 | -0.005 | 0.169 | 0.165 | -0.004 | 0.112 | 0.109 |
|  | CORRECTED SCORE | -0.028 | 0.248 | 0.218 | 0.001 | 0.169 | 0.163 | 0.004 | 0.108 | 0.107 |
|  | CONDITIONAL SCORE | -0.027 | 0.247 | 0.218 | 0.001 | 0.169 | 0.163 | 0.004 | 0.108 | 0.107 |
|  | SIMEX | -0.019 | 0.250 | 0.226 | 0.002 | 0.176 | 0.172 | 0.004 | 0.114 | 0.113 |
| 0.9 |  | $n=10$ |  |  | $n=20$ |  |  | $n=50$ |  |  |
|  | NAIVE | 0.013 | 0.501 | 0.510 | -0.012 | 0.279 | 0.333 | 0.001 | 0.187 | 0.216 |
|  | LIKELIHOOD | -0.031 | 0.329 | 0.278 | -0.016 | 0.227 | 0.210 | -0.012 | 0.142 | 0.138 |
|  | SKEW-NORMAL | -0.030 | 0.328 | 0.278 | -0.009 | 0.230 | 0.212 | -0.013 | 0.150 | 0.138 |
|  | CORRECTED SCORE | -0.017 | 0.323 | 0.274 | -0.008 | 0.227 | 0.210 | -0.004 | 0.142 | 0.138 |
|  | CONDITIONAL SCORE | -0.016 | 0.323 | 0.274 | -0.008 | 0.227 | 0.210 | -0.004 | 0.142 | 0.138 |
|  | SIMEX | -0.010 | 0.333 | 0.288 | -0.008 | 0.236 | 0.223 | -0.004 | 0.150 | 0.145 |
| 1.5 |  | $n=10$ |  |  | $n=20$ |  |  | $n=50$ |  |  |
|  | NAIVE | 0.022 | 0.450 | 0.685 | 0.010 | 0.543 | 0.630 | 0.009 | 0.315 | 0.361 |
|  | LIKELIHOOD | -0.009 | 0.415 | 0.354 | -0.008 | 0.276 | 0.267 | -0.003 | 0.179 | 0.175 |
|  | SKEW-NORMAL | -0.010 | 0.425 | 0.358 | -0.011 | 0.283 | 0.266 | -0.004 | 0.180 | 0.174 |
|  | CORRECTED SCORE | 0.009 | 0.411 | 0.352 | 0.000 | 0.278 | 0.265 | 0.005 | 0.179 | 0.174 |
|  | CONDITIONAL SCORE | 0.008 | 0.411 | 0.352 | 0.001 | 0.278 | 0.265 | 0.005 | 0.179 | 0.174 |
|  | SIMEX | 0.018 | 0.420 | 0.374 | 0.002 | 0.292 | 0.282 | 0.005 | 0.189 | 0.184 |

Table S3: Bias and standard deviation (SD) of the estimates of $\beta_{0}$, and average of the estimated standard errors (SE) obtained from naive analysis, likelihood analysis under a Normal or a Skew-Normal specification of the distribution of $\xi$, corrected score, conditional score, SIMEX, on the basis of 1,000 replicates of simulation scenario $i$ ). Underlying risk as a Skew-Normal.

| $\tau^{2}$ | Method | Bias | SD | SE | Bias | SD | SE | Bias | SD | SE |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 0.1 |  | $n=10$ |  |  | $n=20$ |  |  | $n=50$ |  |  |
|  | NAIVE | 0.057 | 0.182 | 0.087 | 0.074 | 0.280 | 0.113 | 0.069 | 0.160 | 0.055 |
|  | LIKELIHOOD | -0.008 | 0.188 | 0.152 | -0.011 | 0.146 | 0.128 | 0.001 | 0.081 | 0.080 |
|  | SKEW-NORMAL | -0.007 | 0.191 | 0.156 | -0.011 | 0.150 | 0.131 | 0.001 | 0.082 | 0.080 |
|  | CORRECTED SCORE | -0.013 | 0.192 | 0.169 | -0.016 | 0.158 | 0.139 | 0.000 | 0.086 | 0.078 |
|  | CONDITIONAL SCORE | -0.004 | 0.184 | 0.164 | -0.008 | 0.153 | 0.135 | 0.000 | 0.085 | 0.077 |
|  | SIMEX | 0.009 | 0.187 | 0.168 | 0.005 | 0.156 | 0.147 | 0.010 | 0.090 | 0.086 |
| 0.5 |  | $n=10$ |  |  | $n=20$ |  |  | $n=50$ |  |  |
|  | NAIVE | 0.057 | 0.354 | 0.264 | 0.100 | 0.328 | 0.236 | 0.058 | 0.246 | 0.147 |
|  | LIKELIHOOD | -0.021 | 0.347 | 0.274 | -0.006 | 0.246 | 0.215 | -0.002 | 0.141 | 0.134 |
|  | SKEW-NORMAL | -0.017 | 0.354 | 0.269 | -0.008 | 0.249 | 0.214 | -0.002 | 0.142 | 0.135 |
|  | CORRECTED SCORE | -0.024 | 0.340 | 0.282 | -0.005 | 0.245 | 0.211 | -0.004 | 0.142 | 0.132 |
|  | CONDITIONAL SCORE | -0.023 | 0.341 | 0.274 | -0.001 | 0.241 | 0.206 | -0.004 | 0.142 | 0.131 |
|  | SIMEX | 0.004 | 0.343 | 0.294 | 0.022 | 0.252 | 0.231 | 0.006 | 0.148 | 0.143 |
| 0.9 |  | $n=10$ |  |  | $n=20$ |  |  | $n=50$ |  |  |
|  | NAIVE | 0.068 | 0.481 | 0.448 | 0.082 | 0.452 | 0.390 | 0.091 | 0.284 | 0.237 |
|  | LIKELIHOOD | -0.024 | 0.446 | 0.364 | -0.003 | 0.303 | 0.270 | 0.005 | 0.179 | 0.175 |
|  | SKEW-NORMAL | -0.023 | 0.456 | 0.356 | -0.003 | 0.304 | 0.274 | 0.006 | 0.179 | 0.172 |
|  | CORRECTED SCORE | -0.016 | 0.430 | 0.360 | -0.004 | 0.306 | 0.268 | 0.006 | 0.182 | 0.169 |
|  | CONDITIONAL SCORE | -0.011 | 0.427 | 0.353 | -0.002 | 0.307 | 0.263 | 0.007 | 0.181 | 0.168 |
|  | SIMEX | 0.010 | 0.439 | 0.382 | 0.022 | 0.313 | 0.288 | 0.017 | 0.187 | 0.182 |
| 1.5 |  | $n=10$ |  |  | $n=20$ |  |  | $n=50$ |  |  |
|  | NAIVE | 0.045 | 0.570 | 0.685 | 0.075 | 0.573 | 0.636 | 0.080 | 0.376 | 0.367 |
|  | LIKELIHOOD | -0.045 | 0.584 | 0.449 | -0.003 | 0.386 | 0.345 | 0.004 | 0.227 | 0.218 |
|  | SKEW-NORMAL | -0.058 | 0.588 | 0.455 | 0.000 | 0.385 | 0.348 | 0.005 | 0.227 | 0.216 |
|  | CORRECTED SCORE | -0.037 | 0.557 | 0.455 | 0.000 | 0.387 | 0.342 | 0.002 | 0.229 | 0.213 |
|  | CONDITIONAL SCORE | -0.034 | 0.554 | 0.450 | 0.004 | 0.384 | 0.336 | 0.003 | 0.227 | 0.211 |
|  | SIMEX | -0.014 | 0.576 | 0.481 | 0.032 | 0.394 | 0.367 | 0.012 | 0.237 | 0.228 |



Figure S1: Mean squared error of the estimators of $\beta_{0}$ obtained from naive analysis, likelihood analysis under a Normal or a Skew-Normal specification of the distribution of $\xi$, corrected score, conditional score, SIMEX, on the basis of 1,000 replicates of simulation scenario $i$ ). Underlying risk normally distributed.


Figure S2: Mean squared error of the estimators of $\beta_{0}$ obtained from naive analysis, likelihood analysis under a Normal or a Skew-Normal specification of the distribution of $\xi$, corrected score, conditional score, SIMEX, on the basis of 1,000 replicates of simulation scenario $i$ ). Underlying risk distributed as a mixture of Normals.


Figure S3: Mean squared error of the estimators of $\beta_{0}$ obtained from naive analysis, likelihood analysis under a Normal or a Skew-Normal specification of the distribution of $\xi$, corrected score, conditional score, SIMEX, on the basis of 1,000 replicates of simulation scenario $i$ ). Underlying risk distributed as a Skew-Normal.


Figure S4: Empirical coverage probabilities of confidence intervals for $\beta_{0}$ from uncorrected approach (NAIVE), likelihood approach under a Normal specification (LIKELIHOOD) or a Skew-Normal specification (SKEW-NORMAL) for the underlying risk distribution, SIMEX, corrected score and conditional score, on the basis of 1,000 replicates of simulation scenario $i$ ). Underlying risk normally distributed.


Figure S5: Empirical coverage probabilities of confidence intervals for $\beta_{0}$ from uncorrected approach (NAIVE), likelihood approach under a Normal specification (LIKELIHOOD) or a Skew-Normal specification (SKEW-NORMAL) for the underlying risk distribution, SIMEX, corrected score and conditional score, on the basis of 1,000 replicates of simulation scenario $i$ ). Underlying risk distributed as a mixture of Normals.


Figure S6: Empirical coverage probabilities of confidence intervals for $\beta_{0}$ from uncorrected approach (NAIVE), likelihood approach under a Normal specification (LIKELIHOOD) or a Skew-Normal specification (SKEW-NORMAL) for the underlying risk distribution, SIMEX, corrected score and conditional score, on the basis of 1,000 replicates of simulation scenario $i$ ). Underlying risk distributed as a Skew-Normal.
Table S4: Empirical coverage probabilities (multiplied by 1,000 ) of confidence intervals for $\beta_{0}$ and associated Monte Carlo standard error (in parentheses, multiplied by 1,000 ) obtained from naive analysis, likelihood analysis under a Normal or a Skew-Normal specification of the distribution of $\xi$, corrected score, conditional score, SIMEX, on the basis of 1,000 replicates of simulation scenario $i$ ). Underlying risk distributed as a Normal, Mixture of Normals, or Skew-Normal.

| $\tau^{2}$ | Method | $n$ |  |  | $n$ |  |  | $n$ |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | 10 | 20 | 50 | 10 | 20 | 50 | 10 | 20 | 50 |
| 0.1 |  | Normal |  |  | Mixture |  |  | Skew-Normal |  |  |
|  | NAIVE | 898 (10) | 883 (10) | 902 (9) | 909 (9) | 902 (9) | 852 (11) | 906 (9) | 695 (15) | 727 (14) |
|  | LIKELIHOOD | 802 (13) | 879 (10) | 931 (8) | 834 (12) | 911 (9) | 935 (8) | 807 (13) | 866 (11) | 937 (8) |
|  | SKEW-NORMAL | 797 (14) | 873 (11) | 931 (8) | 827 (13) | 898 (11) | 929 (10) | 787 (14) | 865 (11) | 932 (8) |
|  | CORRECTED SCORE | 902 (10) | 911 (10) | 920 (9) | 888 (11) | 885 (11) | 919 (9) | 914 (9) | 935 (8) | 937 (8) |
|  | CONDITIONAL SCORE | 901 (10) | 907 (10) | 921 (9) | 884 (11) | 884 (11) | 919 (9) | 911 (10) | 934 (8) | 937 (8) |
|  | SIMEX | 879 (10) | 913 (9) | 921 (9) | 875 (10) | 923 (8) | 926 (8) | 888 (10) | 930 (8) | 931 (8) |
| 0.1 |  | Normal |  |  | Mixture |  |  | Skew-Normal |  |  |
|  | NAIVE | 904 (9) | 891 (10) | 845 (11) | 913 (9) | 897 (10) | 839 (12) | 890 (10) | 810 (12) | 739 (14) |
|  | LIKELIHOOD | 851 (11) | 917 (9) | 946 (7) | 875 (10) | 930 (8) | 944 (7) | 831 (12) | 905 (9) | 936 (8) |
|  | SKEW-NORMAL | 859 (12) | 910 (9) | 949 (7) | 872 (11) | 929 (9) | 933 (10) | 828 (13) | 900 (10) | 931 (8) |
|  | CORRECTED SCORE | 870 (11) | 905 (9) | 944 (7) | 888 (10) | 925 (8) | 946 (7) | 851 (11) | 890 (10) | 930 (8) |
|  | CONDITIONAL SCORE | 872 (11) | 901 (9) | 943 (7) | 888 (10) | 925 (8) | 946 (7) | 850 (11) | 889 (10) | 930 (8) |
|  | SIMEX | 887 (10) | 912 (9) | 941 (7) | 897 (10) | 930 (8) | 945 (7) | 868 (11) | 918 (9) | 937 (8) |
| 0.1 |  | Normal |  |  | Mixture |  |  | Skew-Normal |  |  |
|  | NAIVE | 882 (10) | 761 (13) | 835 (12) | 718 (14) | 883 (10) | 871 (11) | 867 (11) | 778 (13) | 775 (13) |
|  | LIKELIHOOD | 861 (11) | 920 (9) | 940 (8) | 864 (11) | 917 (9) | 936 (8) | 859 (11) | 891 (10) | 941 (7) |
|  | SKEW-NORMAL | 872 (11) | 922 (9) | 936 (8) | 869 (11) | 914 (10) | 920 (11) | 850 (12) | 894 (10) | 939 (8) |
|  | CORRECTED SCORE | 870 (11) | 919 (9) | 939 (8) | 882 (10) | 914 (9) | 935 (8) | 877 (10) | 897 (10) | 929 (8) |
|  | CONDITIONAL SCORE | 869 (11) | 919 (9) | 939 (8) | 884 (10) | 917 (9) | 935 (8) | 868 (11) | 895 (10) | 930 (8) |
|  | SIMEX | 873 (11) | 923 (8) | 944 (7) | 883 (10) | 922 (8) | 934 (8) | 885 (10) | 903 (9) | 940 (8) |
| 0.1 |  | Normal |  |  | Mixture |  |  | Skew-Normal |  |  |
|  | NAIVE | 904 (9) | 864 (11) | 891 (10) | 881 (10) | 652 (15) | 741 (14) | 893 (10) | 770 (13) | 727 (14) |
|  | LIKELIHOOD | 876 (10) | 937 (8) | 940 (8) | 876 (10) | 930 (8) | 938 (8) | 844 (11) | 905 (9) | 929 (8) |
|  | SKEW-NORMAL | 876 (11) | 931 (8) | 942 (7) | 876 (11) | 920 (10) | 937 (10) | 844 (12) | 910 (9) | 930 (8) |
|  | CORRECTED SCORE | 882 (10) | 927 (8) | 943 (7) | 886 (10) | 929 (8) | 939 (8) | 848 (11) | 907 (9) | 925 (8) |
|  | CONDITIONAL SCORE | 880 (10) | 925 (8) | 943 (7) | 886 (10) | 929 (8) | 940 (8) | 845 (12) | 904 (9) | 926 (8) |
|  | SIMEX | 894 (10) | 931 (8) | 941 (7) | 897 (10) | 934 (8) | 937 (8) | 864 (11) | 913 (9) | 933 (8) |

Table S5: Bias and standard deviation (SD) of the estimates of $\beta_{1}$, and average of the estimated standard errors (SE) obtained from naive analysis, likelihood analysis under a Normal or a Skew-Normal specification of the distribution of $\xi$, corrected score, conditional score, SIMEX, on the basis of 1,000 replicates of simulation scenario $i$ ). Underlying risk normally distributed.

| $\tau^{2}$ | Method | Bias | SD | SE | Bias | SD | SE | Bias | SD | SE |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 0.1 |  | $n=10$ |  |  | $n=20$ |  |  | $n=50$ |  |  |
|  | NAIVE | -0.070 | 0.189 | 0.083 | -0.092 | 0.146 | 0.088 | -0.055 | 0.083 | 0.048 |
|  | LIKELIHOOD | 0.028 | 0.209 | 0.144 | 0.023 | 0.152 | 0.129 | -0.003 | 0.076 | 0.073 |
|  | SKEW-NORMAL | 0.032 | 0.216 | 0.142 | 0.024 | 0.156 | 0.131 | -0.003 | 0.077 | 0.073 |
|  | CORRECTED SCORE | -0.001 | 0.221 | 0.153 | -0.026 | 0.157 | 0.130 | -0.029 | 0.082 | 0.074 |
|  | CONDITIONAL SCORE | -0.016 | 0.204 | 0.149 | -0.033 | 0.149 | 0.126 | -0.029 | 0.080 | 0.073 |
|  | SIMEX | -0.013 | 0.205 | 0.139 | -0.005 | 0.154 | 0.126 | 0.000 | 0.088 | 0.079 |
| 0.5 |  | $n=10$ |  |  | $n=20$ |  |  | $n=50$ |  |  |
|  | NAIVE | -0.051 | 0.302 | 0.255 | -0.073 | 0.240 | 0.226 | -0.035 | 0.161 | 0.137 |
|  | LIKELIHOOD | 0.042 | 0.339 | 0.256 | 0.024 | 0.230 | 0.201 | 0.004 | 0.122 | 0.120 |
|  | SKEW-NORMAL | 0.044 | 0.363 | 0.259 | 0.025 | 0.231 | 0.200 | 0.003 | 0.123 | 0.121 |
|  | CORRECTED SCORE | 0.008 | 0.322 | 0.234 | -0.028 | 0.228 | 0.185 | -0.028 | 0.122 | 0.116 |
|  | CONDITIONAL SCORE | 0.002 | 0.319 | 0.231 | -0.033 | 0.226 | 0.183 | -0.029 | 0.121 | 0.117 |
|  | SIMEX | -0.003 | 0.316 | 0.245 | -0.007 | 0.233 | 0.193 | 0.004 | 0.126 | 0.122 |
| 0.9 |  | $n=10$ |  |  | $n=20$ |  |  | $n=50$ |  |  |
|  | NAIVE | -0.054 | 0.399 | 0.436 | -0.004 | 0.378 | 0.375 | -0.063 | 0.197 | 0.221 |
|  | LIKELIHOOD | 0.049 | 0.446 | 0.328 | 0.017 | 0.277 | 0.232 | -0.002 | 0.156 | 0.150 |
|  | SKEW-NORMAL | 0.042 | 0.428 | 0.326 | 0.017 | 0.277 | 0.231 | -0.004 | 0.156 | 0.151 |
|  | CORRECTED SCORE | 0.003 | 0.406 | 0.299 | -0.014 | 0.271 | 0.219 | -0.040 | 0.152 | 0.144 |
|  | CONDITIONAL SCORE | -0.001 | 0.402 | 0.298 | -0.017 | 0.269 | 0.220 | -0.040 | 0.153 | 0.145 |
|  | SIMEX | -0.005 | 0.404 | 0.317 | 0.011 | 0.276 | 0.231 | -0.005 | 0.159 | 0.152 |
| 1.5 |  | $n=10$ |  |  | $n=20$ |  |  | $n=50$ |  |  |
|  | NAIVE | -0.080 | 0.492 | 0.711 | -0.072 | 0.367 | 0.570 | -0.061 | 0.217 | 0.350 |
|  | LIKELIHOOD | 0.025 | 0.519 | 0.417 | 0.047 | 0.350 | 0.313 | -0.006 | 0.205 | 0.190 |
|  | SKEW-NORMAL | 0.024 | 0.522 | 0.417 | 0.042 | 0.342 | 0.315 | -0.011 | 0.203 | 0.190 |
|  | CORRECTED SCORE | -0.018 | 0.504 | 0.378 | -0.012 | 0.337 | 0.286 | -0.042 | 0.197 | 0.182 |
|  | CONDITIONAL SCORE | -0.025 | 0.496 | 0.376 | -0.017 | 0.329 | 0.286 | -0.043 | 0.196 | 0.182 |
|  | SIMEX | -0.023 | 0.499 | 0.398 | 0.007 | 0.335 | 0.299 | -0.008 | 0.203 | 0.190 |

Table S6: Bias and standard deviation (SD) of the estimates of $\beta_{1}$, and average of the estimated standard errors (SE) obtained from naive analysis, likelihood analysis under a Normal or a Skew-Normal specification of the distribution of $\xi$, corrected score, conditional score, SIMEX, on the basis of 1,000 replicates of simulation scenario $i$ ). Underlying risk distributed as a mixture of Normals.

| $\tau^{2}$ | Method | Bias | SD | SE | Bias | SD | SE | Bias | SD | SE |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 0.1 |  | $n=10$ |  |  | $n=20$ |  |  | $n=50$ |  |  |
|  | NAIVE | -0.100 | 0.220 | 0.078 | -0.131 | 0.175 | 0.065 | -0.095 | 0.130 | 0.044 |
|  | LIKELIHOOD | 0.058 | 0.289 | 0.184 | 0.005 | 0.166 | 0.143 | -0.004 | 0.105 | 0.100 |
|  | SKEW-NORMAL | 0.056 | 0.302 | 0.181 | 0.001 | 0.168 | 0.144 | -0.015 | 0.104 | 0.100 |
|  | CORRECTED SCORE | 0.033 | 0.280 | 0.207 | -0.022 | 0.174 | 0.150 | -0.022 | 0.108 | 0.101 |
|  | CONDITIONAL SCORE | 0.011 | 0.257 | 0.194 | -0.028 | 0.166 | 0.145 | -0.024 | 0.106 | 0.097 |
|  | SIMEX | -0.008 | 0.255 | 0.187 | -0.024 | 0.180 | 0.152 | -0.007 | 0.112 | 0.105 |
| 0.5 |  | $n=10$ |  |  | $n=20$ |  |  | $n=50$ |  |  |
|  | NAIVE | -0.105 | 0.401 | 0.249 | -0.104 | 0.292 | 0.196 | -0.068 | 0.233 | 0.132 |
|  | LIKELIHOOD | 0.051 | 0.474 | 0.354 | 0.021 | 0.282 | 0.254 | 0.013 | 0.175 | 0.172 |
|  | SKEW-NORMAL | 0.060 | 0.524 | 0.347 | 0.021 | 0.290 | 0.253 | 0.007 | 0.177 | 0.170 |
|  | CORRECTED SCORE | 0.023 | 0.463 | 0.340 | 0.002 | 0.286 | 0.248 | -0.016 | 0.174 | 0.169 |
|  | CONDITIONAL SCORE | 0.012 | 0.451 | 0.326 | -0.007 | 0.280 | 0.242 | -0.015 | 0.173 | 0.167 |
|  | SIMEX | -0.023 | 0.429 | 0.336 | -0.003 | 0.289 | 0.256 | 0.011 | 0.181 | 0.177 s |
| 0.9 |  | $n=10$ |  |  | $n=20$ |  |  | $n=50$ |  |  |
|  | NAIVE | -0.158 | 0.658 | 0.510 | -0.140 | 0.365 | 0.333 | -0.097 | 0.253 | 0.216 |
|  | LIKELIHOOD | 0.067 | 0.589 | 0.436 | 0.008 | 0.358 | 0.323 | -0.007 | 0.228 | 0.217 |
|  | SKEW-NORMAL | 0.066 | 0.614 | 0.431 | 0.008 | 0.373 | 0.329 | -0.006 | 0.227 | 0.214 |
|  | CORRECTED SCORE | 0.015 | 0.538 | 0.407 | -0.023 | 0.348 | 0.313 | -0.035 | 0.226 | 0.212 |
|  | CONDITIONAL SCORE | 0.009 | 0.529 | 0.395 | -0.028 | 0.343 | 0.310 | -0.036 | 0.224 | 0.210 |
|  | SIMEX | -0.012 | 0.537 | 0.419 | -0.019 | 0.352 | 0.327 | -0.007 | 0.233 | 0.222 |
| 1.5 |  | $n=10$ |  |  | $n=20$ |  |  | $n=50$ |  |  |
|  | NAIVE | -0.082 | 0.685 | 0.685 | -0.073 | 0.675 | 0.630 | -0.086 | 0.394 | 0.361 |
|  | LIKELIHOOD | 0.088 | 0.800 | 0.554 | 0.025 | 0.457 | 0.404 | -0.001 | 0.287 | 0.277 |
|  | SKEW-NORMAL | 0.095 | 0.859 | 0.556 | 0.028 | 0.463 | 0.402 | -0.008 | 0.282 | 0.273 |
|  | CORRECTED SCORE | 0.000 | 0.689 | 0.522 | -0.003 | 0.454 | 0.391 | -0.029 | 0.281 | 0.268 |
|  | CONDITIONAL SCORE | -0.004 | 0.683 | 0.512 | -0.011 | 0.446 | 0.386 | -0.029 | 0.280 | 0.267 |
|  | SIMEX | 0.000 | 0.719 | 0.543 | 0.003 | 0.460 | 0.410 | 0.007 | 0.290 | 0.281 |

Table S7: Bias and standard deviation (SD) of the estimates of $\beta_{1}$, and average of the estimated standard errors (SE) obtained from naive analysis, likelihood analysis under a Normal or a Skew-Normal specification of the distribution of $\xi$, corrected score, conditional score, SIMEX, on the basis of 1,000 replicates of simulation scenario $i$ ). Underlying risk distributed as a Skew-Normal.

| $\tau^{2}$ | Method | Bias | SD | SE | Bias | SD | SE | Bias | SD | SE |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 0.1 |  | $n=10$ |  |  | $n=20$ |  |  | $n=50$ |  |  |
|  | NAIVE | -0.097 | 0.212 | 0.087 | -0.111 | 0.263 | 0.113 | -0.099 | 0.167 | 0.055 |
|  | LIKELIHOOD | 0.028 | 0.242 | 0.180 | 0.025 | 0.188 | 0.151 | 0.001 | 0.103 | 0.094 |
|  | SKEW-NORMAL | 0.029 | 0.244 | 0.179 | 0.023 | 0.195 | 0.155 | -0.001 | 0.104 | 0.095 |
|  | CORRECTED SCORE | -0.003 | 0.251 | 0.190 | -0.011 | 0.213 | 0.172 | -0.031 | 0.109 | 0.099 |
|  | CONDITIONAL SCORE | -0.017 | 0.242 | 0.184 | -0.029 | 0.197 | 0.155 | -0.031 | 0.107 | 0.095 |
|  | SIMEX | -0.026 | 0.235 | 0.177 | -0.016 | 0.199 | 0.160 | -0.016 | 0.113 | 0.101 |
| 0.5 |  | $n=10$ |  |  | $n=20$ |  |  | $n=50$ |  |  |
|  | NAIVE | -0.085 | 0.370 | 0.264 | -0.144 | 0.329 | 0.236 | -0.084 | 0.231 | 0.147 |
|  | LIKELIHOOD | 0.051 | 0.420 | 0.311 | 0.036 | 0.295 | 0.250 | 0.003 | 0.166 | 0.150 |
|  | SKEW-NORMAL | 0.046 | 0.418 | 0.300 | 0.034 | 0.299 | 0.250 | 0.001 | 0.168 | 0.151 |
|  | CORRECTED SCORE | 0.021 | 0.408 | 0.296 | -0.015 | 0.291 | 0.242 | -0.037 | 0.164 | 0.148 |
|  | CONDITIONAL SCORE | 0.012 | 0.393 | 0.285 | -0.022 | 0.281 | 0.230 | -0.037 | 0.162 | 0.145 |
|  | SIMEX | -0.010 | 0.388 | 0.304 | -0.021 | 0.285 | 0.247 | -0.015 | 0.170 | 0.153 |
| 0.9 |  | $n=10$ |  |  | $n=20$ |  |  | $n=50$ |  |  |
|  | NAIVE | -0.079 | 0.496 | 0.448 | -0.123 | 0.406 | 0.390 | -0.108 | 0.286 | 0.237 |
|  | LIKELIHOOD | 0.078 | 0.567 | 0.412 | 0.016 | 0.363 | 0.308 | -0.002 | 0.206 | 0.192 |
|  | SKEW-NORMAL | 0.074 | 0.595 | 0.408 | 0.012 | 0.368 | 0.307 | -0.005 | 0.206 | 0.190 |
|  | CORRECTED SCORE | 0.015 | 0.504 | 0.370 | -0.034 | 0.353 | 0.287 | -0.044 | 0.201 | 0.184 |
|  | CONDITIONAL SCORE | 0.006 | 0.497 | 0.358 | -0.043 | 0.342 | 0.278 | -0.045 | 0.199 | 0.182 |
|  | SIMEX | 0.004 | 0.530 | 0.395 | -0.038 | 0.342 | 0.295 | -0.019 | 0.206 | 0.190 |
| 1.5 |  | $n=10$ |  |  | $n=20$ |  |  | $n=50$ |  |  |
|  | NAIVE | -0.105 | 0.601 | 0.685 | -0.110 | 0.518 | 0.636 | -0.114 | 0.337 | 0.367 |
|  | LIKELIHOOD | 0.046 | 0.708 | 0.506 | 0.048 | 0.443 | 0.393 | -0.001 | 0.250 | 0.234 |
|  | SKEW-NORMAL | 0.051 | 0.722 | 0.505 | 0.035 | 0.442 | 0.394 | -0.002 | 0.248 | 0.234 |
|  | CORRECTED SCORE | -0.007 | 0.637 | 0.460 | -0.017 | 0.421 | 0.366 | -0.043 | 0.242 | 0.224 |
|  | CONDITIONAL SCORE | -0.012 | 0.630 | 0.451 | -0.024 | 0.411 | 0.355 | -0.044 | 0.240 | 0.221 |
|  | SIMEX | -0.014 | 0.654 | 0.496 | -0.027 | 0.409 | 0.376 | -0.018 | 0.245 | 0.232 |



Figure S7: Mean squared error of the estimators of $\beta_{1}$ obtained from naive analysis, likelihood analysis under a Normal or a Skew-Normal specification of the distribution of $\xi$, corrected score, conditional score, SIMEX, on the basis of 1,000 replicates of simulation scenario $i$ ). Underlying risk normally distributed.


Figure S8: Mean squared error of the estimators of $\beta_{1}$ obtained from naive analysis, likelihood analysis under a Normal or a Skew-Normal specification of the distribution of $\xi$, corrected score, conditional score, SIMEX, on the basis of 1,000 replicates of simulation scenario $i$ ). Underlying risk distributed as a mixture of Normals.


Figure S9: Mean squared error of the estimators of $\beta_{1}$ obtained from naive analysis, likelihood analysis under a Normal or a Skew-Normal specification of the distribution of $\xi$, corrected score, conditional score, SIMEX, on the basis of 1,000 replicates of simulation scenario $i$ ). Underlying risk distributed as a Skew-Normal.
Table S8: Empirical coverage probabilities (multiplied by 1,000 ) of confidence intervals for $\beta_{1}$ and associated Monte Carlo standard error (in parentheses, multiplied by 1,000 ) obtained from naive analysis, likelihood analysis under a Normal or a Skew-Normal specification of the distribution of $\xi$, corrected score, conditional score, SIMEX, on the basis of 1,000 replicates of simulation scenario $i$ ). Underlying risk distributed as a Normal, Skew-Normal, or Mixture of Normals.

| $\tau^{2}$ | Method | $n$ |  |  | $n$ |  |  | $n$ |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | 10 | 20 | 50 | 10 | 20 | 50 | 10 | 20 | 50 |
| 0.1 |  | Normal |  |  | Mixture |  |  | Skew-Normal |  |  |
|  | NAIVE | 823 (12) | 748 (14) | 773 (13) | 860 (11) | 741 (14) | 728 (14) | 830 (12) | 669 (15) | 620 (15) |
|  | LIKELIHOOD | 770 (13) | 873 (11) | 926 (8) | 742 (14) | 861 (11) | 923 (8) | 774 (13) | 855 (11) | 928 (8) |
|  | SKEW-NORMAL | 759 (15) | 863 (11) | 922 (9) | 719 (15) | 864 (12) | 897 (12) | 779 (14) | 862 (12) | 925 (8) |
|  | CORRECTED SCORE | 818 (13) | 848 (12) | 893 (10) | 831 (12) | 878 (11) | 914 (9) | 818 (13) | 866 (12) | 906 (9) |
|  | CONDITIONAL SCORE | 824 (13) | 843 (12) | 896 (10) | 817 (13) | 868 (11) | 908 (9) | 808 (14) | 848 (12) | 899 (10) |
|  | SIMEX | 770 (13) | 863 (11) | 912 (9) | 809 (12) | 866 (11) | 926 (8) | 804 (13) | 869 (11) | 905 (9) |
| 0.5 |  | Normal |  |  | Mixture |  |  | Skew-Normal |  |  |
|  | NAIVE | 887 (10) | 834 (12) | 821 (12) | 885 (10) | 845 (11) | 789 (13) | 875 (10) | 762 (13) | 729 (14) |
|  | LIKELIHOOD | 830 (12) | 889 (10) | 935 (8) | 797 (13) | 910 (9) | 927 (8) | 814 (12) | 891 (10) | 902 (9) |
|  | SKEW-NORMAL | 822 (13) | 883 (11) | 930 (8) | 789 (14) | 902 (11) | 924 (10) | 807 (13) | 900 (10) | 901 (10) |
|  | CORRECTED SCORE | 823 (12) | 855 (11) | 918 (9) | 814 (12) | 886 (10) | 923 (8) | 812 (12) | 884 (10) | 880 (10) |
|  | CONDITIONAL SCORE | 817 (12) | 840 (12) | 923 (8) | 805 (13) | 880 (10) | 915 (9) | 802 (13) | 862 (11) | 885 (10) |
|  | SIMEX | 828 (12) | 862 (11) | 928 (8) | 822 (12) | 888 (10) | 927 (8) | 848 (11) | 878 (10) | 899 (10) |
| 0.9 |  | Normal |  |  | Mixture |  |  | Skew-Normal |  |  |
|  | NAIVE | 876 (10) | 773 (13) | 822 (12) | 775 (13) | 850 (11) | 849 (11) | 876 (10) | 797 (13) | 738 (14) |
|  | LIKELIHOOD | 840 (12) | 880 (10) | 935 (8) | 818 (12) | 902 (9) | 927 (8) | 829 (12) | 878 (10) | 924 (8) |
|  | SKEW-NORMAL | 839 (12) | 886 (10) | 934 (8) | 815 (13) | 895 (11) | 929 (10) | 826 (13) | 876 (11) | 920 (9) |
|  | CORRECTED SCORE | 824 (12) | 866 (11) | 912 (9) | 812 (12) | 896 (10) | 916 (9) | 815 (12) | 851 (11) | 908 (9) |
|  | CONDITIONAL SCORE | 817 (12) | 865 (11) | 915 (9) | 801 (13) | 893 (10) | 919 (9) | 800 (13) | 844 (11) | 903 (9) |
|  | SIMEX | 836 (12) | 881 (10) | 927 (8) | 823 (12) | 902 (9) | 924 (8) | 848 (11) | 870 (11) | 917 (9) |
| 1.5 |  | Normal |  |  | Mixture |  |  | Skew-Normal |  |  |
|  | NAIVE | 885 (10) | 852 (11) | 867 (11) | 886 (10) | 746 (14) | 769 (13) | 890 (10) | 800 (13) | 760 (14) |
|  | LIKELIHOOD | 850 (11) | 892 (10) | 918 (9) | 793 (13) | 897 (10) | 929 (8) | 835 (12) | 896 (10) | 923 (8) |
|  | SKEW-NORMAL | 848 (12) | 897 (10) | 922 (9) | 801 (13) | 894 (11) | 939 (9) | 831 (12) | 889 (10) | 924 (8) |
|  | CORRECTED SCORE | 824 (12) | 876 (10) | 903 (9) | 803 (13) | 879 (10) | 926 (8) | 806 (13) | 872 (11) | 911 (9) |
|  | CONDITIONAL SCORE | 814 (12) | 866 (11) | 904 (9) | 789 (13) | 877 (10) | 922 (8) | 800 (13) | 861 (11) | 906 (9) |
|  | SIMEX | 834 (12) | 887 (10) | 917 (9) | 812 (12) | 895 (10) | 933 (8) | 847 (11) | 898 (10) | 920 (9) |



Figure S10: Mean squared error of the estimators of $\tau^{2}$ obtained from naive analysis, likelihood analysis under a Normal or a Skew-Normal specification of the distribution of $\xi$, corrected score, conditional score, SIMEX, on the basis of 1,000 replicates of simulation scenario $i$ ). Underlying risk normally distributed.


Figure S11: Mean squared error of the estimators of $\tau^{2}$ obtained from naive analysis, likelihood analysis under a Normal or a Skew-Normal specification of the distribution of $\xi$, corrected score, conditional score, SIMEX, on the basis of 1,000 replicates of simulation scenario $i$ ). Underlying risk distributed as a mixture of Normals.


Figure S12: Mean squared error of the estimators of $\tau^{2}$ obtained from naive analysis, likelihood analysis under a Normal or a Skew-Normal specification of the distribution of $\xi$, corrected score, conditional score, SIMEX, on the basis of 1,000 replicates of simulation scenario $i$ ). Underlying risk distributed as a Skew-Normal.
Table S9: Bias and standard deviation (SD) of the estimates of $\beta_{0}, \beta_{1}, \tau^{2}$, and average of the estimated standard errors (SE) obtained from naive analysis, likelihood analysis under a Normal or a Skew-Normal specification of the distribution of $\xi$, corrected score, conditional score, SIMEX, on the basis of 1,000 replicates of simulation scenario $i$, with $n=100$. Underlying risk normally distributed.

| $\tau^{2}$ | Method | Bias | SD | SE | Bias | SD | SE | Bias | SD | SE |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 0.1 |  | $\beta_{0}$ |  |  | $\beta_{1}$ |  |  | $\tau^{2}$ |  |  |
|  | NAIVE | -0.003 | 0.053 | 0.051 | -0.072 | 0.061 | 0.049 | 0.159 | 0.045 | 0.037 |
|  | LIKELIHOOD | -0.002 | 0.049 | 0.046 | -0.002 | 0.057 | 0.054 | -0.005 | 0.029 | 0.018 |
|  | SKEW-NORMAL | -0.002 | 0.049 | 0.047 | -0.003 | 0.056 | 0.054 | -0.005 | 0.029 | 0.018 |
|  | CORRECTED SCORE | -0.003 | 0.054 | 0.048 | -0.005 | 0.066 | 0.057 | 0.012 | 0.043 | 0.081 |
|  | CONDITIONAL SCORE | -0.003 | 0.054 | 0.048 | -0.005 | 0.066 | 0.057 | 0.012 | 0.043 | 0.081 |
|  | SIMEX | -0.003 | 0.054 | 0.051 | -0.005 | 0.066 | 0.061 | 0.012 | 0.044 | 0.044 |
| 0.5 |  | $\beta_{0}$ |  |  | $\beta_{1}$ |  |  | $\tau^{2}$ |  |  |
|  | NAIVE | 0.000 | 0.085 | 0.084 | -0.070 | 0.085 | 0.079 | 0.183 | 0.106 | 0.098 |
|  | LIKELIHOOD | 0.001 | 0.081 | 0.079 | -0.001 | 0.088 | 0.086 | -0.034 | 0.087 | 0.119 |
|  | SKEW-NORMAL | 0.001 | 0.081 | 0.078 | -0.002 | 0.088 | 0.086 | -0.034 | 0.087 | 0.119 |
|  | CORRECTED SCORE | 0.000 | 0.086 | 0.079 | -0.002 | 0.092 | 0.085 | 0.034 | 0.105 | 0.079 |
|  | CONDITIONAL SCORE | 0.000 | 0.086 | 0.079 | -0.002 | 0.092 | 0.085 | 0.034 | 0.105 | 0.079 |
|  | SIMEX | 0.000 | 0.086 | 0.083 | -0.002 | 0.092 | 0.090 | 0.034 | 0.104 | 0.107 |
| 0.9 |  | $\beta_{0}$ |  |  | $\beta_{1}$ |  |  | $\tau^{2}$ |  |  |
|  | NAIVE | -0.004 | 0.105 | 0.106 | -0.075 | 0.106 | 0.100 | 0.195 | 0.173 | 0.156 |
|  | LIKELIHOOD | 0.000 | 0.099 | 0.100 | -0.011 | 0.111 | 0.108 | -0.069 | 0.149 | 0.259 |
|  | SKEW-NORMAL | 0.000 | 0.100 | 0.099 | -0.012 | 0.111 | 0.108 | -0.069 | 0.149 | 0.259 |
|  | CORRECTED SCORE | -0.004 | 0.105 | 0.100 | -0.009 | 0.114 | 0.105 | 0.045 | 0.172 | 0.094 |
|  | CONDITIONAL SCORE | -0.004 | 0.105 | 0.100 | -0.009 | 0.114 | 0.106 | 0.045 | 0.172 | 0.095 |
|  | SIMEX | -0.004 | 0.105 | 0.106 | -0.009 | 0.114 | 0.111 | 0.043 | 0.171 | 0.166 |
| 1.5 |  | $\beta_{0}$ |  |  | $\beta_{1}$ |  |  | $\tau^{2}$ |  |  |
|  | NAIVE | 0.006 | 0.134 | 0.133 | -0.073 | 0.131 | 0.126 | 0.220 | 0.265 | 0.246 |
|  | LIKELIHOOD | 0.014 | 0.127 | 0.126 | -0.008 | 0.141 | 0.134 | -0.136 | 0.229 | 0.520 |
|  | SKEW-NORMAL | 0.014 | 0.127 | 0.125 | -0.009 | 0.140 | 0.134 | -0.137 | 0.229 | 0.521 |
|  | CORRECTED SCORE | 0.007 | 0.134 | 0.125 | -0.008 | 0.140 | 0.128 | 0.066 | 0.269 | 0.177 |
|  | CONDITIONAL SCORE | 0.007 | 0.134 | 0.125 | -0.008 | 0.140 | 0.128 | 0.066 | 0.269 | 0.17 |
|  | SIMEX | 0.004 | 0.134 | 0.132 | -0.008 | 0.140 | 0.136 | 0.053 | 0.260 | 0.257 |



Figure S13: Mean squared error of the estimators of $\beta_{0}$ obtained from naive analysis, likelihood analysis under a Normal or a Skew-Normal specification of the distribution of $\xi$, corrected score, conditional score, SIMEX, on the basis of 1,000 replicates of simulation scenario $i$ ), with $n=100$. Underlying risk normally distributed.


Figure S14: Mean squared error of the estimators of $\beta_{1}$ obtained from naive analysis, likelihood analysis under a Normal or a Skew-Normal specification of the distribution of $\xi$, corrected score, conditional score, SIMEX, on the basis of 1,000 replicates of simulation scenario $i$ ), with $n=100$. Underlying risk normally distributed.


Figure S15: Mean squared error of the estimators of $\tau_{2}$ obtained from naive analysis, likelihood analysis under a Normal or a Skew-Normal specification of the distribution of $\xi$, corrected score, conditional score, SIMEX, on the basis of 1,000 replicates of simulation scenario $i$ ), with $n=100$. Underlying risk normally distributed.


Figure S16: Empirical coverage probabilities of confidence intervals for $\beta_{0}$ from uncorrected approach (NAIVE), likelihood approach under a Normal specification (LIKELIHOOD) or a Skew-Normal specification (SKEWNORMAL) for the underlying risk distribution, SIMEX, corrected score and conditional score, on the basis of 1,000 replicates of simulation scenario $i$ ), with $n=100$. Underlying risk normally distributed.


Figure S17: Empirical coverage probabilities of confidence intervals for $\beta_{1}$ from uncorrected approach (NAIVE), likelihood approach under a Normal specification (LIKELIHOOD) or a Skew-Normal specification (SKEWNORMAL) for the underlying risk distribution, SIMEX, corrected score and conditional score, on the basis of 1,000 replicates of simulation scenario $i$ ), with $n=100$. Underlying risk normally distributed.

# Web Appendix B: Simulation results for the log event rate case 

This web appendix reports a portion of the results of the simulation study carried out to compare the performance of the competing approaches in control rate regression, as described in Section 4 of the main manuscript. The reference is to simulation scenario $i i$ ) in the main manuscript.
Table S10: Bias and standard deviation (SD) of the estimates of $\beta_{0}$, and average of the estimated standard errors (SE) obtained from uncorrected approach (NAIVE), likelihood analysis under a Normal or a SkewNormal specification of the distribution of $\xi$, corrected score, conditional score, SIMEX, on the basis of $1,000$ replicates of simulation scenario $i i)$. Underlying risk normally distributed.

| $\tau^{2}$ | Method | Bias | SD | SE | Bias | SD | SE | Bias | SD | SE |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 0.1 |  | $n=10$ |  |  | $n=20$ |  |  | $n=50$ |  |  |
|  | NAIVE | -0.007 | 0.198 | 0.115 | -0.029 | 0.194 | 0.110 | -0.049 | 0.142 | 0.072 |
|  | LIKELIHOOD | -0.012 | 0.182 | 0.131 | -0.013 | 0.128 | 0.106 | -0.004 | 0.064 | 0.058 |
|  | SKEW-NORMAL | -0.009 | 0.179 | 0.130 | -0.013 | 0.130 | 0.106 | -0.002 | 0.062 | 0.057 |
|  | CORRECTED SCORE | 0.007 | 0.168 | 0.126 | 0.003 | 0.129 | 0.103 | 0.003 | 0.082 | 0.071 |
|  | CONDITIONAL SCORE | 0.007 | 0.168 | 0.126 | 0.004 | 0.129 | 0.103 | 0.003 | 0.082 | 0.071 |
|  | SIMEX | -0.002 | 0.166 | 0.132 | -0.017 | 0.128 | 0.108 | -0.016 | 0.079 | 0.073 |
| 0.5 |  | $n=10$ |  |  | $n=20$ |  |  | $n=50$ |  |  |
|  | NAIVE | 0.000 | 0.537 | 0.411 | -0.033 | 0.284 | 0.242 | -0.047 | 0.406 | 0.196 |
|  | LIKELIHOOD | -0.002 | 0.273 | 0.229 | -0.019 | 0.199 | 0.175 | -0.005 | 0.114 | 0.113 |
|  | SKEW-NORMAL | -0.008 | 0.273 | 0.228 | -0.017 | 0.199 | 0.173 | -0.002 | 0.113 | 0.112 |
|  | CORRECTED SCORE | 0.016 | 0.269 | 0.227 | 0.000 | 0.197 | 0.172 | 0.016 | 0.115 | 0.115 |
|  | CONDITIONAL SCORE | 0.016 | 0.268 | 0.227 | 0.000 | 0.197 | 0.172 | 0.016 | 0.116 | 0.115 |
|  | SIMEX | 0.002 | 0.271 | 0.239 | -0.027 | 0.198 | 0.180 | -0.011 | 0.117 | 0.118 |
| 0.9 |  | $n=10$ |  |  | $n=20$ |  |  | $n=50$ |  |  |
|  | NAIVE | -0.059 | 0.576 | 0.599 | -0.032 | 0.448 | 0.432 | -0.027 | 0.297 | 0.252 |
|  | LIKELIHOOD | -0.027 | 0.352 | 0.296 | 0.007 | 0.237 | 0.221 | -0.008 | 0.151 | 0.144 |
|  | SKEW-NORMAL | -0.027 | 0.350 | 0.296 | 0.007 | 0.235 | 0.221 | -0.006 | 0.151 | 0.143 |
|  | CORRECTED SCORE | -0.004 | 0.341 | 0.296 | 0.029 | 0.235 | 0.217 | 0.017 | 0.150 | 0.143 |
|  | CONDITIONAL SCORE | -0.005 | 0.341 | 0.296 | 0.029 | 0.235 | 0.217 | 0.017 | 0.150 | 0.143 |
|  | SIMEX | -0.021 | 0.345 | 0.313 | -0.006 | 0.242 | 0.228 | -0.014 | 0.152 | 0.148 |
| 1.5 |  | $n=10$ |  |  | $n=20$ |  |  | $n=50$ |  |  |
|  | NAIVE | -0.022 | 0.717 | 0.943 | -0.040 | 0.582 | 0.673 | -0.013 | 0.371 | 0.379 |
|  | LIKELIHOOD | -0.008 | 0.408 | 0.340 | 0.002 | 0.296 | 0.277 | 0.005 | 0.187 | 0.179 |
|  | SKEW-NORMAL | -0.012 | 0.421 | 0.340 | 0.003 | 0.297 | 0.276 | 0.006 | 0.187 | 0.179 |
|  | CORRECTED SCORE | 0.003 | 0.409 | 0.344 | 0.024 | 0.293 | 0.272 | 0.030 | 0.185 | 0.176 |
|  | CONDITIONAL SCORE | 0.002 | 0.409 | 0.344 | 0.024 | 0.293 | 0.272 | 0.030 | 0.185 | 0.176 |
|  | SIMEX | -0.025 | 0.435 | 0.369 | -0.020 | 0.304 | 0.288 | -0.012 | 0.190 | 0.183 |

Table S11: Bias and standard deviation (SD) of the estimates of $\beta_{0}$, and average of the estimated standard errors (SE) obtained from uncorrected approach (NAIVE), likelihood analysis under a Normal or a SkewNormal specification of the distribution of $\xi$, corrected score, conditional score, SIMEX, on the basis of 1,000 replicates of simulation scenario $i i$ ). Underlying risk distributed as a mixture of Normals.

| $\tau^{2}$ | Method | Bias | SD | SE | Bias | SD | SE | Bias | SD | SE |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 0.1 |  | $n=10$ |  |  | $n=20$ |  |  | $n=50$ |  |  |
|  | NAIVE | -0.007 | 0.180 | 0.123 | -0.069 | 0.361 | 0.172 | -0.052 | 0.148 | 0.084 |
|  | LIKELIHOOD | -0.023 | 0.164 | 0.123 | -0.031 | 0.139 | 0.114 | -0.006 | 0.070 | 0.060 |
|  | SKEW-NORMAL | -0.024 | 0.164 | 0.122 | -0.025 | 0.197 | 0.138 | 0.002 | 0.129 | 0.089 |
|  | CORRECTED SCORE | -0.010 | 0.159 | 0.119 | -0.018 | 0.136 | 0.111 | -0.009 | 0.087 | 0.077 |
|  | CONDITIONAL SCORE | -0.009 | 0.159 | 0.120 | -0.018 | 0.137 | 0.111 | -0.009 | 0.087 | 0.077 |
|  | SIMEX | -0.014 | 0.158 | 0.123 | -0.036 | 0.133 | 0.114 | -0.027 | 0.082 | 0.078 |
| 0.5 |  | $n=10$ |  |  | $n=20$ |  |  | $n=50$ |  |  |
|  | NAIVE | -0.022 | 0.289 | 0.281 | -0.055 | 0.263 | 0.250 | -0.034 | 0.215 | 0.161 |
|  | LIKELIHOOD | -0.023 | 0.255 | 0.218 | -0.031 | 0.194 | 0.176 | -0.016 | 0.123 | 0.117 |
|  | SKEW-NORMAL | -0.023 | 0.255 | 0.214 | -0.029 | 0.192 | 0.171 | -0.012 | 0.128 | 0.110 |
|  | CORRECTED SCORE | -0.006 | 0.251 | 0.215 | -0.012 | 0.194 | 0.174 | 0.005 | 0.123 | 0.115 |
|  | CONDITIONAL SCORE | -0.006 | 0.251 | 0.215 | -0.012 | 0.194 | 0.174 | 0.005 | 0.123 | 0.115 |
|  | SIMEX | -0.013 | 0.252 | 0.224 | -0.038 | 0.195 | 0.182 | -0.019 | 0.123 | 0.118 |
| 0.9 |  | $n=10$ |  |  | $n=20$ |  |  | $n=50$ |  |  |
|  | NAIVE | -0.039 | 0.763 | 0.799 | -0.048 | 0.342 | 0.378 | -0.046 | 0.229 | 0.244 |
|  | LIKELIHOOD | -0.013 | 0.328 | 0.280 | -0.020 | 0.238 | 0.219 | -0.010 | 0.151 | 0.143 |
|  | SKEW-NORMAL | -0.014 | 0.325 | 0.279 | -0.018 | 0.242 | 0.216 | -0.007 | 0.151 | 0.141 |
|  | CORRECTED SCORE | 0.006 | 0.324 | 0.279 | -0.001 | 0.235 | 0.217 | 0.014 | 0.150 | 0.144 |
|  | CONDITIONAL SCORE | 0.006 | 0.324 | 0.280 | -0.001 | 0.235 | 0.217 | 0.014 | 0.150 | 0.144 |
|  | SIMEX | -0.005 | 0.328 | 0.292 | -0.033 | 0.240 | 0.228 | -0.017 | 0.153 | 0.149 |
| 1.5 |  | $n=10$ |  |  | $n=20$ |  |  | $n=50$ |  |  |
|  | NAIVE | -0.013 | 0.625 | 0.894 | -0.023 | 0.777 | 0.837 | -0.051 | 0.493 | 0.421 |
|  | LIKELIHOOD | -0.014 | 0.417 | 0.351 | 0.010 | 0.294 | 0.274 | -0.001 | 0.189 | 0.177 |
|  | SKEW-NORMAL | -0.015 | 0.413 | 0.352 | 0.011 | 0.291 | 0.269 | 0.004 | 0.185 | 0.175 |
|  | CORRECTED SCORE | 0.008 | 0.410 | 0.352 | 0.028 | 0.294 | 0.272 | 0.023 | 0.187 | 0.177 |
|  | CONDITIONAL SCORE | 0.009 | 0.410 | 0.353 | 0.027 | 0.293 | 0.272 | 0.023 | 0.187 | 0.177 |
|  | SIMEX | -0.004 | 0.416 | 0.369 | -0.015 | 0.302 | 0.287 | -0.018 | 0.192 | 0.184 |

Table S12: Bias and standard deviation (SD) of the estimates of $\beta_{0}$, and average of the estimated standard errors (SE) obtained from uncorrected approach (NAIVE), likelihood analysis under a Normal or a SkewNormal specification of the distribution of $\xi$, corrected score, conditional score, SIMEX, on the basis of $1,000$ replicates of simulation scenario $i i)$. Underlying risk distributed as a Skew-Normal.

| $\tau^{2}$ | Method | Bias | SD | SE | Bias | SD | SE | Bias | SD | SE |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 0.1 |  | $n=10$ |  |  | $n=20$ |  |  | $n=50$ |  |  |
|  | NAIVE | 0.022 | 0.283 | 0.121 | 0.029 | 0.244 | 0.091 | -0.006 | 0.237 | 0.076 |
|  | LIKELIHOOD | 0.014 | 0.239 | 0.149 | 0.032 | 0.195 | 0.129 | 0.019 | 0.118 | 0.075 |
|  | SKEW-NORMAL | 0.005 | 0.234 | 0.149 | 0.028 | 0.219 | 0.143 | 0.020 | 0.118 | 0.075 |
|  | CORRECTED SCORE | 0.016 | 0.238 | 0.146 | 0.046 | 0.201 | 0.123 | 0.059 | 0.178 | 0.099 |
|  | CONDITIONAL SCORE | 0.017 | 0.238 | 0.147 | 0.045 | 0.202 | 0.124 | 0.058 | 0.178 | 0.100 |
|  | SIMEX | 0.012 | 0.237 | 0.146 | 0.035 | 0.203 | 0.129 | 0.043 | 0.177 | 0.114 |
| 0.5 |  | $n=10$ |  |  | $n=20$ |  |  | $n=50$ |  |  |
|  | NAIVE | -0.012 | 0.509 | 0.322 | 0.005 | 0.489 | 0.286 | 0.004 | 0.282 | 0.159 |
|  | LIKELIHOOD | -0.001 | 0.355 | 0.268 | 0.015 | 0.266 | 0.208 | 0.029 | 0.182 | 0.148 |
|  | SKEW-NORMAL | -0.015 | 0.343 | 0.261 | 0.014 | 0.267 | 0.207 | 0.035 | 0.180 | 0.145 |
|  | CORRECTED SCORE | 0.006 | 0.341 | 0.270 | 0.030 | 0.267 | 0.208 | 0.069 | 0.196 | 0.143 |
|  | CONDITIONAL SCORE | 0.007 | 0.341 | 0.271 | 0.031 | 0.267 | 0.208 | 0.069 | 0.196 | 0.144 |
|  | SIMEX | -0.003 | 0.353 | 0.276 | 0.016 | 0.269 | 0.213 | 0.047 | 0.197 | 0.156 |
| 0.9 |  | $n=10$ |  |  | $n=20$ |  |  | $n=50$ |  |  |
|  | NAIVE | -0.007 | 0.629 | 0.524 | 0.017 | 0.468 | 0.382 | 0.019 | 0.398 | 0.255 |
|  | LIKELIHOOD | 0.018 | 0.458 | 0.350 | 0.028 | 0.312 | 0.260 | 0.042 | 0.206 | 0.180 |
|  | SKEW-NORMAL | 0.008 | 0.452 | 0.343 | 0.027 | 0.310 | 0.257 | 0.054 | 0.212 | 0.179 |
|  | CORRECTED SCORE | 0.020 | 0.452 | 0.354 | 0.049 | 0.315 | 0.260 | 0.081 | 0.221 | 0.175 |
|  | CONDITIONAL SCORE | 0.020 | 0.452 | 0.355 | 0.049 | 0.315 | 0.260 | 0.081 | 0.221 | 0.176 |
|  | SIMEX | 0.012 | 0.458 | 0.360 | 0.030 | 0.320 | 0.266 | 0.054 | 0.226 | 0.187 |
| 1.5 |  | $n=10$ |  |  | $n=20$ |  |  | $n=50$ |  |  |
|  | NAIVE | 0.061 | 0.824 | 0.872 | -0.003 | 0.655 | 0.659 | -0.004 | 0.695 | 0.466 |
|  | LIKELIHOOD | 0.026 | 0.552 | 0.431 | 0.039 | 0.375 | 0.332 | 0.057 | 0.251 | 0.219 |
|  | SKEW-NORMAL | 0.022 | 0.545 | 0.430 | 0.045 | 0.372 | 0.326 | 0.072 | 0.249 | 0.219 |
|  | CORRECTED SCORE | 0.031 | 0.541 | 0.438 | 0.056 | 0.373 | 0.329 | 0.095 | 0.256 | 0.213 |
|  | CONDITIONAL SCORE | 0.031 | 0.541 | 0.439 | 0.056 | 0.373 | 0.330 | 0.096 | 0.256 | 0.214 |
|  | SIMEX | 0.019 | 0.559 | 0.449 | 0.028 | 0.383 | 0.339 | 0.058 | 0.263 | 0.227 |



Figure S18: Mean squared error of the estimators $\beta_{0}$ obtained from naive analysis, likelihood analysis under a Normal or a Skew-Normal specification of the distribution of $\xi$, corrected score, conditional score, SIMEX, on the basis of 1,000 replicates of simulation scenario $i$ ). Underlying risk normally distributed.


Figure S19: Mean squared error of the estimators $\beta_{0}$ obtained from naive analysis, likelihood analysis under a Normal or a Skew-Normal specification of the distribution of $\xi$, corrected score, conditional score, SIMEX, on the basis of 1,000 replicates of simulation scenario $i$ ). Underlying risk distributed as a mixture of Normals.


Figure S20: Mean squared error of the estimators $\beta_{0}$ obtained from naive analysis, likelihood analysis under a Normal or a Skew-Normal specification of the distribution of $\xi$, corrected score, conditional score, SIMEX, on the basis of 1,000 replicates of simulation scenario $i$ ). Underlying risk distributed as a Skew-Normal.
Table S13: Bias and standard deviation (SD) of the estimates of $\beta_{1}$, and average of the estimated standard errors (SE) obtained from uncorrected approach (NAIVE), likelihood analysis under a Normal or a SkewNormal specification of the distribution of $\xi$, corrected score, conditional score, SIMEX, on the basis of $1,000$ replicates of simulation scenario $i i)$. Underlying risk normally distributed.

| $\tau^{2}$ | Method | Bias | SD | SE | Bias | SD | SE | Bias | SD | SE |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 0.1 |  | $n=10$ |  |  | $n=20$ |  |  | $n=50$ |  |  |
|  | NAIVE | -0.055 | 0.228 | 0.115 | -0.053 | 0.219 | 0.110 | -0.062 | 0.191 | 0.072 |
|  | LIKELIHOOD | -0.038 | 0.230 | 0.129 | -0.051 | 0.186 | 0.105 | -0.024 | 0.085 | 0.061 |
|  | SKEW-NORMAL | -0.033 | 0.225 | 0.129 | -0.050 | 0.183 | 0.105 | -0.025 | 0.087 | 0.061 |
|  | CORRECTED SCORE | -0.046 | 0.223 | 0.115 | -0.061 | 0.193 | 0.100 | -0.080 | 0.157 | 0.087 |
|  | CONDITIONAL SCORE | -0.048 | 0.222 | 0.116 | -0.062 | 0.193 | 0.101 | -0.081 | 0.157 | 0.087 |
|  | SIMEX | -0.043 | 0.225 | 0.122 | -0.047 | 0.199 | 0.109 | -0.067 | 0.159 | 0.093 |
| 0.5 |  | $n=10$ |  |  | $n=20$ |  |  | $n=50$ |  |  |
|  | NAIVE | -0.056 | 0.466 | 0.411 | -0.069 | 0.285 | 0.242 | -0.056 | 0.342 | 0.196 |
|  | LIKELIHOOD | -0.029 | 0.324 | 0.231 | -0.067 | 0.249 | 0.179 | -0.039 | 0.153 | 0.122 |
|  | SKEW-NORMAL | -0.018 | 0.316 | 0.232 | -0.068 | 0.248 | 0.181 | -0.044 | 0.160 | 0.124 |
|  | CORRECTED SCORE | -0.045 | 0.313 | 0.212 | -0.082 | 0.247 | 0.168 | -0.088 | 0.182 | 0.129 |
|  | CONDITIONAL SCORE | -0.047 | 0.312 | 0.213 | -0.084 | 0.247 | 0.169 | -0.088 | 0.181 | 0.130 |
|  | SIMEX | -0.044 | 0.315 | 0.226 | -0.064 | 0.253 | 0.178 | -0.067 | 0.186 | 0.135 |
| 0.9 |  | $n=10$ |  |  | $n=20$ |  |  | $n=50$ |  |  |
|  | NAIVE | -0.050 | 0.581 | 0.599 | -0.034 | 0.483 | 0.432 | -0.097 | 0.326 | 0.252 |
|  | LIKELIHOOD | -0.058 | 0.426 | 0.299 | -0.066 | 0.304 | 0.226 | -0.057 | 0.190 | 0.154 |
|  | SKEW-NORMAL | -0.052 | 0.418 | 0.300 | -0.064 | 0.299 | 0.227 | -0.066 | 0.197 | 0.157 |
|  | CORRECTED SCORE | -0.060 | 0.405 | 0.279 | -0.074 | 0.297 | 0.210 | -0.096 | 0.207 | 0.156 |
|  | CONDITIONAL SCORE | -0.063 | 0.404 | 0.280 | -0.076 | 0.296 | 0.211 | -0.097 | 0.207 | 0.156 |
|  | SIMEX | -0.056 | 0.410 | 0.298 | -0.050 | 0.305 | 0.222 | -0.074 | 0.211 | 0.162 |
| 1.5 |  | $n=10$ |  |  | $n=20$ |  |  | $n=50$ |  |  |
|  | NAIVE | -0.058 | 0.714 | 0.943 | -0.039 | 0.601 | 0.673 | -0.081 | 0.359 | 0.379 |
|  | LIKELIHOOD | 0.025 | 0.485 | 0.380 | -0.037 | 0.356 | 0.282 | -0.071 | 0.224 | 0.188 |
|  | SKEW-NORMAL | 0.011 | 0.489 | 0.385 | -0.036 | 0.354 | 0.283 | -0.077 | 0.225 | 0.190 |
|  | CORRECTED SCORE | 0.011 | 0.488 | 0.362 | -0.046 | 0.342 | 0.263 | -0.099 | 0.223 | 0.184 |
|  | CONDITIONAL SCORE | 0.009 | 0.487 | 0.365 | -0.048 | 0.341 | 0.264 | -0.100 | 0.223 | 0.184 |
|  | SIMEX | 0.031 | 0.498 | 0.390 | -0.019 | 0.353 | 0.279 | -0.069 | 0.230 | 0.193 |

Table S14: Bias and standard deviation (SD) of the estimates of $\beta_{1}$, and average of the estimated standard errors (SE) obtained from uncorrected approach (NAIVE), likelihood analysis under a Normal or a SkewNormal specification of the distribution of $\xi$, corrected score, conditional score, SIMEX, on the basis of 1,000 replicates of simulation scenario $i i$ ). Underlying risk distributed as a mixture of Normals.

| $\tau^{2}$ | Method | Bias | SD | SE | Bias | SD | SE | Bias | SD | SE |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 0.1 |  | $n=10$ |  |  | $n=20$ |  |  | $n=50$ |  |  |
|  | NAIVE | -0.079 | 0.309 | 0.123 | -0.079 | 0.414 | 0.172 | -0.133 | 0.259 | 0.084 |
|  | LIKELIHOOD | -0.047 | 0.299 | 0.166 | -0.092 | 0.254 | 0.148 | -0.043 | 0.142 | 0.090 |
|  | SKEW-NORMAL | -0.031 | 0.278 | 0.168 | -0.088 | 0.331 | 0.185 | -0.057 | 0.223 | 0.132 |
|  | CORRECTED SCORE | -0.047 | 0.290 | 0.154 | -0.099 | 0.255 | 0.143 | -0.158 | 0.240 | 0.129 |
|  | CONDITIONAL SCORE | -0.054 | 0.287 | 0.154 | -0.101 | 0.255 | 0.143 | -0.159 | 0.237 | 0.129 |
|  | SIMEX | -0.063 | 0.284 | 0.154 | -0.088 | 0.260 | 0.151 | -0.143 | 0.240 | 0.136 |
| 0.5 |  | $n=10$ |  |  | $n=20$ |  |  | $n=50$ |  |  |
|  | NAIVE | -0.062 | 0.480 | 0.281 | -0.106 | 0.380 | 0.250 | -0.126 | 0.336 | 0.161 |
|  | LIKELIHOOD | -0.016 | 0.471 | 0.307 | -0.080 | 0.323 | 0.244 | -0.065 | 0.225 | 0.173 |
|  | SKEW-NORMAL | -0.013 | 0.457 | 0.304 | -0.066 | 0.314 | 0.237 | -0.078 | 0.224 | 0.167 |
|  | CORRECTED SCORE | -0.037 | 0.445 | 0.285 | -0.105 | 0.317 | 0.233 | -0.148 | 0.271 | 0.180 |
|  | CONDITIONAL SCORE | -0.042 | 0.442 | 0.286 | -0.107 | 0.316 | 0.234 | -0.149 | 0.270 | 0.180 |
|  | SIMEX | -0.045 | 0.451 | 0.295 | -0.087 | 0.325 | 0.248 | -0.127 | 0.277 | 0.188 |
| 0.9 |  | $n=10$ |  |  | $n=20$ |  |  | $n=50$ |  |  |
|  | NAIVE | -0.044 | 0.959 | 0.799 | -0.114 | 0.490 | 0.378 | -0.134 | 0.369 | 0.244 |
|  | LIKELIHOOD | -0.009 | 0.551 | 0.390 | -0.089 | 0.398 | 0.301 | -0.082 | 0.274 | 0.216 |
|  | SKEW-NORMAL | 0.003 | 0.555 | 0.390 | -0.077 | 0.387 | 0.300 | -0.095 | 0.271 | 0.211 |
|  | CORRECTED SCORE | -0.030 | 0.533 | 0.363 | -0.109 | 0.398 | 0.287 | -0.154 | 0.296 | 0.215 |
|  | CONDITIONAL SCORE | -0.036 | 0.530 | 0.363 | -0.112 | 0.396 | 0.287 | -0.156 | 0.295 | 0.216 |
|  | SIMEX | -0.035 | 0.542 | 0.378 | -0.087 | 0.410 | 0.305 | -0.128 | 0.303 | 0.227 |
| 1.5 |  | $n=10$ |  |  | $n=20$ |  |  | $n=50$ |  |  |
|  | NAIVE | -0.020 | 1.019 | 0.894 | 0.012 | 0.956 | 0.837 | -0.083 | 0.605 | 0.421 |
|  | LIKELIHOOD | 0.004 | 0.733 | 0.500 | -0.066 | 0.469 | 0.381 | -0.067 | 0.306 | 0.264 |
|  | SKEW-NORMAL | 0.003 | 0.723 | 0.498 | -0.058 | 0.464 | 0.374 | -0.081 | 0.309 | 0.256 |
|  | CORRECTED SCORE | -0.034 | 0.674 | 0.474 | -0.081 | 0.459 | 0.363 | -0.136 | 0.320 | 0.256 |
|  | CONDITIONAL SCORE | -0.039 | 0.669 | 0.473 | -0.084 | 0.458 | 0.364 | -0.138 | 0.319 | 0.257 |
|  | SIMEX | -0.026 | 0.695 | 0.494 | -0.052 | 0.472 | 0.387 | -0.103 | 0.332 | 0.271 |

Table S15: Bias and standard deviation (SD) of the estimates of $\beta_{1}$, and average of the estimated standard errors (SE) obtained from uncorrected approach (NAIVE, likelihood analysis under a Normal or a SkewNormal specification of the distribution of $\xi$, corrected score, conditional score, SIMEX, on the basis of 1,000 replicates of simulation scenario $i i$ ). Underlying risk distributed as a Skew-Normal.

| $\tau^{2}$ | Method | Bias | SD | SE | Bias | SD | SE | Bias | SD | SE |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 0.1 |  | $n=10$ |  |  | $n=20$ |  |  | $n=50$ |  |  |
|  | NAIVE | -0.058 | 0.271 | 0.121 | -0.079 | 0.258 | 0.091 | -0.066 | 0.230 | 0.076 |
|  | LIKELIHOOD | -0.050 | 0.255 | 0.140 | -0.073 | 0.235 | 0.126 | -0.042 | 0.134 | 0.074 |
|  | SKEW-NORMAL | -0.038 | 0.242 | 0.141 | -0.061 | 0.261 | 0.139 | -0.040 | 0.141 | 0.076 |
|  | CORRECTED SCORE | -0.038 | 0.246 | 0.119 | -0.076 | 0.240 | 0.107 | -0.112 | 0.216 | 0.105 |
|  | CONDITIONAL SCORE | -0.040 | 0.246 | 0.120 | -0.075 | 0.242 | 0.109 | -0.109 | 0.217 | 0.106 |
|  | SIMEX | -0.038 | 0.245 | 0.132 | -0.071 | 0.244 | 0.120 | -0.103 | 0.219 | 0.11 |
| 0.5 |  | $n=10$ |  |  | $n=20$ |  |  | $n=50$ |  |  |
|  | NAIVE | -0.053 | 0.487 | 0.322 | -0.048 | 0.456 | 0.286 | -0.069 | 0.281 | 0.159 |
|  | LIKELIHOOD | -0.043 | 0.415 | 0.262 | -0.063 | 0.312 | 0.212 | -0.074 | 0.213 | 0.152 |
|  | SKEW-NORMAL | -0.030 | 0.398 | 0.258 | -0.062 | 0.317 | 0.211 | -0.080 | 0.217 | 0.151 |
|  | CORRECTED SCORE | -0.034 | 0.384 | 0.242 | -0.063 | 0.295 | 0.191 | -0.115 | 0.230 | 0.150 |
|  | CONDITIONAL SCORE | -0.035 | 0.384 | 0.242 | -0.063 | 0.295 | 0.192 | -0.115 | 0.229 | 0.151 |
|  | SIMEX | -0.039 | 0.391 | 0.261 | -0.056 | 0.297 | 0.204 | -0.105 | 0.233 | 0.160 |
| 0.9 |  | $n=10$ |  |  | $n=20$ |  |  | $n=50$ |  |  |
|  | NAIVE | -0.008 | 0.623 | 0.524 | -0.090 | 0.477 | 0.382 | -0.084 | 0.362 | 0.255 |
|  | LIKELIHOOD | -0.029 | 0.496 | 0.346 | -0.074 | 0.346 | 0.257 | -0.087 | 0.241 | 0.185 |
|  | SKEW-NORMAL | -0.016 | 0.490 | 0.340 | -0.076 | 0.341 | 0.255 | -0.104 | 0.250 | 0.185 |
|  | CORRECTED SCORE | -0.026 | 0.475 | 0.315 | -0.086 | 0.336 | 0.237 | -0.128 | 0.255 | 0.180 |
|  | CONDITIONAL SCORE | -0.027 | 0.474 | 0.315 | -0.087 | 0.336 | 0.237 | -0.127 | 0.255 | 0.181 |
|  | SIMEX | -0.023 | 0.478 | 0.340 | -0.078 | 0.342 | 0.249 | -0.114 | 0.260 | 0.190 |
| 1.5 |  | $n=10$ |  |  | $n=20$ |  |  | $n=50$ |  |  |
|  | NAIVE | -0.057 | 0.879 | 0.872 | -0.050 | 0.655 | 0.659 | -0.050 | 0.628 | 0.466 |
|  | LIKELIHOOD | -0.032 | 0.614 | 0.436 | -0.083 | 0.421 | 0.329 | -0.098 | 0.282 | 0.225 |
|  | SKEW-NORMAL | -0.029 | 0.606 | 0.441 | -0.087 | 0.411 | 0.329 | -0.120 | 0.287 | 0.226 |
|  | CORRECTED SCORE | -0.039 | 0.570 | 0.395 | -0.088 | 0.404 | 0.304 | -0.131 | 0.289 | 0.217 |
|  | CONDITIONAL SCORE | -0.040 | 0.570 | 0.395 | -0.089 | 0.403 | 0.304 | -0.131 | 0.288 | 0.217 |
|  | SIMEX | -0.026 | 0.598 | 0.430 | -0.074 | 0.412 | 0.320 | -0.112 | 0.294 | 0.226 |



Figure S21: Mean squared error of the estimators $\beta_{1}$ obtained from naive analysis, likelihood analysis under a Normal or a Skew-Normal specification of the distribution of $\xi$, corrected score, conditional score, SIMEX, on the basis of 1,000 replicates of simulation scenario $i$ ). Underlying risk normally distributed.


Figure S22: Mean squared error of the estimators $\beta_{1}$ obtained from naive analysis, likelihood analysis under a Normal or a Skew-Normal specification of the distribution of $\xi$, corrected score, conditional score, SIMEX, on the basis of 1,000 replicates of simulation scenario $i$ ). Underlying risk distributed as a mixture of Normals.


Figure S23: Mean squared error of the estimators $\beta_{1}$ obtained from naive analysis, likelihood analysis under a Normal or a Skew-Normal specification of the distribution of $\xi$, corrected score, conditional score, SIMEX, on the basis of 1,000 replicates of simulation scenario $i$ ). Underlying risk distributed as a Skew-Normal.
Table S16: Bias and standard deviation (SD) of the estimates of $\tau^{2}$, and average of the estimated standard errors (SE) obtained from uncorrected approach (NAIVE, likelihood analysis under a Normal or a SkewNormal specification of the distribution of $\xi$, corrected score, conditional score, SIMEX, on the basis of $1,000$ replicates of simulation scenario $i i)$. Underlying risk normally distributed.

| $\tau^{2}$ | Method | Bias | SD | SE | Bias | SD | SE | Bias | SD | SE |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 0.1 |  | $n=10$ |  |  | $n=20$ |  |  | $n=50$ |  |  |
|  | NAIVE | 0.131 | 0.497 | 0.115 | 0.230 | 0.452 | 0.110 | 0.252 | 0.298 | 0.072 |
|  | LIKELIHOOD | 0.017 | 0.148 | 0.048 | 0.055 | 0.189 | 0.092 | 0.037 | 0.156 | 0.053 |
|  | SKEW-NORMAL | 0.012 | 0.137 | 0.044 | 0.047 | 0.176 | 0.084 | 0.029 | 0.132 | 0.042 |
|  | CORRECTED SCORE | 0.081 | 0.453 | 0.089 | 0.139 | 0.388 | 0.102 | 0.164 | 0.263 | 0.112 |
|  | CONDITIONAL SCORE | 0.081 | 0.453 | 0.089 | 0.139 | 0.388 | 0.102 | 0.164 | 0.263 | 0.112 |
|  | SIMEX | 0.129 | 0.562 | 0.203 | 0.176 | 0.430 | 0.202 | 0.186 | 0.276 | 0.170 |
| 0.5 |  | $n=10$ |  |  | $n=20$ |  |  | $n=50$ |  |  |
|  | NAIVE | 0.323 | 0.832 | 0.411 | 0.227 | 0.493 | 0.242 | 0.461 | 0.644 | 0.196 |
|  | LIKELIHOOD | -0.075 | 0.265 | 0.249 | -0.022 | 0.228 | 0.238 | 0.079 | 0.240 | 0.281 |
|  | SKEW-NORMAL | -0.081 | 0.259 | 0.244 | -0.025 | 0.225 | 0.236 | 0.075 | 0.240 | 0.269 |
|  | CORRECTED SCORE | -0.021 | 0.472 | 0.136 | 0.071 | 0.421 | 0.131 | 0.137 | 0.289 | 0.113 |
|  | CONDITIONAL SCORE | -0.020 | 0.473 | 0.136 | 0.071 | 0.421 | 0.131 | 0.137 | 0.289 | 0.113 |
|  | SIMEX | 0.123 | 0.596 | 0.399 | 0.168 | 0.475 | 0.311 | 0.192 | 0.302 | 0.225 |
| 0.9 |  | $n=10$ |  |  | $n=20$ |  |  | $n=50$ |  |  |
|  | NAIVE | 0.299 | 0.962 | 0.599 | 0.397 | 0.674 | 0.432 | 0.334 | 0.434 | 0.252 |
|  | LIKELIHOOD | -0.173 | 0.364 | 0.524 | -0.076 | 0.325 | 0.498 | 0.041 | 0.277 | 0.461 |
|  | SKEW-NORMAL | -0.176 | 0.369 | 0.526 | -0.074 | 0.326 | 0.502 | 0.045 | 0.282 | 0.462 |
|  | CORRECTED SCORE | -0.088 | 0.570 | 0.172 | -0.012 | 0.442 | 0.151 | 0.086 | 0.316 | 0.118 |
|  | CONDITIONAL SCORE | -0.087 | 0.570 | 0.172 | -0.012 | 0.442 | 0.151 | 0.086 | 0.316 | 0.118 |
|  | SIMEX | 0.160 | 0.734 | 0.619 | 0.145 | 0.507 | 0.413 | 0.177 | 0.340 | 0.281 |
| 1.5 |  | $n=10$ |  |  | $n=20$ |  |  | $n=50$ |  |  |
|  | NAIVE | 0.387 | 1.350 | 0.943 | 0.520 | 1.003 | 0.673 | 0.355 | 0.502 | 0.379 |
|  | LIKELIHOOD | -0.522 | 0.417 | 0.825 | -0.226 | 0.392 | 0.903 | -0.059 | 0.338 | 0.754 |
|  | SKEW-NORMAL | -0.529 | 0.425 | 0.820 | -0.226 | 0.392 | 0.907 | -0.057 | 0.338 | 0.756 |
|  | CORRECTED SCORE | -0.369 | 0.524 | 0.209 | -0.118 | 0.525 | 0.182 | -0.002 | 0.389 | 0.133 |
|  | CONDITIONAL SCORE | -0.369 | 0.523 | 0.209 | -0.118 | 0.525 | 0.182 | -0.002 | 0.389 | 0.133 |
|  | SIMEX | 0.031 | 0.705 | 0.879 | 0.142 | 0.612 | 0.604 | 0.156 | 0.417 | 0.384 |

Table S17: Bias and standard deviation (SD) of the estimates of $\tau^{2}$, and average of the estimated standard errors (SE) obtained from uncorrected approach (NAIVE, likelihood analysis under a Normal or a SkewNormal specification of the distribution of $\xi$, corrected score, conditional score, SIMEX, on the basis of 1,000 replicates of simulation scenario $i i$ ). Underlying risk distributed as a mixture of Normals.

| $\tau^{2}$ | Method | Bias | SD | SE | Bias | SD | SE | Bias | SD | SE |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 0.1 |  | $n=10$ |  |  | $n=20$ |  |  | $n=50$ |  |  |
|  | NAIVE | 0.146 | 0.622 | 0.123 | 0.416 | 0.846 | 0.172 | 0.310 | 0.337 | 0.084 |
|  | LIKELIHOOD | 0.007 | 0.093 | 0.038 | 0.091 | 0.248 | 0.154 | 0.063 | 0.220 | 0.085 |
|  | SKEW-NORMAL | 0.000 | 0.082 | 0.035 | 0.164 | 0.362 | 0.209 | 0.190 | 0.434 | 0.171 |
|  | CORRECTED SCORE | 0.096 | 0.555 | 0.090 | 0.199 | 0.467 | 0.123 | 0.228 | 0.314 | 0.132 |
|  | CONDITIONAL SCORE | 0.096 | 0.555 | 0.090 | 0.201 | 0.469 | 0.123 | 0.228 | 0.314 | 0.132 |
|  | SIMEX | 0.151 | 0.693 | 0.233 | 0.244 | 0.518 | 0.266 | 0.254 | 0.325 | 0.216 |
| 0.5 |  | $n=10$ |  |  | $n=20$ |  |  | $n=50$ |  |  |
|  | NAIVE | 0.062 | 0.557 | 0.281 | 0.251 | 0.495 | 0.250 | 0.290 | 0.339 | 0.161 |
|  | LIKELIHOOD | -0.064 | 0.247 | 0.251 | 0.004 | 0.228 | 0.268 | 0.101 | 0.264 | 0.307 |
|  | SKEW-NORMAL | -0.082 | 0.252 | 0.244 | -0.023 | 0.254 | 0.264 | 0.056 | 0.312 | 0.286 |
|  | CORRECTED SCORE | -0.011 | 0.523 | 0.136 | 0.117 | 0.454 | 0.143 | 0.154 | 0.305 | 0.116 |
|  | CONDITIONAL SCORE | -0.011 | 0.523 | 0.136 | 0.117 | 0.454 | 0.142 | 0.154 | 0.305 | 0.115 |
|  | SIMEX | 0.128 | 0.657 | 0.401 | 0.220 | 0.504 | 0.349 | 0.211 | 0.317 | 0.232 |
| 0.9 |  | $n=10$ |  |  | $n=20$ |  |  | $n=50$ |  |  |
|  | NAIVE | 0.698 | 2.221 | 0.799 | 0.235 | 0.565 | 0.378 | 0.295 | 0.368 | 0.244 |
|  | LIKELIHOOD | -0.171 | 0.356 | 0.527 | -0.065 | 0.318 | 0.515 | 0.084 | 0.281 | 0.508 |
|  | SKEW-NORMAL | -0.177 | 0.366 | 0.528 | -0.096 | 0.322 | 0.496 | 0.041 | 0.323 | 0.490 |
|  | CORRECTED SCORE | -0.095 | 0.597 | 0.175 | 0.033 | 0.483 | 0.160 | 0.120 | 0.326 | 0.122 |
|  | CONDITIONAL SCORE | -0.095 | 0.597 | 0.175 | 0.033 | 0.483 | 0.160 | 0.120 | 0.326 | 0.122 |
|  | SIMEX | 0.140 | 0.763 | 0.624 | 0.193 | 0.543 | 0.451 | 0.220 | 0.344 | 0.295 |
| 1.5 |  | $n=10$ |  |  | $n=20$ |  |  | $n=50$ |  |  |
|  | NAIVE | 0.288 | 1.351 | 0.894 | 1.011 | 1.421 | 0.837 | 0.562 | 0.703 | 0.421 |
|  | LIKELIHOOD | -0.459 | 0.449 | 0.822 | -0.180 | 0.396 | 0.939 | -0.009 | 0.336 | 0.793 |
|  | SKEW-NORMAL | -0.479 | 0.450 | 0.809 | -0.232 | 0.422 | 0.893 | -0.080 | 0.385 | 0.753 |
|  | CORRECTED SCORE | -0.222 | 0.777 | 0.211 | -0.041 | 0.576 | 0.186 | 0.034 | 0.372 | 0.133 |
|  | CONDITIONAL SCORE | -0.222 | 0.777 | 0.211 | -0.041 | 0.576 | 0.186 | 0.034 | 0.372 | 0.133 |
|  | SIMEX | 0.144 | 0.994 | 0.926 | 0.231 | 0.677 | 0.633 | 0.203 | 0.413 | 0.389 |

Table S18: Bias and standard deviation (SD) of the estimates of $\tau^{2}$, and average of the estimated standard errors (SE) obtained from uncorrected approach (NAIVE, likelihood analysis under a Normal or a SkewNormal specification of the distribution of $\xi$, corrected score, conditional score, SIMEX, on the basis of $1,000$ replicates of simulation scenario $i i)$. Underlying risk distributed as a Skew-normal.

| $\tau^{2}$ | Method | Bias | SD | SE | Bias | SD | SE | Bias | SD | SE |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 0.1 |  | $n=10$ |  |  | $n=20$ |  |  | $n=50$ |  |  |
|  | NAIVE | 0.142 | 0.566 | 0.121 | 0.174 | 0.407 | 0.091 | 0.272 | 0.336 | 0.076 |
|  | LIKELIHOOD | 0.010 | 0.114 | 0.038 | 0.055 | 0.157 | 0.079 | 0.048 | 0.176 | 0.060 |
|  | SKEW-NORMAL | 0.006 | 0.104 | 0.036 | 0.089 | 0.258 | 0.110 | 0.047 | 0.188 | 0.053 |
|  | CORRECTED SCORE | 0.077 | 0.473 | 0.081 | 0.118 | 0.356 | 0.089 | 0.189 | 0.285 | 0.114 |
|  | CONDITIONAL SCORE | 0.077 | 0.473 | 0.081 | 0.118 | 0.356 | 0.089 | 0.189 | 0.285 | 0.114 |
|  | SIMEX | 0.126 | 0.592 | 0.189 | 0.151 | 0.400 | 0.162 | 0.211 | 0.298 | 0.174 |
| 0.5 |  | $n=10$ |  |  | $n=20$ |  |  | $n=50$ |  |  |
|  | NAIVE | 0.145 | 0.809 | 0.322 | 0.358 | 0.785 | 0.286 | 0.281 | 0.342 | 0.159 |
|  | LIKELIHOOD | -0.094 | 0.231 | 0.227 | -0.007 | 0.223 | 0.246 | 0.106 | 0.249 | 0.301 |
|  | SKEW-NORMAL | -0.127 | 0.231 | 0.204 | -0.016 | 0.239 | 0.247 | 0.090 | 0.249 | 0.278 |
|  | CORRECTED SCORE | -0.004 | 0.560 | 0.137 | 0.083 | 0.425 | 0.130 | 0.158 | 0.291 | 0.114 |
|  | CONDITIONAL SCORE | -0.004 | 0.560 | 0.137 | 0.083 | 0.425 | 0.130 | 0.158 | 0.291 | 0.114 |
|  | SIMEX | 0.133 | 0.706 | 0.413 | 0.164 | 0.474 | 0.301 | 0.209 | 0.308 | 0.227 |
| 0.9 |  | $n=10$ |  |  | $n=20$ |  |  | $n=50$ |  |  |
|  | NAIVE | 0.148 | 0.818 | 0.524 | 0.247 | 0.623 | 0.382 | 0.351 | 0.469 | 0.255 |
|  | LIKELIHOOD | -0.189 | 0.359 | 0.496 | -0.077 | 0.313 | 0.481 | 0.077 | 0.288 | 0.491 |
|  | SKEW-NORMAL | -0.219 | 0.357 | 0.471 | -0.097 | 0.313 | 0.462 | 0.076 | 0.288 | 0.483 |
|  | CORRECTED SCORE | -0.114 | 0.577 | 0.167 | 0.018 | 0.478 | 0.152 | 0.127 | 0.331 | 0.122 |
|  | CONDITIONAL SCORE | -0.114 | 0.577 | 0.167 | 0.018 | 0.478 | 0.152 | 0.127 | 0.331 | 0.122 |
|  | SIMEX | 0.101 | 0.726 | 0.577 | 0.149 | 0.537 | 0.415 | 0.209 | 0.345 | 0.292 |
| 1.5 |  | $n=10$ |  |  | $n=20$ |  |  | $n=50$ |  |  |
|  | NAIVE | 0.244 | 1.142 | 0.872 | 0.476 | 0.907 | 0.659 | 0.783 | 1.034 | 0.466 |
|  | LIKELIHOOD | -0.467 | 0.458 | 0.817 | -0.175 | 0.415 | 0.926 | -0.008 | 0.339 | 0.790 |
|  | SKEW-NORMAL | -0.485 | 0.462 | 0.802 | -0.204 | 0.430 | 0.899 | -0.007 | 0.345 | 0.792 |
|  | CORRECTED SCORE | -0.258 | 0.709 | 0.206 | -0.036 | 0.590 | 0.184 | 0.062 | 0.392 | 0.135 |
|  | CONDITIONAL SCORE | -0.258 | 0.709 | 0.206 | -0.036 | 0.590 | 0.184 | 0.062 | 0.392 | 0.135 |
|  | SIMEX | 0.093 | 0.913 | 0.870 | 0.184 | 0.668 | 0.612 | 0.204 | 0.424 | 0.395 |

$\tau^{2}=0.1$

$\tau^{2}=0.9$





Figure S24: Mean squared error of the estimators $\tau^{2}$ obtained from naive analysis, likelihood analysis under a Normal or a Skew-Normal specification of the distribution of $\xi$, corrected score, conditional score, SIMEX, on the basis of 1,000 replicates of simulation scenario $i$ ). Underlying risk normally distributed.


Figure S25: Mean squared error of the estimators $\tau^{2}$ obtained from naive analysis, likelihood analysis under a Normal or a Skew-Normal specification of the distribution of $\xi$, corrected score, conditional score, SIMEX, on the basis of 1,000 replicates of simulation scenario $i$ ). Underlying risk distributed as a mixture of Normals.


Figure S26: Mean squared error of the estimators $\tau^{2}$ obtained from naive analysis, likelihood analysis under a Normal or a Skew-Normal specification of the distribution of $\xi$, corrected score, conditional score, SIMEX, on the basis of 1,000 replicates of simulation scenario $i$ ). Underlying risk distributed as a Skew-Normal.


Figure S27: Empirical coverage probabilities of confidence intervals for $\beta_{0}$ from uncorrected approach (NAIVE), likelihood approach under a normal specification (LIKELIHOOD) or a Skew-Normal specification (SKEWNORMAL) for the underlying risk distribution, SIMEX, corrected score and conditional score, on the basis of 1,000 replicates of simulation scenario $i i$ ). Underlying risk normally distributed.


Figure S28: Empirical coverage probabilities of confidence intervals for $\beta_{0}$ from uncorrected approach (NAIVE), likelihood approach under a Normal specification (LIKELIHOOD) or a Skew-Normal specification (SKEWNORMAL) for the underlying risk distribution, SIMEX, corrected score and conditional score, on the basis of 1,000 replicates of simulation scenario $i i$ ). Underlying risk distributed as a mixture of Normals.


Figure S29: Empirical coverage probabilities of confidence intervals for $\beta_{0}$ from uncorrected approach (NAIVE), likelihood approach under a Normal specification (LIKELIHOOD) or a Skew-Normal specification (SKEWNORMAL) for the underlying risk distribution, SIMEX, corrected score and conditional score, on the basis of 1,000 replicates of simulation scenario $i i$ ). Underlying risk distributed as a Skew-Normal.
Table S19: Empirical coverage probabilities (multiplied by 1,000 ) of confidence intervals for $\beta_{0}$ and associated Monte Carlo standard error (in parentheses, multiplied by 1,000 ) obtained from naive analysis, likelihood analysis under a Normal or a Skew-Normal specification of the distribution of $\xi$, corrected score, conditional score, SIMEX, on the basis of 1,000 replicates of simulation scenario $i i$ ). Underlying risk distributed as a Normal, Skew-Normal, or Mixture of Normals.

| $\tau^{2}$ | Method | $n$ |  |  | $n$ |  |  | $n$ |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | 10 | 20 | 50 | 10 | 20 | 50 | 10 | 20 | 50 |
| 0.1 |  | Normal |  |  | Mixture |  |  | Skew-Normal |  |  |
|  | NAIVE | 859 (11) | 806 (13) | 764 (13) | 846 (11) | 575 (16) | 810 (12) | 739 (14) | 764 (13) | 617 |
|  | LIKELIHOOD | 881 (10) | 925 (8) | 943 (7) | 861 (11) | 933 (8) | 953 (7) | 826 (12) | 850 (11) | 894 (10 |
|  | SKEW-NORMAL | 879 (11) | 925 (9) | 939 (8) | 858 (12) | 915 (9) | 932 (8) | 826 (12) | 852 (11) | 897 |
|  | CORRECTED SCORE | 887 (10) | 909 (9) | 926 (8) | 880 (10) | 922 (8) | 950 (7) | 842 (12) | 839 (12) | 750 |
|  | CONDITIONAL SCORE | 883 (10) | 908 (9) | 928 (8) | 883 (10) | 924 (8) | 949 (7) | 843 (12) | 839 (12) | 756 |
|  | SIMEX | 897 (10) | 925 (8) | 948 (7) | 893 (10) | 942 (7) | 969 (5) | 830 (12) | 842 (12) | 859 |
| 0.5 |  | Normal |  |  | Mixture |  |  | Skew-Normal |  |  |
|  | NAIVE | 554 (16) | 792 (13) | 437 (16) | 899 (10) | 851 (11) | 729 (14) | 752 (14) | 572 (16) | 688 |
|  | LIKELIHOOD | 871 (11) | 917 (9) | 947 (7) | 905 (9) | 916 (9) | 938 (8) | 830 (12) | 879 (10) | 893 |
|  | SKEW-NORMAL | 871 (11) | 916 (9) | 944 (7) | 906 (9) | 912 (9) | 932 (8) | 837 (12) | 877 (10) | 889 (11 |
|  | CORRECTED SCORE | 876 (10) | 914 (9) | 944 (7) | 919 (9) | 907 (9) | 939 (8) | 854 (11) | 865 (11) | 839 |
|  | CONDITIONAL SCORE | 878 (10) | 914 (9) | 944 (7) | 915 (9) |  |  | 854 (11) | 865 (11) | 837 (12 |
|  | SIMEX | 888 (10) | 920 (9) | 949 (7) | 921 (9) | 923 (8) | 940 (8) | 847 (11) | 874 (10) | 891 |
| 0.9 |  | Normal |  |  | Mixture |  |  | Skew-Normal |  |  |
|  | NAIVE | 692 (15) | 631 (15) | 680 (15) | 474 (16) | 805 (13) | 784 (13) | 722 (14) | 722 (14) | 632 (15 |
|  | LIKELIHOOD | 902 (9) | 913 (9) | 936 (8) | 882 (10) | 920 (9) | 942 (7) | 818 (12) | 877 (10) | 913 |
|  | SKEW-NORMAL | 902 (10) | 917 (9) | 938 (8) | 895 (10) | 919 (9) | 934 (8) | 821 (12) | 879 (10) | 903 (9 |
|  | CORRECTED SCORE | 904 (9) | 906 (9) | 932 (8) | 890 (10) | 926 (8) | 932 (8) | 835 (12) | 880 (10) | 860 (11 |
|  | CONDITIONAL SCORE | 903 (9) | 907 (9) | 933 (8) | 889 (10) | 925 (8) | 932 (8) | 838 (12) | 878 (10) | 859 |
|  | SIMEX | 911 (9) | 925 (8) | 941 (7) | 895 (10) | 930 (8) | 940 (8) | 839 (12) | 875 (10) | 903 (9 |
| 1.5 |  | Normal |  |  | Mixture |  |  | Skew-Normal |  |  |
|  | NAIVE | 641 (15) | 631 (15) | 644 (15) | 731 (14) | 465 (16) | 529 (16) | 699 (15) | 662 (15) | 458 |
|  | LIKELIHOOD | 788 (71) | 921 (9) | 934 (8) | 869 (11) | 926 (8) | 933 (8) | 853 (11) | 898 (10) | 895 |
|  | SKEW-NORMAL | 781 (73) | 918 (9) | 934 (8) | 877 (10) | 924 (8) | 934 (8) | 852 (11) | 892 (10) | 894 |
|  | CORRECTED SCORE | 818 (67) | 920 (9) | 929 (8) | 873 (11) | 921 (9) | 934 (8) | 859 (11) | 897 (10) | 863 |



Figure S30: Empirical coverage probabilities of confidence intervals for $\beta_{1}$ from uncorrected approach (NAIVE), likelihood approach under a Normal specification (LIKELIHOOD) or a Skew-Normal specification (SKEWNORMAL) for the underlying risk distribution, SIMEX, corrected score and conditional score, on the basis of 1,000 replicates of simulation scenario $i i$ ). Underlying risk normally distributed.


Figure S31: Empirical coverage probabilities of confidence intervals for $\beta_{1}$ from uncorrected approach (NAIVE), likelihood approach under a Normal specification (LIKELIHOOD) or a Skew-Normal specification (SKEWNORMAL) for the underlying risk distribution, SIMEX, corrected score and conditional score, on the basis of 1,000 replicates of simulation scenario $i i$ ). Underlying risk distributed as a mixture of Normals.


Figure S32: Empirical coverage probabilities of confidence intervals for $\beta_{1}$ from uncorrected approach (NAIVE), likelihood approach under a Normal specification (LIKELIHOOD) or a Skew-Normal specification (SKEWNORMAL) for the underlying risk distribution, SIMEX, corrected score and conditional score, on the basis of 1,000 replicates of simulation scenario $i i$ ). Underlying risk distributed as a Skew-Normal.
Table S20: Empirical coverage probabilities (multiplied by 1,000) of confidence intervals for $\beta_{1}$ and associated Monte Carlo standard error (in parentheses, multiplied by 1,000 ) obtained from naive analysis, likelihood analysis under a Normal or a Skew-Normal specification of the distribution of $\xi$, corrected score, conditional score, SIMEX, on the basis of 1,000 replicates of simulation scenario $i i$ ). Underlying risk distributed as a Normal, Skew-Normal, or Mixture of Normals.


