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Fig. 45. Parameter correlations for PlikTT+lowTEB, including some ⇤CDM extensions. The leftmost column is identical to Fig. 44 and is
repeated here to ease comparison. Including extensions to the ⇤CDM model changes the correlations between the cosmological parameters,
sometimes dramatically, as can be seen in the case of AL. There is no correlation between the cosmological parameters (including the extensions)
and the dust amplitude parameters. In most cases, the extensions are correlated with the remaining foreground parameters (and in particular with
the point-source amplitudes at 100 and 143 GHz, and with the level of CIB fluctuations) with a strength similar to those of the other cosmological
parameters (i.e., less than 30%). YHe exhibits a stronger sensitivity to the point-source levels.
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their combined noise and do not exhibit a reionization signal, as
shown in Fig. 11.

We learn from these tests that if the EE and TE signal we
measure at 70 GHz is due to systematics, then these systematics
should a↵ect only the above spectra in such a way to mimic a
genuine reionization signal, and one that is fully compatible in
the maps with that present in (cleaned) WMAP data. This is ex-
tremely unlikely and conclude that Planck 70 GHz is dominated
by a genuine contribution from the sky, compatible with a signal
from cosmic reionization.

The tests described so far do not let us accurately quan-
tify the magnitude of a possible systematic contribution, nor
to exclude artefacts arising from the data pipeline itself and,
specifically, from the foreground cleaning procedure. These can
be only controlled through detailed end-to-end tests, using the
FFP8 simulations (Planck Collaboration XII 2016). As detailed
in Sect. 2.5, we have performed end-to-end validation with
1000 simulated frequency maps containing signal, noise, and
foreground contributions as well as specific systematics e↵ects,
mimicking all the steps in the actual data pipeline. Propagat-
ing to cosmological parameters (⌧ and As, which are most rel-
evant at low ` in the ⇤CDM model), we detect no bias within
the simulation error budget. The total impact of any unknown
systematics on the final ⌧ estimate is at most 0.1�. This ef-
fectively rules out any detectable systematic contribution from
the data pipeline or or from the instrumental e↵ects considered
in the FFP8 simulations. A complementary analysis has been
performed in Planck Collaboration III (2016), including further
systematic contributions not incorporated into FFP8. This study,
which should be taken as a worst-case scenario, limits the possi-
ble contribution to final ⌧ of all known systematics at 0.005, i.e.,
about 0.25�. We conclude that we were unable to detect any sys-
tematic contribution to the 2015 Planck ⌧measurement as driven
by low `, and have limited it to well within our final statistical
error budget.

Finally, since the submission of this paper, dedicated work
on HFI data at low ` leads to a higher-precision determination
of ⌧ (Planck Collaboration Int. XLVI 2016) which is consistent
with the one described in this paper. This latest work paves the
way towards a future release of improved Planck likelihoods.

5.4.2. High-` budget

We now turn to the high-` likelihood. The approximate statis-
tical model from which we build the likelihood function may
turn out to be an unfaithful representation of the data for three
main reasons. First the equations describing the likelihood or the
parameters of those equations can be inaccurate. They are, of
course, since we are relying on approximations, but we expect
that in the regime where they are used our approximations are
good enough not to bias the best fit or strongly alter the esti-
mation of error bars. We call such errors due to a breakdown of
the approximations a “methodological systematic”. We may also
lump into this any coding errors. Second, our data model must
include a faithful description of the relation between the sky and
the data analysed, i.e., one needs to describe the transfer function
and/or additive biases due to the non-ideal instrument and data
processing. Again, an error in this model or in its parameters
translates into possible errors that we call “instrumental system-
atics”. Finally, to recover the properties of the CMB, the con-
tribution of astrophysical foregrounds must be correctly mod-
elled and accounted for. Errors in this model or its parameters
is denoted “astrophysical systematics”. When propagating each
of these systematics to cosmological parameters, this is always

within the framework of the ⇤CDM model, as systematic e↵ects
can project di↵erently into parameters depending on the details
of the model.

We investigated the possibility of methodological system-
atics with massive Monte-Carlo simulations. One of the main
technical di�culties of the high-` likelihood is the computa-
tion of the covariance of the band powers. Appendix C.1.3 de-
scribes how we validated the covariance matrix, through the use
of Monte-Carlo simulations, to better than a percent accuracy.
This includes a first-order correction for the excess scatter due
to point source masks, which can induce a systematic error in
the covariance reaching a maximum of around 10% near the first
peak and the largest scales (` < 50), somewhat lower (about 5%
or less) at other scales. In Sect. 3.6 we propagated the e↵ect of
those possible methodological systematics to the cosmological
parameters and found a 0.1� systematic shift on ns, when using
the temperature data, which decreases when cutting the largest
and most non-Gaussian modes. This is further demonstrated on
the data in Sect. 5.1 where we vary the hybridization scale. At
this stage it is unclear whether this is a sign of a breakdown of
the Gaussian approximation at those scales, or if it is the result
of the limitations of our point source correction to the covariance
matrix. We did not try to correct for this bias in the likelihood and
we assess this 0.1� e↵ect on ns to be the main contribution to the
methodological systematics error budget.

Instrumental systematics are mainly assessed in three ways.
First, given a foreground model, we estimate the consistency be-
tween frequencies and between the TT , EE and TE combina-
tions at the spectrum and at the parameter level (removing some
cross-spectra). For TT , the agreement is excellent, with shifts
between parameters that are always compatible with the extra
cosmic variance due to the removal of data when compared to
the baseline solution (see Figs. 31 and 42). TE and EE inter-
frequency tests reveal discrepancies between the di↵erent cross
spectra that we assigned to leakage from temperature to polar-
ization (see Fig. 40). In co-added spectra, these discrepancies
tend to average out, leaving a few-µK2-level residual in the dif-
ference between the co-added TE and EE spectra and their the-
oretical predictions based on the TT parameters. Section 3.4.3
describes an e↵ective model that succeeds in capturing some of
that mismatch, in particular in TE. But as argued in Sect. 3.4.3
and Appendix C.3.5 one cannot, at this stage, use this model as-
is to correct for the leakage, or to infer the level of systematic
it may induce on cosmological parameters, due to a lack of a
good prior on the leakage model parameters. However, cosmo-
logical parameters deduced from the current polarization likeli-
hoods are in perfect agreement with those calculated from the
temperature, within the uncertainty allowed by our covariance.
The second way we assess possible instrumental systematics is
by comparing the detset (DS) and the half-mission (HM) results.
As argued in Sect. 3.4.4, the DS cross spectra are known to be
a↵ected by a systematic noise correlation that we correct for. Ig-
noring any uncertainty in this correction (which is di�cult to
assess), the overall shift between the HM- and DS-based param-
eters is of the order of 0.2� (on !b) at most on TT (Sect. 4.1.1
and Fig. 35), similar in TE and slightly worse in EE, particu-
larily for ns. Since the uncertainty on the correlated noise cor-
rection is not propagated, those shifts are only upper bounds on
possible instrumental systematics (at least those which would
manifest di↵erently in these two data cuts which are completely
di↵erent as regards temporal systematics). Finally, in Sect. 3.7,
we evaluate the propagation of all known instrumental e↵ects to
parameters. Due to the cost of the required massive end-to-end
simulations, this test can only reveal large deviations; no such
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instrumental systematic bias is detected in this test. To summa-
rize, our instrumental systematics budget is at most 0.2� in tem-
perature, slightly higher in EE, and there is no sign of bias due to
temperature-to-polarization leakage that would not be compati-
ble with our covariance (within the ⇤CDM framework).

Finally, we assess the contribution of astrophysical systemat-
ics. Given the prior findings on polarisation, we only discuss the
case of temperature here. The uncertainty on the faithfulness of
the astrophysical model is relatively high, and we know from the
DS/HM comparison that our astrophysical components certainly
absorb part of the correlated noise that is not entirely captured
by our model. In that sense, the recovered astrophysical param-
eters may be a biased estimate of the real astrophysical fore-
ground contribution (due to the flexibility of the model which
may absorb residual instrumental systematics provided they are
su�ciently small). At small scales, the dominant astrophysical
component is the point source Poisson term. We checked in
Sect. 4.3 that the recovered point source contributions are in
general agreement with models of their expected level. This is
much less the case at 100 GHz and we argued in Sect. 4.3 that,
nonetheless, an error in the description of the Poisson term is un-
likely to translate into a bias in the cosmological parameters, as
the point source contribution is negligible at all scales where the
100 GHz spectrum dominates the CMB solution. At large scales,
the dust is our strongest foreground. We checked in Fig. 35 the
e↵ect of either marginalizing out the slope of the dust spectrum
or removing the amplitude priors (i.e., making them arbitrarly
wide). When marginalizing over the slope, one recovers a value
compatible with the one in our model (�2.57 ± 0.038 whereas
our model uses �2.63) and the cosmological parameters do not
change (Sect. 4.1.2). When comparing the baseline likelihood
result to CamSpec which uses a slightly di↵erent template we
find a 0.16� systematic shift in ns that can be attributed to the
steeper dust template slope (�2.7) (Sect. 4.2). When ignoring
the amplitude priors, a 0.2� shift appears on ns (and As, due to
its correlation with ns). However, in this case the level of dust
contribution increases by about 20 µK2 in all spectra, which cor-
responds to more than doubling the 100⇥ 100 dust contribution.
This level is completely ruled out by the 100 ⇥ 545 cross spec-
trum, which enables estimation of the dust contribution in the
100 GHz channel. The parameter shift can hence be attributed
to a degeneracy between the dust model and the cosmological
model broken by the prior on the amplitude parameters. We also
use the fact that the dust distribution is anisotropic on the sky
and evaluate the cosmological parameters on a smaller sky frac-
tion. On TT there is no shift in the parameters that cannot be
attributed to the greater cosmic variance on the smaller sky frac-
tion. We are also making a simplifying assumption by describ-
ing the dust as a Gaussian field with a specific power spectrum.
The numerical simulations (FFP9 and End-to-end) that include
a realistic, anisotropic template for the dust contribution do not
uncover any systematic e↵ect due to that approximation. In the
end, we believe that 0.2� on ns is a conservative upper bound
of our astrophysical systematic bias on the cosmological param-
eters. There is, however, a possibility of a residual instrumental
bias a↵ecting foreground parameters (but not cosmology), but
we cannot, at this stage, provide quantitative estimates.

To summarize, our systematic error budget consists of a 0.1�
methodology bias on ns for TT , at most a 0.2� instrumental bias
on TT (on !b), TE and possibly a slightly greater one on EE.
The few-µK2-level leakage residual in polarization does not ap-
pear to project onto biases on the ⇤CDM parameters. We con-
servatively evalute our astrophysical bias to be 0.2� on ns. The
astrophysical parameters might su↵er from instrumental biases.

5.5. The low-` “anomaly”

In Like13 we noted that the Planck 2013 low-` temperature
power spectrum exhibited a tension with the Planck best-fit
model, which is mostly determined by high-` information. In
order to quantify such a tension, we performed a series of tests,
concluding that the low-` power anomaly was mainly driven by
multipoles between ` = 20 and 30, which happen to be system-
atically low with respect to the model. The e↵ect was shown to
be also present (although less pronounced) using WMAP data
(again, see Like13 and Page et al. 2007). The statistical signifi-
cance of this anomaly was found to be around 99%, with slight
variations depending on the Planck CMB solution or the esti-
mator considered. This anomaly has drawn significant attention
as a potential tracer of new physics (e.g., Kitazawa & Sagnotti
2015, 2014; Dudas et al. 2012; see also Destri et al. 2008), so it
is worth checking its status in the 2015 analysis.

We present here updated results from a selection of the tests
performed in 2013. While in Like13 we only concentrated on
temperature, we now also consider low-` polarization, which
was not available as a Planck product in 2013. We first per-
form an analysis through the Hausman test (Polenta et al. 2005),
modified as in Like13 for the statistic s1 = suprB(`max, r), with
`max = 29 and

B(`max, r) =
1
p
`max

int(`maxr)X

`=2

H`, r 2 [0, 1] , (61)

H` =
Ĉ` �C`p

Var Ĉ`
, (62)

where Ĉ` and C` denote the observed and model power spectra,
respectively. Intuitively, this statistic measures the relative bias
between the observed spectrum and model, expressed in units of
standard deviations, while taking the so-called “look-elsewhere
e↵ect” into account by maximizing s1 over multipole ranges. We
use the same simulations as described in Sect. 2.3, which are
based on FFP8, for the likelihood validation. We plot in Fig. 46
the empirical distribution for s1 in temperature and compare it
to the value inferred from the Planck Commander 2015 map de-
scribed in Sect. 2 above. The significance for the Commander
map has weakened from 0.7% in 2013 to 2.8% in 2015. This
appears consistent with the changes between the 2013 and 2015
Commander power spectra shown in Fig. 2, where we can see
that the estimates in the range 20 < ` < 30 were generally shifted
upwards (and closer to the Planck best-fit model) due to revised
calibration and improved analysis on a larger portion of the sky.
We also report in the lower panel of Fig. 46 the same test for
the EE power spectrum, finding that the observed Planck low-`
polarization maps are anomalous only at the 7.7% level.

As a further test of the low-` and high-` Planck constraints,
we compare the estimate of the primordial amplitude As and the
optical depth ⌧, first separately for low and high multipoles, and
then jointly. Results are displayed in Fig. 47, showing that the
` < 30 and the ` � 30 data posteriors in the primordial am-
plitude are separated by 2.6�, where the standard deviation is
computed as the square root of the sum of the variances of each
posterior. We note that a similar separation exists for ⌧, but it is
only significant at the 1.5� level. Fixing the value of the high-`
parameters to the Planck 2013 best-fit model slightly increases
the significance of the power anomaly, but has virtually no ef-
fect on ⌧. A joint analysis using all multipoles retrieves best-fit
values in As and ⌧ which are between the low and high-` posteri-
ors. This behaviour is confirmed when the Planck 2015 lensing
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Fig. 46. Top: empirical distribution for the Hausman s1 statistic for TT
derived from simulations; the vertical bar is the observed value for the
Planck Commandermap. Bottom: the empirical distribution of s1 for EE
and the Planck 70 GHz polarization maps described in Sect. 2.

likelihood (Planck Collaboration XV 2016) is used in place of
low-` polarization.

Finally, we note a similar e↵ect on Ne↵ , which, in the high-
` analysis with a ⌧ prior is about 1� o↵ the canonical value of
3.04, but is right on top of the canonical value once the lowP and
its ` = 20 dip is included.

5.6. Compressed CMB-only high-` likelihood

We extend the Gibbs sampling scheme described in
Dunkley et al. (2013) and Calabrese et al. (2013) to construct a
compressed temperature and polarization Planck high-` CMB-
only likelihood, Plik_lite, estimating CMB band-powers and
the associated covariances after marginalizing over foreground
contributions. Instead of using the full multi-frequency likeli-
hood to directly estimate cosmological parameters and nuisance
parameters describing other foregrounds, we take the intermedi-
ate step of using the full likelihood to extract CMB temperature
and polarization power spectra, marginalizing over possible
Galactic and extragalactic contamination. In the process, a new
covariance matrix is generated for the marginalized spectra,

2.8 2.9 3.0 3.1 3.2 3.3 3.4
0

2

4

6

8

10

Log!1010As"

lowTEB

lowTEB with Planck2013
fiducial

PlanckTT , !min!30

PlanckTT"lowP

PlanckTT"lensing

2.8 2.9 3.0 3.1 3.2 3.3 3.4
0.00

0.05

0.10

0.15

0.20

Log!1010As"
Τ

0.00 0.05 0.10 0.15 0.20
0

5

10

15

20

Τ

Fig. 47. Joint estimates of primordial amplitude As and ⌧ for the data
sets indicated in the legend. For low-` estimates, all other parameters are
fixed to the 2015 fiducial values, except for the dashed line, which uses
the Planck 2013 fiducial. The PlanckTT+lowP estimates fall roughly
half way between the low- and high-` only ones.

which therefore includes foreground uncertainty. We refer to
Appendix C.6.2 for a description of the methodology and to
Fig. C.12 for a comparison between the multi-frequency data
and the extracted CMB-only band-powers for TT , TE, and EE.

By marginalizing over nuisance parameters in the spectrum-
estimation step, we decouple the primary CMB from non-CMB
information. We use the extracted marginalized spectra and co-
variance matrix in a compressed, high-`, CMB-only likelihood.
No additional nuisance parameters, except the overall Planck
calibration yP, are then needed when estimating cosmology, so
the convergence of the MCMC chains is significantly faster. To
test the performance of this compressed likelihood, we compare
results using both the full multi-frequency likelihood and the
CMB-only version, for the ⇤CDM six-parameter model and for
a set of six ⇤CDM extensions.

We show in Appendix C.6.2 that the agreement between the
results of the full likelihood and its compressed version is excel-
lent, with consistency to better than 0.1� for all parameters. We
have therefore included this compressed likelihood, Plik_lite,
in the Planck likelihood package that is available in the Planck
Legacy Archive17.

5.7. Planck and other CMB experiments

5.7.1. WMAP-9

In Sect. 2.6 we presented the WMAP-9-based low-` polariza-
tion likelihood, which uses the Planck 353 GHz map as a dust
tracer, as well as the Planck and WMAP-9 combination. Re-
sults for these likelihoods are presented in Table 22, in con-
junction with the Planck high-` likelihood. Parameter results
for the joint Planck and WMAP data set in the union mask

17 http://pla.esac.esa.int/pla/
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Table 22. Selected parameters estimated from Planck, WMAP, and
their noise-weighted combination in low-` polarization, assuming
Planck in temperature at all multipoles.

Parameter Planck WMAP Planck+WMAP

⌧ . . . . . . . . . . . . 0.077+0.019
�0.018 0.071+0.012

�0.012 0.074+0.012
�0.012

zre . . . . . . . . . . . 9.8+1.8
�1.6 9.3+1.1

�1.1 9.63+1.1
�1.0

log[1010As] . . . . 3.087+0.036
�0.035 3.076+0.022

�0.022 3.082+0.021
�0.023

r . . . . . . . . . . . . [0, 0.11] [0, 0.096] [0, 0.10]
Ase�2⌧ . . . . . . . . 1.878+0.010

�0.010 1.879+0.011
�0.010 1.879+0.010

�0.010

Notes. The Planck Commander temperature map is always used at low `,
while the Plik TT likelihood is used at high `. All the base-⇤CDM
parameters and r are sampled.

are further discussed in Planck Collaboration XIII (2016) and
Planck Collaboration XX (2016).

We now illustrate the state of agreement reached between the
Planck 2015 data, in both the raw and likelihood processed form,
and the final cosmological power spectra results from WMAP-
9. In 2013 we noted that the di↵erence between WMAP-9 and
Planck data was mostly related to calibration, which is now re-
solved with the upward calibration shift in the Planck 2015 maps
and spectra, as discussed in Planck Collaboration I (2016). This
leads to the rather impressive agreement that has been reached
between the two Planck instruments and WMAP-9.

Figure 48 (top panel) shows all the spectra after correction
for the e↵ects of sky masking, with di↵erent masks used in the
three cases of the Planck frequency-map spectra, the spectrum
computed from the Planck likelihood, and the WMAP-9 final
spectrum. The Planck 70, 100, and 143 GHz spectra (which are
shown as green, red, and blue points, respectively) were derived
from the raw frequency maps (cross-spectra of the half-ring data
splits for the signal, and spectra of the di↵erence thereof for
the noise estimates) on approximately 60% of the sky (with no
apodization), where the sky cuts include the Galaxy mask, and a
concatenation of the 70, 100, and 143 GHz point-source masks.

The spectrum computed from the Planck likelihood (shown
in black as both individual and binned C` values in Fig. 48) was
described earlier in the paper. We recall that it was derived with
no use of the 70 GHz data, but including the 217 GHz data. Im-
portantly, since it illustrates the likelihood output, this spectrum
has been corrected (in the spectral domain) for the residual ef-
fects of di↵use foreground emission, mostly in the low-` range,
and for the collective e↵ects of several components of discrete
foreground emission (including tSZ, point sources, CIB, etc.).
This spectrum e↵ectively carries the information that drives the
likelihood solution of the Planck 2015 best-fit CMB anisotropy,
shown in brown. Our aim here is to show the conformity between
this Planck 2015 solution and the raw Planck data (especially at
70 GHz) and the WMAP-9 legacy spectrum.

The WMAP-9 spectrum (shown in magenta as both individ-
ual and binned C` values) is the legacy product from the WMAP-
9 mission, and it represents the final results of the WMAP team’s
e↵orts to clean the residual e↵ects of foreground emission from
the cosmological anisotropy spectrum.

All these spectra are binned the same way, starting at ` = 30
with �` = 40 bins, and the error-bars represent the error on the
mean within each bin. In the low-` range, especially near the first
peak, the error calculation includes the cosmic variance contri-
bution from the multipoles within each bin, which vastly exceeds

any measurement errors (all the measurements shown here have
high S/N over the first spectral peak), so we would expect good
agreement between the errors derived for all the spectra in the
completely signal-dominated range of the data.

The figure shows how WMAP-9 loses accuracy above ` ⇡
800 due to its inherent beam resolution and instrumental noise,
and shows how the LFI 70 GHz data achieve improved fidelity
over this range. HFI was designed to improve over both WMAP-
9 and LFI in both noise performance and angular resolution, and
the gains achieved are clearly visible, even over the relatively
modest range of ` shown here, in the tiny spread of the individual
C` values of the Planck 2015 power spectrum. While the overall
agreement of the various spectra, especially in the low-` range, is
noticeable in this coarse plot, it is also clear that the Planck raw
frequency-map spectra do show excess power over the Planck
best-fit spectrum at the higher end of the `-range shown – the
highest level at 70 GHz and the lowest at 143 GHz. This illus-
trates the e↵ect of uncorrected discrete foreground residuals in
the raw spectra.

A better view of these e↵ects is seen in the bottom panel of
Fig. 48. Here we plot the binned values from the top panel as de-
viations from the best-fit model. Naturally, the black bins of the
likelihood output fit well, since they were derived jointly with
the best-fit spectrum, while correcting for foreground residuals.
The WMAP-9 points show good agreement, given their errors,
with the Planck 2015 best fit, and illustrate very tight control of
the large-scale residual foregrounds (at the low-` range of the
figure); beyond ` ⇠ 600 the WMAP-9 spectrum shows an in-
creasing loss of fidelity. Planck raw 70, 100, and 143 GHz spec-
tra show excess power in the lowest ` bin due to di↵use fore-
ground residuals. The higher-` range now shows more clearly
the upward drift of power in the raw spectra, growing from
143 GHz to 70 GHz. This is consistent with the well-determined
integrated discrete foreground contributions to those spectra. As
previously shown in Planck Collaboration XXXI (2014, Fig. 8),
the unresolved discrete foreground power (computed with the
same sky masks as used here) can be represented in the bin near
` = 800 as levels of approximately 40 µK2 at 70 GHz, 15 µK2

at 100 GHz, and 5 µK2 at 143 GHz, in good agreement with the
present figure.

5.7.2. ACT and SPT

Planck temperature observations are complemented at finer
scales by measurements from the ground-based Atacama Cos-
mology Telescope (ACT) and South Pole Telescope (SPT). The
ACT and SPT high-resolution data help Planck in separating the
primordial cosmological signal from other Galactic and extra-
galactic emission, so as not to bias cosmological reconstructions
in the damping-tail region of the spectrum. In 2013 we combined
Planck with ACT (Das et al. 2014) and SPT (Reichardt et al.
2012) data in the multipole range 1000 < ` < 10 000, defining a
common foreground model and extracting cosmological parame-
ters from all the data sets. Our updated “highL” temperature data
include ACT power spectra at 148 and 218 GHz (Das et al. 2014)
with a revised binning (Calabrese et al. 2013) and final beam es-
timates (Hasselfield et al. 2013), and SPT measurements in the
range 2000 < ` < 13 000 from the 2540 deg2 SPT-SZ survey at
95, 150, and 220 GHz (George et al. 2015). However, in this new
analysis, given the increased constraining power of the Planck
full-mission data, we do not use ACT and SPT as primary data
sets. Using the same ` cuts as the 2013 analysis (i.e., ACT data
at 1000 < ` < 10 000 and SPT at ` > 2000) we only check for
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Fig. 48. Comparison of Planck and WMAP-9 CMB power spectra. Top: direct comparison. Noise spectra are derived from the half-ring di↵erence
maps. Bottom: residuals with respect to the Planck ⇤CDM best-fit model. The error bars do not include the cosmic variance contribution (but the
(brown) 1� contour lines for the Likelihood best fit model do).
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Fig. 49. CMB-only power spectra measured by Planck (blue), ACT (or-
ange), and SPT (green). The best-fit PlanckTT+lowP ⇤CDM model is
shown by the grey solid line. ACT data at ` > 1000 and SPT data at
` > 2000 are marginalized CMB band-powers from multi-frequency
spectra presented in Das et al. (2014) and George et al. (2015) as ex-
tracted in this work. Lower multipole ACT (500 < ` < 1000) and
SPT (650 < ` < 3000) CMB power extracted by Calabrese et al.
(2013) from multi-frequency spectra presented in Das et al. (2014) and
Story et al. (2013) are also shown. The binned values in the range
3000 < ` < 4000 appear higher than the unbinned best-fit line be-
cause of the binning (this is numerically confirmed by the residual plot
in Planck Collaboration XIII 2016, Fig. 9).

consistency and retain information on the nuisance foreground
parameters that are not well constrained by Planck alone.

To assess the consistency between these data sets, we ex-
tend the Planck foreground model up to ` = 13 000 with ad-
ditional nuisance parameters for ACT and SPT, as described
in Planck Collaboration XIII (2016, Sect. 4). Fixing the cosmo-
logical parameters to the best-fit PlanckTT+lowP base-⇤CDM
model and varying the ACT and SPT foreground and calibration
parameters, we find a reduced �2 = 1.004 (PTE = 0.46), show-
ing very good agreement between Planck and the highL data.

As described in Planck Collaboration XIII (2016), we then
take a further step and extend the Gibbs technique presented
in Dunkley et al. (2013) and Calabrese et al. (2013; and applied
to Planck alone in Sect. 5.6) to extract independent CMB-only
band-powers from Planck, ACT, and SPT. The extracted CMB
spectra are reported in Fig. 49. We also show ACT and SPT
band-powers at lower multipoles as extracted by Calabrese et al.
(2013). This figure shows the state of the art of current CMB
observations, with Planck covering the low-to-high-multipole
range and ACT and SPT extending into the damping region. We
consider the CMB to be negligible at ` > 4000 and note that
these ACT and SPT band-powers have an overall calibration un-
certainty (2% for ACT and 1.2% for SPT).

The inclusion of ACT and SPT improves the full-
mission Planck spectrum extraction presented in Sect. 5.6 only
marginally. The main contribution of ACT and SPT is to con-
strain small components (e.g., the tSZ, kSZ, and tSZ⇥CIB) that
are not well determined by Planck alone. However, those com-
ponents are sub-dominant for Planck and are well described by
the prior based on the 2013 Planck+highL solutions imposed in
the Planck-alone analysis. The CIB amplitude estimate improves
by 40% when including ACT and SPT, but the CIB power is also

reasonably well constrained by Planck alone. The main Planck
contaminants are the Poisson sources, which are treated as in-
dependent and do not benefit from ACT and SPT. As a result,
the errors on the extracted Planck spectrum are only slightly re-
duced, with little additional cosmological information added by
including ACT and SPT for the baseline ⇤CDM model (see also
Planck Collaboration XIII 2016, Sect. 4).

6. Conclusions

The Planck 2015 angular power spectra of the cosmic microwave
background derived in this paper are displayed in Fig. 50. These
spectra in TT (top), TE (middle), and EE (bottom) are all quite
consistent with the best-fit base-⇤CDM model obtained from
TT data alone (red lines). The horizontal axis is logarithmic at
` < 30, where the spectra are shown for individual multipoles,
and linear at ` � 30, where the data are binned. The error bars
correspond to the diagonal elements of the covariance matrix.
The lower panels display the residuals, the data being presented
with di↵erent vertical axes, a larger one at left for the low-` part
and a zoomed-in axis at right for the high-` part.

The 2015 Planck likelihood presented in this work is based
on more temperature data than in the 2013 release, and on
new polarization data. It benefits from several improvements
in the processing of the raw data, and in the modelling of
astrophysical foregrounds and instrumental noise. Apart from
a revision of the overall calibration of the maps, discussed
in Planck Collaboration I (2016), the most significant improve-
ments are in the likelihood procedures:

(i) a joint temperature-polarization pixel-based likelihood at
`  29, with more high-frequency information used for fore-
ground removal, and smaller sky masks (Sects. 2.1 and 2.2);

(ii) an improved Gaussian likelihood at ` � 30 that includes
a di↵erent strategy for estimating power spectra from data-
subset cross-correlations, using half-mission data instead of
detector sets (which enables us to reduce the e↵ect of cor-
related noise between detectors, see Sects. 3.2.1 and 3.4.3),
and better foreground templates, especially for Galactic dust
(Sect. 3.3.1) that lets us mask a smaller fraction of the sky
(Sect. 3.2.2) and to retain large-angle temperature informa-
tion from the 217 GHz map that was neglected in the 2013
release (Sect. 3.2.4).

We performed several consistency checks of the robustness of
our likelihood-making process, by introducing more or less free-
dom and nuisance parameters in the modelling of foregrounds
and instrumental noise, and by including di↵erent assump-
tions about the relative calibration uncertainties across frequency
channels and about the beam window functions.

For temperature, the reconstructed CMB spectrum and er-
ror bars are remarkably insensitive to all these di↵erent assump-
tions. Our final high-` temperature likelihood, referred to as
“PlanckTT” marginalizes over 15 nuisance parameters (12 mod-
elling the foregrounds, and 3 for calibration uncertainties). Ad-
ditional nuisance parameters (in particular, those associated with
beam uncertainties) were found to have a negligible impact, and
can be kept fixed in the baseline likelihood. Detailed end-to-
end simulations of the instrumental response to the sky anal-
ysed like the real data did not uncover hidden low-level residual
systematics.

For polarization, the situation is di↵erent. Variation of the
assumptions leads to scattered results, with greater deviations
than would be expected due to changes in the data subsets used,
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Fig. 50. Planck 2015 CMB spectra, compared with the base ⇤CDM fit to PlanckTT+lowP data (red line). The upper panels show the spectra and
the lower panels the residuals. In all the panels, the horizontal scale changes from logarithmic to linear at the “hybridization” scale, ` = 29 (the
division between the low-` and high-` likelihoods). For the residuals, the vertical axis scale changes as well, as shown by di↵erent left and right
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and at a level that is significant compared to the statistical er-
ror bars. This suggests that further systematic e↵ects need to be
either modelled or removed. In particular, our attempt to model
calibration errors and temperature-to-polarization leakage sug-
gests that the TE and EE power spectra are a↵ected by sys-
tematics at a level of roughly 1 µK2. Removal of polarization
systematics at this level of precision requires further work, be-
yond the scope of this release. The 2015 high-` polarized like-
lihoods, referred to as “PlikTE” and “PlikEE”, or “PlikTT,
EE, TE” for the combined version, ignore these uncertain correc-
tions. They only include 12 additional nuisance parameters ac-
counting for polarized foregrounds. Although these likelihoods
are distributed in the Planck Legacy Archive18, we stick to the
PlanckTT+lowP choice in the baseline analysis of this paper and
the companion papers such as Planck Collaboration XIII (2016),
Planck Collaboration XIV (2016), and Planck Collaboration XX
(2016).

We developed internally several likelihood codes, exploring
not only di↵erent assumptions about foregrounds and instru-
mental noise, but also di↵erent algorithms for building an ap-
proximate Gaussian high-` likelihood (Sect. 4.2). We compared
these codes to check the robustness of the results, and decided to
release:

(i) A baseline likelihood called Plik (available for TT , TE, EE,
or combined observables), in which the data are binned in
multipole space, with a bin-width increasing from �` = 5 at
` ⇡ 30 to �` = 33 at ` ⇡ 2500.

(ii) An unbinned version which, although slower, is preferable
when investigating models with sharp features in the power
spectra.

(iii) A simplified likelihood called Plik_lite in which the fore-
ground templates and calibration errors are marginalized
over, producing a marginalized spectrum and covariance
matrix. This likelihood does not allow investigation of cor-
relations between cosmological and foreground/instrumental
parameters, but speeds up parameter extraction, having no
nuisance parameters to marginalize over.

In this paper we have also presented an investigation of the
measurement of cosmological parameters in the minimal six-
parameter ⇤CDM model and a few simple seven-parameter ex-
tensions, using both the new baseline Planck likelihood and sev-
eral alternative likelihoods relying on di↵erent assumptions. The
cosmological analysis of this paper does not replace the investi-
gation of many extended cosmological models presented, e.g.,
in Planck Collaboration XIII (2016), Planck Collaboration XIV
(2016), and Planck Collaboration XX (2016). However, the
careful inspection of residuals presented here addresses two
questions:

(i) a priori, is there any indication that an alternative model to
⇤CDM could provide a significantly better fit?

(ii) if there is such an indication, could it come from caveats
in the likelihood-building (imperfect data reduction, fore-
ground templates or noise modelling) instead of new cos-
mological ingredients?

Since this work is entirely focused on the power-spectrum
likelihood, it can only address these questions at the level of
2-point statistics; for a discussion of higher-order statistics,
see Planck Collaboration XVI (2016) and Planck Collaboration
XVII (2016).

18 http://pla.esac.esa.int/pla/

The most striking result of this work is the impressive
consistency of di↵erent cosmological parameter extractions,
performed with di↵erent versions of the PlikTT+tauprior or
PlanckTT+lowP likelihoods, with several assumptions concern-
ing: data processing (half-mission versus detector set corre-
lations); sky masks and foreground templates; beam window
functions; the use of two frequency channels instead of three;
di↵erent cuts at low ` or high `; a di↵erent choice for the
multipole value at which we switch from the pixel-based to
the Gaussian likelihood; di↵erent codes and algorithms; the
inclusion of external data sets like WMAP-9, ACT, or SPT;
and the use of foreground-cleaned maps (instead of fitting the
CMB+foreground map with a sum of di↵erent contributions). In
all these cases, the best-fit parameter values drift by only a small
amount, compatible with what one would expect on a statistical
basis when some of the data are removed (with a few exceptions
summarized below).

The cosmological results are stable when one uses the sim-
plified Plik_lite likelihood. We checked this by comparing
PlanckTT+lowP results from Plik and Plik_lite for ⇤CDM,
and for six examples of seven-parameter extended models.

Another striking result is that, despite evidence for small
unsolved systematic e↵ects in the high-` polarization data, the
cosmological parameters returned by the PlikTT, PlikTE, or
PlikEE likelihoods (in combination with a ⌧ prior or Planck
lowP) are consistent with each other, and the residuals of the
(frequency combined) TE and EE spectra after subtracting the
temperature⇤CDM best-fit are consistent with zero. As has been
emphasized in other Planck 2015 papers, this is a tremendous
success for cosmology, and an additional proof of the predictive
power of the standard cosmological model. It also suggests that
the level of temperature-to-polarization leakage (and possibly
other systematic e↵ects) revealed by our consistency checks is
low enough (on average over all frequencies) not to significantly
bias parameter extraction, at least for the minimal cosmologi-
cal model. We do not know yet whether this conclusion applies
also to extended models, especially those in which the combina-
tion of temperature and polarization data has stronger constrain-
ing power than temperature data alone, e.g., dark matter annihi-
lation (Planck Collaboration XIII 2016) or isocurvature modes
(Planck Collaboration XX 2016). One should thus wait for a fu-
ture Planck release before applying the Planck temperature-plus-
polarization likelihood to such models. However, the fact that we
observe a significant reduction in the error bars when including
polarization data is very promising, since this reduction is ex-
pected to remain after the removal of systematic e↵ects.

Careful inspection of residuals with respect to the best-fit
⇤CDM model has revealed a list of anomalies in the Planck
CMB power spectra, of which the most significant is still the
low-` temperature anomaly in the range 20  `  30, already
discussed at length in the 2013 release. In this 2015 release, with
more data and with better calibration, foreground modelling, and
sky masks, its significance has decreased from the 0.7% to the
2.8% level for the TT spectrum (Sect. 5.5). This probability is
still small (although not very small), and the feature remains un-
explained. We have also investigated the EE spectrum, where
the anomaly, if any, is significant only at the 7.7% level.

Other “anomalies” revealed by inspection of residuals (and
of their dependence on the assumptions underlying the likeli-
hood) are much less significant. There are a few bins in which
the power in the TT , TE, or EE spectrum lies 2–3� away from
the best-fit ⇤CDM prediction, but this is not statistically un-
likely and we find acceptable probability-to-exceed (PTE) lev-
els. Nevertheless, in Sects. 3.8 and 4.1, we presented a careful
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investigation of these features, to see whether they could be
caused by some imperfect modelling of the data. We noted that
a deviation in the TT spectrum at ` ⇡ 1450 is somewhat sus-
picious, since it is driven mostly by a single channel (217 GHz),
and since it depends on the foreground-removal method. But this
deviation is too small to be worrisome (1.8� with the baseline
Plik likelihood). As in the 2013 release, the data at intermedi-
ate ` would be fitted slightly better by a model with more lensing
than in the best-fit ⇤CDM model (to reduce the peak-to-trough
contrast), but more lensing generically requires higher values of
As and ⌦ch2 that are disfavoured by the rest of the data, in par-
ticular when high-` information is included. This mild tension
is illustrated by the preference for a value greater than unity for
the unphysical parameter AL, a conclusion that is stable against
variations in the assumptions underlying the likelihoods. How-
ever, AL is compatible with unity at the 1.8� level when using
the baseline PlanckTT likelihood with a conservative ⌧ prior (to
avoid the e↵ect of the low-` dip), so what we see here could be
the result of statistical fluctuations.

This absence of large residuals in the Planck 2015 temper-
ature and polarization spectra further establishes the robustness
of the ⇤CDM model, even with about twice as much data as in
the Planck 2013 release. This conclusion is supported by sev-
eral companion papers, in which many non-minimal cosmolog-
ical models are investigated but no significant evidence for ex-
tra physical ingredients is found. The ability of the temperature
results to pass several demanding consistency tests, and the evi-
dence of excellent agreement down to the µK2 level between the
temperature and polarization data, represent an important mile-
stone set by the Planck satellite. The Planck 2015 likelihoods are
the best illustration to date of the predictive power of the minimal
cosmological model, and, at the same time, the best tool for con-
straining interesting, physically-motivated deviations from that
model.
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Appendix A: Sky masks

This appendix provides details of the way we build sky masks for
the high-` likelihood. Since it is based on data at frequencies be-
tween 100 and 217 GHz, Galactic dust emission is the main dif-
fuse foreground to minimize. We subtract the SMICA CMB tem-
perature map (Planck Collaboration IX 2016) from the 353 GHz
map and we adopt the resulting CMB-subtracted 353 GHz map
as a tracer of dust. After smoothing the map with a 10� Gaus-
sian kernel, we threshold it to generate a sequence of masks with
di↵erent sky coverage. Galactic masks obtained in this way are
named B80 to B50, where the number gives the retained sky
fraction fsky in percent (Fig. A.1).

For the likelihood analysis, we aim to find a trade-o↵ be-
tween maximizing the sky coverage and having a simple, but re-
liable, foreground model of the data. The combination of masks
and frequency channels retained is given in Table A.1. In order to
get C`-covariance matrices for the cosmological analysis that are
accurate at the few percent level (cf. Sect. 3.5), we actually use
apodized versions of the Galactic masks. The apodization corre-
sponds to a Gaussian taper of width � = 2� 19. Apodized Galac-
tic masks are also used for the polarization analysis. The e↵ec-
tive sky fraction of an apodized mask is fsky =

P
i w

2
i⌦i/(4⇡),

where wi is the value of the mask in pixel i and ⌦i is the solid
angle of the pixel.

All the HFI frequency channels, except 143 GHz, are also
contaminated by CO emission from rotational transition lines.
Here we are concerned with emission around 100 and 217 GHz,
associated with the CO J = 1! 0 and J = 2! 1 lines, respec-
tively. Most of the emission is concentrated near the Galactic
plane and is therefore masked out by the Galactic dust masks.
However, there are some emission regions at intermediate and
low latitudes that are outside the quite small B80 mask we use
at 100 GHz. We therefore create a mask specifically targeted at
eliminating CO emission. The Type 3 CO map, part of the Planck
2013 product delivery (Planck Collaboration XIII 2014), is sen-
sitive to low-intensity di↵use CO emission over the whole sky.
It is a multi-line map, derived using prior information on line
ratios and a multi-frequency component separation method. Of
the three types of Planck CO maps, this has the highest S/N.
We smooth this map with a � = 1200 Gaussian and mask the
sky wherever the CO line brightness exceeds 1 KRJ km s�1. The
mask is shown in Fig. A.2, before apodization with a Gaussian
taper of FWHM = 300.

Finally, we include extragalactic objects in our temperature
masks, both point sources and nearby extended galaxies. The
nearby galaxies that are masked are listed in Table A.2, together
with the corresponding cut radii. For point sources, we build con-
servative masks for 100, 143, and 217 GHz separately. At each
frequency, we mask sources that are detected above S/N = 5
in the 2015 point-source catalogue (Planck Collaboration XXVI
2016) with holes of radius three times the � = FWHM/

p
ln 8

of the e↵ective Gaussian beam at that frequency. We take the
FWHM values from the elliptic Gaussian fits to the e↵ective
beams (Planck Collaboration XXVI 2016), i.e., FWHM values
of 9.066, 7.022, and 4.090 at 100, 143, and 217 GHz, respectively.
We apodize these masks with a Gaussian taper of FWHM =
300. As already noted, these masks are designed to reduce the
contribution of di↵use and discrete Galactic and extragalactic

19 We use the routine process_mask of the HEALPix package to obtain
a map of the distance of each pixel of the mask from the closest null
pixel. We then use a smoothed version of the distance map to build the
Gaussian apodization. The smoothing of the distance map is needed to
avoid sharp edges in the final mask.

Fig. A.1. Unapodized Galactic masks B50, B60, B70, and B80, from
orange to dark blue.

Fig. A.2. Unapodized CO mask ( fsky = 87%).

Table A.1. Galactic masks used for the high-` analysis.

Frequency [GHz] Temperature Polarization
100 . . . . . . . . . . . B80 G70 B80 G70
143 . . . . . . . . . . . B70 G60 B60 G50
217 . . . . . . . . . . . B60 G50 B50 G41

Notes. For each frequency channel, the Galactic and apodized Galac-
tic masks are labelled by their “B” and “G” prefixes, followed by the
retained sky fraction (in percent).

foreground emission in the “raw” (half-mission and detset) fre-
quency maps used for the baseline high-` likelihood.

The masks described in this appendix are used in the
papers on cosmological parameters (Planck Collaboration XIII
2016), inflation (Planck Collaboration XX 2016), dark en-
ergy (Planck Collaboration XIV 2016), and primordial magnetic
fields (Planck Collaboration XIX 2016), which are notable ex-
amples of the application of the high-` likelihood. However, the
masks di↵er from those adopted in some of the other Planck
papers. For example, reconstructions of gravitational lensing
(Planck Collaboration XV 2016) and integrated Sachs-Wolfe ef-
fect (Planck Collaboration XXI 2016), constraints on isotropy
and statistics (Planck Collaboration XVI 2016), and searches for
primordial non-Gaussianity (Planck Collaboration XVII 2016)
mainly rely on the high-resolution foreground-reduced CMB
maps presented in Planck Collaboration IX (2016). Those maps
have been derived by four component-separation methods that
combine data from di↵erent frequency channels to extract
“cleaned” CMB maps. For each method, the corresponding
confidence masks, for both temperature and polarization, re-
move regions of the sky where the CMB solution is not
trusted. This is described in detail in Appendices A�D of
Planck Collaboration IX (2016). The masks recommended for
the analysis of foreground-reduced CMB maps are constructed
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Table A.2. Masked nearby galaxies and corresponding cut radii.

Radius
Galaxy [arcmin]

LMC . . . . . . . . . . . . . . . . . 250
SMC . . . . . . . . . . . . . . . . . 110
SMC exta . . . . . . . . . . . . . 50
M 31 F1b . . . . . . . . . . . . . 80
M 31 F2 . . . . . . . . . . . . . . 80
M 33 . . . . . . . . . . . . . . . . . 30
M 81 . . . . . . . . . . . . . . . . . 30
M 101 . . . . . . . . . . . . . . . . 18
M 82 . . . . . . . . . . . . . . . . . 15
M 51 . . . . . . . . . . . . . . . . . 15
Cen A . . . . . . . . . . . . . . . . 15

Notes. (a) Inspection of the SMC at 857 GHz reveals an extra signal,
localized in a small area near the border of the excised disk, which we
mask with a disk centred at (l, b) = (299.�85,�43.�6). (b) M 31 is elon-
gated. Therefore, instead of cutting an unnecessarily large disk, we use
two smaller disks centred at the focal points of an elliptical fit to the
galaxy image (F1, F2).

as the unions of the confidence masks of all the four compo-
nent separation methods. Their sky coverages are fsky = 0.776 in
temperature and fsky = 0.774 in polarization. Since component
separation mitigates the foreground contamination even at rel-
atively low Galactic latitudes, those masks feature a thinner cut
along the Galactic plane than the ones described in this appendix.
Nevertheless, propagation of noise, beam, and extragalactic fore-
ground uncertainties in foreground-cleaned CMB maps is more
di�cult, and this is the main reason why we do not employ
them in the baseline high-` likelihood. We also note that the
recommended mask for temperature foreground-reduced maps
has a greater number of compact object holes than the masks
used here. This is due to the fact that some component separa-
tion techniques can introduce contamination of sources from a
wider range of frequencies than the approach considered here
for the high-` power spectra. According to the tests provided in
Sect. C.1.4, such masks would result in sub-optimal performance
of the analytic C`-covariance matrices.

Appendix B: Low-` likelihood supplement

B.1. Sherman-Morrison-Woodbury formula

In the Planck 2015 release we follow a pixel-based approach to
the joint low-` likelihood (up to ` = 29) of T , Q, and U. This ap-
proach treats temperature and polarization maps consistently at
HEALPix resolution Nside = 16, as opposed to the WMAP low-
` likelihood, which incorporates polarization information from
lower-resolution maps to save computational time (Page et al.
2007). The disadvantage of a consistent-resolution, brute-force
approach lies in its computational cost (Like13), which may re-
quire massively parallel coding (and adequate hardware) in order
to be competitive in execution time with the high-` part of the
CMB likelihood (see, e.g., Finelli et al. 2013 for one such im-
plementation). Such a choice, however, would hamper the ease
of code distribution across a community not necessarily spe-
cialized in massively parallel computing. Luckily, the Sherman-
Morrison-Woodbury formula and the related matrix determinant
lemma provide a means to achieve good timing without resorting
to supercomputers. To see how this works, rewrite the covariance
matrix from Eq. (3) in a form that explicitly separates the C` to

be varied from those that stay fixed at the reference model:

M =
X

XY

`cutX

`=2

CXY
` PXY

` +
X

XY

`maxX

`=`cut+1

CXY,ref
` PXY

` + N (B.1)

⌘

X

XY

`cutX

`=2

CXY
` PXY

` +M0, (B.2)

where we have e↵ectively redefined the fixed multipoles as
“high-` correlated noise”, as far as the varying low-` multi-
poles are concerned. Next, note that for fixed `, PTT

` has rank20

� = 2` + 1, and this matrix may therefore be decomposed as
PTT
` = (VTT

` )T ATT
` VTT

` , where ATT
` and VTT

` are (� ⇥ �) and
(� ⇥ Npix) matrices, respectively, which depend only upon the
unmasked pixel locations. A similar decomposition holds for the
PEE,BB
` matrices, while PTE

` can be expanded in the [VTT
` ,V

EE
` ]

basis for the corresponding `. We can then write

M = VTA(C`)V +M0, (B.3)

where V = [VTT
2 ,V

EE
2 ,V

BB
2 , . . .V

BB
`cut

] is an (n� ⇥ Npix) matrix with
n� = 3[(`cut + 1)2

� 4], and A(C`) is an (n� ⇥ n�) block-diagonal
matrix (accounting for four modes removed in monopole and
dipole subtraction). Each `-block in the latter matrix reads
2
66666664

CTT
` ATT

` CTE
` ATE

` 0
CTE
` ATE

` CEE
` AEE

` 0
0 0 CBB

` ABB
`

3
77777775 . (B.4)

Finally, using the Sherman-Morrison-Woodbury identity and the
matrix determinant lemma, we can rewrite the inverse and deter-
minant of M as

M�1 = M�1
0 �M�1

0 VT(A�1 + VM�1
0 VT)�1VM�1

0 (B.5)

|M| = |M0| |A| |A�1 + VM�1
0 VT
| . (B.6)

Because neither V nor M0 depends on C`, all terms involving
only their inverses, determinants, and products may be precom-
puted and stored. Evaluating the likelihood for a new set of C`
then requires only the inverse and determinant of an (n�⇥n�) ma-
trix, not an (Npix ⇥ Npix) matrix. For the current data selection,
described in Sects. 2.2 and 2.3, we find n� = 2688, which is to
be compared to Npix = 6307, resulting in an order-of-magnitude
speed-up compared to the brute-force computation.

B.2. Lollipop

We performed a complementary analysis of low-` polarization
using the HFI data, in order to check the consistency with the
LFI-based baseline result. The level of systematic residuals in
the HFI maps at low ` is quite small, but comparable to the
HFI noise (see Planck Collaboration VIII 2016), so these resid-
uals should be either corrected, which is the goal of a future
release, or accounted for by a complete analysis including pa-
rameters for all relevant systematic e↵ects, which we cannot yet
perform. Instead, we use Lollipop, a low-` polarized likelihood
function based on cross-power spectra. The idea behind this ap-
proach is that the systematics are considerably reduced in cross-
correlation compared to auto-correlation.

At low multipoles and for incomplete sky coverage, the
C` statistic is not simply distributed and is correlated be-
tween modes. Lollipop uses the approximation presented
20 Masking can in principle reduce the e↵ective rank, but for the high
sky fractions used in the Planck analysis, this is not an issue.

A11, page 68 of 99



Planck Collaboration: Planck 2015 results. XI.

in Hamimeche & Lewis (2008), modified as described in
Mangilli et al. (2015) to apply to cross-power spectra. We re-
strict ourselves to the one-field approximation to derive a likeli-
hood function based only on the EE power spectrum at very low
multipoles. The likelihood function of the C` given the data C̃`
is then

�2 ln P(C` |C̃`) =
X

``0

[Xg]T
` [M�1

f ]``0 [Xg]`0 , (B.7)

with the variable

h
Xg

i
`
=

q
C f
` + O` g

 
C̃` + O`
C` + O`

! q
Cfid
` + O`, (B.8)

where g(x) =
p

2(x � ln x � 1), Cfid
` is a fiducial model and O` is

the o↵set needed in the case of cross-spectra. This likelihood has
been tested on Monte Carlo simulations including both realistic
signal and noise. In order to extract cosmological information
on ⌧ from the EE spectrum alone, we restrict the analysis to
the cross-correlation between the HFI 100 and 143 GHz maps,
which exhibits the lowest variance.

At large angular scales, the HFI maps are contaminated by
systematic residuals coming from temperature-to-polarization
leakage (see Planck Collaboration VIII 2016). We used our best
estimate of the Q and U maps at 100 and 143 GHz, which we
correct for residual leakage coming from destriping uncertain-
ties, calibration mismatch, and bandpass mismatch, using tem-
plates as described in Planck Collaboration VIII (2016). Even
though the level of systematic e↵ects is thereby significantly re-
duced, we still have residuals above the noise level in null tests
at very low multipoles (` 6 4). To mitigate the e↵ect of this on
the likelihood, we restrict the range of multipoles to ` = 5�20.

Cross-power spectra are computed on the cleanest 50% of
the sky by using a pseudo-C` estimate (Xpol, an extension
to polarization of the code described in Tristram et al. 2005a).
The mask corresponds to thresholding a map of the di↵use po-
larized Galactic dust at large scales. In addition, we also re-
moved pixels where the intensity of di↵use Galactic dust and
CO lines is strong. This ensures that bandpass leakage from
dust and CO lines does not bias the polarization spectra (see
Planck Collaboration VIII 2016).

We construct the C` correlation matrix using simulations
including CMB signal and realistic inhomogeneous and corre-
lated noise. In order to take into account the residual systematics,
we derive the noise level from the estimated BB auto-spectrum
where we neglect any possible cosmological signal. This over-
estimates the noise level and ensures conservative errors. How-
ever, this estimate assumes by construction a Gaussian noise
contribution, which is not a full description of the residuals.

We then sample the reionization optical depth ⌧ from the
likelihood, with all other parameters fixed to the Planck 2015
best-fit values (Planck Collaboration XIII 2016). Without any
other data, the degeneracy between As and ⌧ is broken by fix-
ing the amplitude of the first peak of the TT spectrum (directly
related to Ase�2⌧) at ` = 200. The resulting distribution is plotted
in Fig. B.1. The best fit is at

⌧ = 0.064+0.015
�0.016, zre = 8.7+1.4

�1.6, (B.9)

in agreement with the current Planck low-` baseline (see
Table 2), even though this result only relies on the EE spectrum
between ` = 5 and 20.

0.00 0.02 0.04 0.06 0.08 0.10 0.12
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Fig. B.1. Distribution of the reionization optical depth ⌧ using the
Lollipop likelihood, based on the cross-correlation of the 100 and
143 GHz channels.

Appendix C: High-` baseline likelihood: Plik

In this appendix, we provide detailed information on the Plik
baseline likelihood used at high `. First we describe in Sect. C.1
the Plik covariance matrix, by providing the equations we have
implemented, by giving results from some of the numerical tests
we carried out, and by describing our procedure to deal with the
excess variance (as compared to the prediction of our approxi-
mate analytical model) due to the point source mask. Section C.2
validates the overall Plik implementation with Monte Carlo
simulations of the full mission. For reference, Sect. C.3 gives the
results of a large body of validation and stability tests on the ac-
tual data, including polarization in particular. We also discuss the
numerical agreement of the temperature- and polarization-based
results on base-⇤CDM parameters. Section C.4 describes how
we calculate co-added CMB spectra from foreground-cleaned
frequency power spectra. Section C.5 compares Plik cosmo-
logical results obtained using the PICO or CAMB codes. Finally,
Sect. C.6 details how we marginalize over nuisance parameters
to provide a fast but accurate CMB-only likelihood.

C.1. Covariance matrix

C.1.1. Structure of the covariance matrix

Here we summarize the mathematical formalism implemented
to calculate the pseudo-power spectrum covariance matrices for
temperature and polarization.

In the following, the fiducial power spectra C` are assumed
to be the smooth theory spectra multiplied by beam (b) and pixel
window function (p) for detectors i and j,

Ci, j
` = bi

` b j
` p2
`

⇣
CCMB
` +CFG

` ( fi, f j)
⌘
, (C.1)

where the fk denote the frequency dependence of the foreground
contribution.

We now present the equations used to compute all the unique
covariance matrix polarization blocks that can be formed from
temperature and E-mode polarization maps (Hansen et al. 2002;
Hinshaw et al. 2003; Efstathiou 2004; Challinor & Chon 2005;
Like13). They approximate the variance of the biased pseudo-
power spectrum coe�cients, before correcting for the e↵ects of
pixel window function, beam, and mask.
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TTTT block:

Var(ĈTT i, j
` , ĈTT p,q

`0 )

⇡

q
CTT i,p
` CTT i,p
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Var(ĈT E i, j
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` , ĈEE p,q

`0 )

⇡
1
2

⇣
CT E i,p
` CT E j,q

`0 +CT E j,q
` CT E i,p

`0

⌘
⌅;;,;;TT

h
(i, p)T P, ( j, q)T P

i
``0

+
1
2

⇣
CT E i,q
` CT E j,p

`0 +CT E j,p
` CT E i,q

`0

⌘
⌅;;,;;TT

h
(i, q)T P, ( j, p)T P

i
``0

(C.5)

TEEE block:
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In Eqs. (C.2)–(C.7), we have introduced the projector functions
⌅TT , ⌅EE , and ⌅T E to describe the coupling between multipoles
induced by the mask,
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and

⌅X,Y
T E

h
(i, j)↵, (p, q)�

i
`1`2
=

X

`3

2`3 + 1
8⇡

⇣
1 + (�1)`1+`2+`3

⌘

⇥

 
`1 `2 `3
0 0 0

!  
`1 `2 `3
�2 2 0

!
WX,Y

h
(i, j)↵(p, q)�

i
`3
, (C.10)

where X,Y 2 {;;,TT , PP}, and ↵, � 2 {TT ,T P, PT, PP}. They
make use of window functions W,
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In the above expressions, we defined the spherical harmonic co-
e�cients of the e↵ective weight maps w;;,
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where mT is the temperature mask (Stokes I), mP the polarization
mask (Stokes Q and U), and ⌦p the solid angle of pixel p.

Accordingly, the noise-variance-weighted maps wII , wQQ,
and wUU are
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where the �2
ps are the noise variances in pixel p in the given

Stokes map, and the Kronecker symbols �i, j ensure that there is
only a noise contribution if the two detectors i and j are identical.

In the spherical harmonic representation of the noise-
variance-weighted window functions that appear in

Eqs. (C.8)�(C.10) it is possible to take into account noise
correlations approximately. Following Like13 and given the
characterization of the observed noise power spectra discussed
in Sect. 3.4.4, we multiply the projector functions ⌅X,Y

`1`2
for each

factor of X,Y 2 {TT , PP} by an additional rescaling coe�cient,
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Here, Ndata
` /N

white
` is the ratio of the observed noise power spec-

trum to the white-noise power spectrum predicted by the pixel
noise variance values �2

p.

C.1.2. Mask deconvolution

In a last step, we correct the individual covariance matrix blocks
for the e↵ect of pixel window function, beam, and mask. Using
the coupling matrices (Hivon et al. 2002; Kogut et al. 2003),
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we obtain the final result for the deconvolved covariance matrix,
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Fig. C.1. Combined C`-covariance matrices comprising the TTTT (upper left sub-block), EEEE (middle sub-block), and T ET E (lower right
sub-block) covariances and their cross-correlations. Left: empirical covariance. Right: analytic covariance. We note the di↵erent scales; despite
visual appearance, the diagonals are in good agreement.

C.1.3. Validation of the implementation

We verified the numerical implementation of the pipeline used
to compute covariance matrices by means of Monte Carlo sim-
ulations. Specifically, we generated a set of 10 000 simulated
maps for the four HFI detector sets 143-ds1, 143-ds2, 217-ds1,
and 217-ds2. The simulations included CMB and an isotropic
frequency-dependent foreground component, convolved with ef-
fective beam and pixel window functions. To each map, we
added a realization of anisotropic, correlated noise.

In this test, we used a Galactic mask that leaves 40% of
the sky for analysis at both frequencies and neglected the point
source mask usually applied to temperature data. We then com-
puted a total of 120 000 cross power spectra and constructed em-
pirical covariance matrices for the 21 unique detector combina-
tions that can be built from the four channels. Being based on
at least 10 000 simulations each, the covariance matrix estimates
reach an intrinsic relative precision of 1% or better.

We then compared the empirical covariance matrix to its ap-
proximate analytic counterpart computed using identical input
parameters. To do so, we applied the standard post-processing
procedure discussed in Sect. 3.5 to produce frequency averaged
covariance matrices for all frequency combinations at 143 and
217 GHz. For the analysis, we adopted frequency-independent
multipole ranges 100  `  2500 for TT and TE, and 100 
`  2000 for EE. In a final step, we reduced the size of the ma-
trices by binning. The temperature and polarization blocks were
then combined into the single matrices shown in Fig. C.1. We
note that, owing to the Monte Carlo noise floor, the colour scales
are di↵erent, which may be misleading, since the diagonals ap-
pear to be fairly di↵erent, which is actually not the case. Indeed,
Fig. C.2 compares the diagonal elements of the covariance ma-
trix, and shows that for all polarization components and over the
full multipole range, there is good agreement between the two
covariance matrices, verifying the implementation of the equa-
tions summarized in the previous section, and their accuracy.

C.1.4. Excess variance induced by the point-source mask

The approximations used in the calculation of the covariance
matrix assume that the power spectra of the masks decline

Fig. C.2. Top: diagonal elements of the empirical (green line) and ana-
lytic (blue line) covariance matrices; the two lines are indistinguishable.
Bottom: ratio of the two estimates: the ratios di↵er from unity by <1%
over the full multipole range for all frequency combinations and polar-
ization blocks.

rapidly, and therefore require a conservative apodization scheme
at the expense of a reduction in the sky fraction available for
analysis. The point-source masks used in the temperature anal-
ysis excise large numbers of sources with an approximately
isotropic distribution. Owing to their high number, only a
severely reduced apodization of individual holes is feasible in
practice (cf. Sect. 3.2.2). As a consequence, the power spec-
trum of the combined Galactic and point-source mask flattens
and the precision of the approximation deteriorates noticeably,
leading to systematic errors in the calculated analytical covari-
ance matrices.
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Fig. C.3. Excess variance induced by the temperature point-source
mask. The graphs compare the diagonal elements of the empirical and
analytical power spectrum covariance matrices (blue lines) for TT (up-
per panel), TE (middle panel), and EE (lower panel), and show devi-
ations at the 10% level. The red lines are smooth fits based on cubic
splines.

Here, we propose a heuristic approach to capture the vari-
ance modulations introduced by the point-source masks. In a
first step, we use Monte Carlo simulations to quantify the level
of mismatch between analytical and empirical power spectra
variances. Since the point-source mask is frequency dependent,
we simulate 5000 realizations of the six half-mission CMB and
foreground maps, without noise contribution, at 100, 143, and
217 GHz. Using the reference Galactic and point-source masks
in temperature, and Galactic masks in polarization (Sect. 3.2.2),
we compute power spectra and construct empirical covariance
matrices.

A comparison with the analytic covariance matrices reveals
that the point-source mask has introduced excess variance that is
not fully captured by the analytical approximation. In Fig. C.3
we plot results for the 217 ⇥ 217 GHz power spectrum variance,
finding a deviation of up to about 10% at ` ⇡ 400, with charac-
teristic oscillating features in the TT and, to a lesser extent, in
the TE power spectrum variance. Furthermore, on large scales
(` <⇠ 50), the approximations start to break down in both temper-
ature and polarization, a known feature of pseudo-power spec-
trum estimators (e.g., Efstathiou 2004).

In the signal-dominated regime, the analytical approxima-
tions of the covariance matrices are proportional to the square of
the fiducial power spectrum C` (Eqs. (C.2)�(C.7)). Using spline
fits to the variance ratios, we obtain correction factors that de-
scribe the excess scatter introduced by the point-source masks.
We then multiply the fiducial power spectrum by the square-root
of this ratio, cancelling the observed mismatch in the variance to
first order.

C.2. Plik joint likelihood simulations

In Sect. 3.6 we discussed the 300 simulations performed to val-
idate the overall implementation and our approximations for
PlikTT. Here we complement that section with additional re-
sults for the full PlikTT, EE, TE joint likelihood.

Table C.1. Shifts of parameters for the joint PlikTT, EE, TE likelihood.

Parameter 300 sims

⌦bh2 . . . . . . . . . . �1.09
⌦ch2 . . . . . . . . . . 0.62
✓ . . . . . . . . . . . . . �0.25
⌧ . . . . . . . . . . . . . �0.88
ln

⇣
1010As

⌘
. . . . . . �0.76

ns . . . . . . . . . . . . 0.25
A217

CIB . . . . . . . . . . �0.75

gal100
545 . . . . . . . . . �0.03

gal143
545 . . . . . . . . . �0.05

gal143�217
545 . . . . . . . �0.28

gal217
545 . . . . . . . . . 1.38

gal100
EE . . . . . . . . . 0.69

gal100�143
EE . . . . . . . �0.80

gal100�217
EE . . . . . . . 0.02

gal143
EE . . . . . . . . . �0.07

gal143�217
EE . . . . . . . �1.21

gal217
EE . . . . . . . . . 1.08

gal100
T E . . . . . . . . . �0.11

gal100�143
T E . . . . . . . �0.39

gal100�217
T E . . . . . . . 0.32

gal143
T E . . . . . . . . . 0.55

gal143�217
T E . . . . . . . �0.47

gal217
T E . . . . . . . . . 1.20

Notes. The shifts are given in units of the posterior width rescaled by
300�1/2. If the parameters were uncorrelated, 68% of the shifts would
be expected to lie within 1� of their fiducial values. Of a total 23 pa-
rameters this would mean that 5 or 6 parameters are over 1� away. As
shown in the table, 3 parameters are in between 1 and 2�, 2 parame-
ters are marginally above 1� and the remaining 18 parameters are well
below 1�.

Figure C.4 and Table C.1 show the full-likelihood param-
eter results; these are companions to Fig. 27 and Table 13 of
Sect. 3.6, which were devoted to the TT case. The average re-
duced �2 corresponding to the histograms of Fig. C.4 is equal
to 1.01. Compared to TT , the inclusion of EE and TE provides
a significant improvement in the determination of several cos-
mological parameters, in particular ns, ✓, and ⌧. It also reduces
the small bias in ns already discussed in the main text, since the
entire ` range is used in the joint analysis.

C.3. Plik validation and stability tests

This section complements the main text with detailed informa-
tion on Plik results and tests on data, and how they are obtained.
We start in Sect. C.3.1 with zooms in five adjacent `-ranges of all
the individual frequency cross-spectra, and their residuals with
respect to the PlikTT+tauprior ⇤CDM best-fit model, both in
temperature and polarization. In order to facilitate the search for
possible common features across frequency spectra, we com-
pute inter-frequency power spectra di↵erences, according to a
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Fig. C.4. Plik parameter results from 300 simulations for the six baseline cosmological parameters, as well as the FFP8 CIB and Galactic dust
amplitudes, as in Fig. 27, but for the joint PlikTT, EE, TE likelihood.

procedure discussed in Sect. C.3.2. Section 4.4.1 presents the
corresponding results in polarization, which show that there are
sizeable di↵erences between pairs of foreground-cleaned spec-
tra, much greater than those described in the main text for tem-
perature. We proceed in Sect. C.3.5 to assess the robustness of
the polarization results. Finally, we present in Sect. C.3.6 sim-
ulations to quantify whether the level of agreement between

temperature- and polarization-based cosmological parameters is
as expected.

C.3.1. Zoomed-in frequency power spectra and residuals

Figures C.5�C.7 show the frequency zoomed-in TT , EE and TE
power spectra (respectively), in �` = 20 bins. The red lines show
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Fig. C.5. Per-frequency zoomed-in TT power spectra, in �` = 20 bins. The red line shows the PlikTT+tauprior ⇤CDM best-fit model. The lower
plots show the residuals. We only show the ` ranges used in the baseline Plik likelihood.

the PlikTT+tauprior ⇤CDM best-fit model. The lower plots
show the residuals with respect to this best-fit model. We only
show the multipole ranges that are included in the baseline anal-
ysis. These plots are meant to help the visual inspection of the
residuals already shown in Fig. 32 and described in Sect. 3.8 for
TT ; and in Fig. 40 and described in Sect. 4.4 and Appendix 4.4.1
for TE and EE.

C.3.2. Inter-frequency power spectra differences

We describe here the procedure followed to obtain the inter-
frequency power spectra di↵erences shown in Figs. 31 and 41.
We first clean the frequency power spectra by subtracting from
the data the best-fit foreground solution obtained using the

PlikTT+tauprior (for TT ) or PlikTT, TE, EE+tauprior (for TE
and EE) data combinations, assuming a ⇤CDM framework.

We then calculate the di↵erence between a pair of cleaned
spectra of length n as �XY�X0Y 0

` = CXY
` �CX0Y 0

` .
The covariance matrix C� of the di↵erence �XY�X0Y 0

` is then:

C� = ACXY ,X0Y 0AT , (C.34)

where CXY ,X0Y 0 is the 2n⇥2n covariance matrix relative to the XY
and X0Y 0 spectra, and A is a n ⇥ 2n matrix with blocks:

A =
⇣
1XY

�1X0Y 0
⌘
, (C.35)

where 1XY is the n ⇥ n identity matrix.
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Fig. C.6. Same as Fig. C.5, but for EE.
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6

Fig. C.7. Same as Fig. C.5, but for TE.
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C.3.3. Robustness tests on foreground parameters in TT

This section presents some further checks that we performed
to validate the results from TT . Figure C.8 shows the marginal
mean and the 68% confidence level error bars for the foreground
parameters of the Plik TT high-` likelihood under di↵erent as-
sumptions about the data selection, foreground model, or treat-
ment of the systematics. The cases considered are the same as
those in Sect. 4.1, and the results for cosmological parameters
can be found in Fig. 35. We now comment on them in turn.

Detset likelihood. In the detsets (“DS”) case, the amplitude of
the point sources at 100⇥ 100 GHz is higher than in the baseline
case. This might indicate a residual correlated noise component
in the DS spectra, not corrected by the procedure described in
Sect. 3.4.4.

Impact of Galactic mask and dust modelling. We recover
Galactic dust amplitudes within 1� of the baseline values when
we leave these parameters free to vary without any prior (“No
gal priors”) or when we leave the Galactic slope (described in
Sect. 4.1.2) free to vary. The dust amplitudes for the “M605050”
case (i.e., when we use more conservative Galactic masks, as de-
tailed in Sect. 4.1.2) cannot be directly compared to the baseline
values, since we expect smaller amplitudes when using reduced
sky fractions.

Changes with `min. We observe variations by up to 1�, as well
as an increase in the error bars, in the level of dust contamina-
tion at 217 ⇥ 217 and of the CIB amplitude when we consider
`min = 50, 100 instead of the baseline `min = 30, or when we
excise the first 500 multipoles at 143 ⇥ 217 and 217 ⇥ 217. This
is due to the fact that the lowest multipoles help in breaking the
degeneracy between these two foreground components, giving
tighter constraints when included in the analysis.

Changes with `max. We find that the overall amplitude of the
foregrounds decreases when increasing the maximum multipole
`max included in the analysis21. This is related to the shift in
cosmological parameters observed at di↵erent `max, which is
described in Sect. 4.1.6. In Fig. C.8 the results for extragalac-
tic foregrounds at `max . 1200 are not very meaningful, since
these parameters are very weakly constrained in those multipole
regions.

⇤CDM extensions. Figure C.8 also show the level of fore-
grounds obtained using the baseline likelihood in extensions of
the ⇤CDM model. In the ⇤CDM+Ne↵ case, the level of fore-
grounds is very similar to that in the base-⇤CDM case, while in
the ⇤CDM+AL model it is few µK2 lower at all frequencies.

CamSpec. The foreground contamination levels determined by
the CamSpec and Plik codes di↵er by a few µK2. This appears
in Fig. C.8 as di↵erences at the 1� level in the sub-dominant (and
ill-determined) foreground components (AkSZ, AtSZ

143), together
with di↵erent best-fit recalibration factors (c100, c217), a result of

21 We remind the reader that, in this test, at each frequency we always
use `freq

max = min(`max, `
freq, baseline
max ), with `freq, baseline

max the baseline `max at
each frequency as reported in Table 16 (e.g., in the `max = 1404 case,
we still use the 100 ⇥ 100 power spectrum through ` = 1197).

the di↵erent modelling choices made regarding the ` ranges re-
tained, and small variations in the dust template (where it is least
well determined by the data). As already mentioned earlier in the
discussion of cosmological parameters, the strongest e↵ect is in
ns, resulting in our estimate of a 0.3� systematic uncertainty on
this parameter.

Other cases. The remaining cases shown in Fig. C.8 are de-
scribed in Sect. 4.1. We find good agreement in the cases where
we excise one frequency at a time, or when we use the CAMB code
instead of PICO.

C.3.4. Further tests of the shift with `max

We have investigated whether di↵erent data combination choices
have an impact on the shift in cosmological parameters we ob-
serve when we change the maximum multipole included in the
analysis, as described in Sect. 4.1.6.

Figure C.9 shows the results for di↵erent `max for three
di↵erent settings. We show results for PlikTT+tauprior (red
points), identical to the ones already shown in Fig. 35; for
PlikTT+tauprior, but fixing the foregrounds to the best-fit of the
baseline likelihood (yellow points); and for PlikTT combined
with the low-` likelihood in temperature and polarization (green
points, PlikTT+lowTEB in the plot). This figure shows that in
all these three cases we have similar behaviour for ln(1010As),
⌦ch2, and ⌧, i.e., they all increase with increasing `max. How-
ever, the evolution of the other parameters di↵ers. While in the
PlikTT+tauprior case the other parameters do not change sig-
nificantly (apart from the shift in ✓ between `max ⇡ 1200�1300
already described in Sect. 4.1.6), fixing the foregrounds forces
other parameters such as ns and ⌦bh2 to shift as well. It is in-
teresting to note that all the parameters tend to converge to the
baseline solution between `max = 1404 and 1505, confirming
the impact of the fifth peak in determining the final solution, as
already described in Sect. 4.1.6.

As far as the PlikTT+lowTEB combination is concerned,
adding the low-` multipoles in temperature pulls ns to higher
values in order to better fit the deficit at ` ⇠ 20�30. This pull
is more e↵ective when excising the high-` data (i.e., when us-
ing low `max), pushing ⌦ch2 to even lower values, following the
ns�⌦ch2 degeneracy.

C.3.5. Polarization robustness tests

We now present the results of the tests we conducted so far to as-
sess the robustness and accuracy of the polarization results, with
the same tools as used for TT (described in the main text). In
the parameter domain, the results are summarized in Fig. C.10,
which shows the marginal mean and the 68% confidence limit
(CL) error bars for cosmological parameters using the PlikTE
or PlikEE high-` likelihoods under di↵erent assumptions about
the data selection, foreground model, or treatment of the system-
atics. In the following, we comment, in turn, on each of the tests
shown in this figure (from left to right). In most of the cases, we
use the Plik likelihoods in combination with the usual Gaus-
sian ⌧ prior, ⌧ = 0.07 ± 0.02. The reference PlikTE+tauprior
and PlikEE+tauprior results for the ⇤CDM model are denoted
as “PlikTE+tauprior” and “PlikEE+tauprior”. We note that all
the TE tests are run with the PICO code, while the EE ones are
run with the CAMB code, for the reasons given in Appendix C.5.
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Fig. C.8. Marginal mean and 68% CL error bars on TT foreground parameters estimated when adopting di↵erent data choices for the Plik
likelihood, in comparison with results from alternate approaches or models. We assume a ⇤CDM model and always combine the Plik likelihood
with a prior on ⌧ = 0.07 ± 0.02 (we do not use low-` temperature or polarization data here). “PlikTT+tauprior” indicates the baseline (HM,
`min = 30, `max = 2508), while the other cases are described in Sect. 4.1. The grey bands show the standard deviation of the expected parameter
shift, for those cases where the data used are a sub-sample of the baseline likelihood (see Eq. (53)).

Detsets. We find good agreement between the baseline cases
based on half-mission spectra and those based on detset spec-
tra (case “DS”). We find the greatest deviations in EE, where
the DS case shows values of ⌦bh2 and ✓ higher than the baseline
case by about 1�, while ns is lower by 1�.

Larger Galactic mask. We examined the impact of using a larger
Galactic mask (case “M605050”) with fsky = 0.50, 0.41, and
0.41 at 100, 143, and 217 GHz, respectively (corresponding to
f noap
sky = 0.60, 0.50, and 0.50 before apodization), instead of the

baseline values fsky = 0.70, 0.50, and 0.41. In TE we observe
substantial shifts in the parameters, at the level of <⇠1�. We did
not assess whether this is consistent with cosmic variance, but we
note that the results remain compatible with “PlikTT+tauprior”
at the 1� level.

Galactic dust priors. We find that leaving the Galactic dust am-
plitudes completely free to vary (“No Gal. priors”), without ap-
plying the priors described in Sect. 3.3.1, does not have a signif-
icant impact on cosmological parameters. This suggest that our
foreground model is satisfactory, despite its simplicity22.

22 We discovered late in the preparation of this paper that in some of
the tests the prior for the 143 ⇥ 217 TE dust contamination was set
inaccurately, with an o↵set of �0.3 µK2 at ` = 500. With our cuts, this
spectrum contributes only at ` > 500 where the dust contamination is
already small compared to the signal. We verified that this has no impact
on the cosmology and on our conclusions.

Beam eigenmodes. We have marginalized over the beam uncer-
tainty eigenmodes (case “BEIG”), finding, as in TT , no impact
on cosmological parameters.

Beam leakage. Section 3.4.3 presented a model for the polar-
ization systematic error induced by assuming identical beams
in detsets combined at the map-making stage (when the beams
do in fact di↵er). Here we consider three cases for exploring
the impact of the 18 amplitudes of the beam leakage model
parameters, "m (for m = 0, 2, and 4; i.e., three parame-
ters per cross-frequency spectrum): when we leave these am-
plitudes completely free to vary along with all other parame-
ters (case “BLEAK”); when we apply the priors motivated in
Sect. 3.4.3 (case “priors_BLEAK”); and when we use the best-fit
values of these parameters (“FIX_BLEAK”). The amplitudes for
“FIX_BLEAK” are obtained by a prior exploration while keep-
ing all other parameters (TT cosmology and foregrounds) fixed.
We find that this case has better goodness of fit without otherwise
a↵ecting the model.

When we leave the amplitudes completely free to vary, there
is no significant impact on cosmology in TE, with shifts at the
level of fractions of�, which is reassuring. For EE, though, we
find large deviations in the “BLEAK” case, suggesting strong de-
generacies between the cosmological and beam leakage parame-
ters in EE. And for both TE and EE, we find that the beam leak-
age parameters adopt values in the “BLEAK” case that are much
higher than the values expected from the priors. This shows that
other residual systematic e↵ects project substantially onto these
template shapes, which is not surprising, given the additional de-
grees of freedom.
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Fig. C.9. Marginal mean and 68% CL error bars on cosmological parameters estimated when adopting di↵erent data choices for the Plik
likelihood. We assume a ⇤CDM model and calculate parameters using di↵erent maximum multipole `max. The red points show the results for
PlikTT+tauprior, with the points specifically labelled “PlikTT+tauprior” in black showing the baseline PlikTT likelihood at `max = 2508, the
yellow points show results for PlikTT+tauprior but fixing the foregrounds to the best-fit of the baseline likelihood (“FIX FG”), and the green
points show results for PlikTT combined with the low-` likelihood in temperature and polarization (“PlikTT+lowTEB”).

If we use our so-called cosmological prior (case
“FIX_BLEAK”), i.e., when we fix leakage parameters to
their best-fit values, in order to see how they improve the overall
goodness of fit, the uncertainties remain close to the reference
case (when the "m are set to zero) and of course the results
shift slightly towards the “PlikTT+tauprior” result. By using
this TT solution, the fit improves by ��2 = 55 in TE, and only
��2 = 26 in EE, while opening 18 new parameters (and TT has
765 bins, while TE and EE have 762 bins). For TE in particular,
the corrections are not su�cient to significantly improve the �2,
which is too large, and dominated by the disagreement between
individual spectra. Furthermore, the beam-leakage parameter
values that we recover are higher than what we expect from the
physical priors.

If instead we apply the physical priors, the best-fit cosmo-
logical values are not strongly a↵ected, except for a small shift
towards the “PlikTT+tauprior” case, and the errors bars are in-
creased substantially compared to the fixed-leakage-parameter
cases. But we find that the �2 value of the fit does not improve
significantly (i.e., barely any change in EE, and ��2

⇡ 20 in
TE). The discrepancy between frequencies remains. We also ex-
plored the simultaneous variation of the leakage and calibration
parameters within their expected physical priors, and found re-
sults similar to the case of the variation of the leakage alone.

In any case, we cannot assign the origin of the frequency-
spectra disagreement to beam leakage, alone or in combina-
tion with polarization recalibration. The surprisingly high val-
ues found for the leakage parameters when they are allowed to
vary widely are indicative of the presence of other systematic
e↵ects that are absent from our model. We therefore do not in-
clude these corrections in the final baseline likelihood; we only

use them to estimate the possible amount of residual beam leak-
age in the co-added spectra, which is around 1 µK2 (D`) in TE
and 1 ⇥ 10�5µK2 (C`) in EE.

Cutting out frequency channels. We have considered the cases
where we eliminate all the power-spectra related to one partic-
ular frequency at a time, as in the TT analyses; e.g., the “no
100” case uses only the 143 ⇥ 143, 143 ⇥ 217, and 217 ⇥ 217
spectra. In TE, we see strong shifts (in opposite directions) when
either the 100 or the 143 GHz data are removed, much more than
one would expect due to the change of information (given by the
grey bands in Fig. C.10). In EE, we instead see strong shifts in
opposite directions when either the 143 or the 217 GHz data are
dropped. Furthermore, we note in EE the rather big and similar
change in EE parameters when the 143 GHz data are dropped
and when the leakage parameters are varied.

Changing `min. We find good stability in the results when chang-
ing the minimum multipole `min considered in the analysis
(“LMIN” case). The baseline likelihood has `min = 30, and we
test the cases of `min = 50 and 100.

Changing `max. We observe small shifts when including max-
imum multipoles between `max ⇠ 1000 and 2000 (“LMAX”
cases). This is not surprising, since even though the baseline has
`max = 2000, most of the constraining power of our polariza-
tion spectra comes from ` < 1000. When using `max = 801,
we find bigger shifts, non-Gaussian parameter posterior distri-
butions (for EE), and a significant increase in the error bars.
This increase is expected from Fisher-matrix forecasts (see, e.g.,
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Fig. C.10. Marginal mean and 68% CL error bars on cosmological parameters estimated adopting di↵erent data choices for the Plik likelihood, in
comparison with results from alternate approaches or model. Top: TE tests; we assume a ⇤CDM model and use the PlikTE+tauprior likelihood in
most of the cases, with a prior on ⌧ = 0.07±0.02 (we do not use low-` temperature or polarization data here.). The “PlikTE+tauprior” case (black
dot and thin horizontal black line) indicates the baseline (HM, `min = 30, `max = 1996), while the other cases are described in Appendix C.3.5.
The grey bands show the standard deviation of the expected parameter shift, for those cases where the data used are a sub-sample of the baseline
likelihood (see Eq. (53)). All the cases shown in these TE plots are run with PICO, except for the “PlikEE+tauprior, CAMB” case, which is run
with CAMB (see Appendix C.5 for further details). Bottom: EE tests; the same as the top plots, but for the PlikEE+tauprior likelihood. For these
EE plots we used CAMB instead of PICO to run all the cases (including PlikTT+tauprior and PlikTE+tauprior).
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Fig. 8 of Galli et al. 2014), which show that the EE constraint
on ns is expected to be more than a factor of 2 weaker in the
`max = 801 case. This is confirmed by the tests presented here.
Also, note that the grey bands in Fig. C.10, which indicate the
standard deviation of the expected shifts, are calculated under the
assumption of Gaussian parameter posterior distributions, and
thus fail to properly describe non-Gaussian cases such as EE
`max = 801 considered here.

Comparison to CamSpec. We find relatively good consistency
with the results of the CamSpec code, with shifts smaller than
about 1� in TE and 0.5� in EE. Let us recall that the CamSpec
and Plik codes adopt di↵erent choices of Galactic mask, Galac-
tic dust treatment, and likelihood codes in polarization. Di↵er-
ences at this level therefore illustrate the good agreement reached
for this release, and are useful to gauge the impact of quite dif-
ferent choices in the analysis procedures.

Remaining cases. As expected, the “lite” CMB-only likelihood
is in agreement with the Plik code (see further discussion in
Sect. C.6).

Finally, we note that in some of the cases discussed above,
the calibration parameter for cTT

217 was wrongly set to unity in-
stead of being to varied within its prior. We checked that this
does not change our conclusions on the behaviour of the cosmo-
logical parameters and their uncertainties.

Summary. While a number of tests have been passed, the be-
haviour for masks, leakage parameters, and channel-data re-
moval shows that systematic uncertainties are at least compa-
rable to the statistical uncertainties. In the absence of a fully
satisfactory data model, it is di�cult to assess precisely the ex-
tent to which the extensive data averaging in the co-added TE or
EE spectra e↵ectively suppresses the residual systematic errors,
many of which are detector-specific.

C.3.6. Agreement between temperature and polarization
results

In order to assess the extent to which the cosmological param-
eters results that we obtain using the PlikEE or PlikTE data
alone are compatible with those obtained from PlikTT alone,
we performed the following test. We simulated 100 sets of TE
or EE frequency power spectra conditioned on the TT power
spectrum. As a fiducial model, we used the best-fit solution
of the ⇤CDM PlikTT+tauprior data combination. For all the
polarization-related parameters (e.g., Galactic dust amplitudes)
we used the best-fit solution of the PlikTT, TE, EE+tauprior
data combination. We estimated cosmological parameters from
each of these simulations, using the same assumptions as were
adopted for the real data, and estimated the mean of the parame-
ters obtained from the simulations. We then evaluated the devia-
tion parameter P for each of the simulations as

P = (P � hPi)TP�1(P � hPi), (C.36)

where P is the vector of all varied parameters in the run (cosmo-
logical and foreground), P is the covariance matrix of the param-
eters, and hPi is the mean of the parameters over the 100 sim-
ulations. The P parameter provides us a measure of how much
all the parameters di↵er from their means, taking into account
the correlations among them. We calculate the P parameter also
for the results obtained from the real data, PlikEE+tauprior or

PlikTE+tauprior, and compare these values to those obtained
from the simulations. For EE, there are 36 simulations with a de-
viation P higher than the PlikEE+tauprior case, suggesting that
the shifts in parameters we observe between PlikEE+tauprior
and PlikTT+tauprior are in good agreement with expectations.
For TE, there are 99 simulations with a deviation P higher than
the PlikTE+tauprior case, suggesting that for TE the probabil-
ity of obtaining parameters so close to the expected ones is only
at the level of a few percent (although a more precise statement
would require at least an order of magnitude more simulations).
We note that this is not statistically very probable, but we could
not identify any systematic reason why this should be so in all
the tests conducted so far.

Figure C.11 shows the cosmological parameters obtained
from the simulations (grey points), together with their mean
(blue line). For clarity, we omit the error bars on the individ-
ual points (since they are all the same for each parameter), but
show it instead as a light-blue band around the mean of the sim-
ulations. The cases shown in the figure are ordered by the P
parameter from smallest to biggest (most “deviant”).

It is interesting to note that the mean of the simulations, both
for EE and TE, is very close to the cosmology obtained using the
PlikTT+tauprior data, as expected. However, for As and ⌧, the
mean of the simulations is almost 1� lower than the value from
PlikTT+tauprior. As explained in Sect. 4.1, the high value of
As obtained from PlikTT+tauprior gives more lensing, better
fitting the multipole region ` ⇡ 1400�1500. This forces ⌧ to
adopt values about 1� higher that those preferred by its Gaussian
prior, in order to marginally compensate for the rise in As in the
normalization of the power spectrum, As exp(�2⌧).

The high-` TE and EE likelihoods, however, detect lensing at
a much lower significance than in TT , and are thus sensitive only
to the combination As exp(�2⌧). The individual constraints on As
and ⌧ are thus completely dominated by the prior on ⌧, centred on
a value lower by about 1� with respect to the value preferred by
the PlikTT+tauprior data combination. As a consequence, the
constraint on As from the simulated polarized spectra is lower
that that obtained from the temperature data.

C.4. Co-added CMB spectra

This section illustrates the method we use to calculate the co-
added CMB spectra. We first produce foreground-cleaned fre-
quency power spectra using a fiducial model for the nuisance
(e.g., foreground) parameters. The figures shown in Sects. 3–
5 use the ⇤CDM PlikTT+tauprior (PlanckTT+lowP) best-fit
solution as a fiducial model for the temperature-related nui-
sance parameters, and PlikTT, TE, EE+tauprior (PlanckTT, TE,
EE+lowP) for all the other polarization-specific nuisance param-
eters (e.g., polarized Galactic dust amplitudes). We then search
for the maximum likelihood solution for the CMB power spec-
trum CCMB

` that minimizes:

� lnL(Ĉ|CCMB) =
1
2

h
Ĉ � CCMB

iT
C�1

h
Ĉ � CCMB

i
+ const.,

(C.37)

where Ĉ is the foreground-cleaned frequency data vector, CCMB

is the CMB vector we want to determine, and C is the covariance
matrix. For instance, if we wanted to find the co-added CMB
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Fig. C.11. Marginal mean and 68% CL error bars on cosmological parameters estimated from 100 EE (left) or TE (right) power-spectra simulations
conditioned on the TT power spectrum, assuming as a fiducial cosmology the best-fit of the ⇤CDM PlikTT+tauprior results (grey circles). The
blue line shows the mean of the simulations, i.e., the expected cosmology from the conditioned EE (or TE) spectra, while the blue band just shows
the 68% CL error bar. The di↵erent cases are ordered from the least to the most “deviant” result according to the P parameter defined in Eq. (C.36)
and called “DEV” in the plots. The PlikEE+tauprior, PlikTE+tauprior, and PlikTT+tauprior cases (in red or yellow) show the results from the
real data. All the results in the EE plots were produced using the CAMB code, while those in the TE plots used the PICO code.

spectrum for TT alone, the vectors would be:

Ĉ =
✓
ĈTT

100⇥100, Ĉ
TT
143⇥143, Ĉ

TT
143⇥217, Ĉ

TT
217⇥217

◆
(C.38)

CCMB =
⇣
CTT,CMB,CTT,CMB,CTT,CMB,CTT,CMB

⌘
, (C.39)

which we can rewrite

CCMB = J CTT,CMB, (C.40)

where J is a tall matrix which connects the power spectrum mul-
tipoles to the correct locations in the vector CCMB; each column
of the matrix contains only ones and zeros.

We minimize Eq. (C.37) by solving the linear system

@(� lnL(Ĉ))
@CCMB =

1
2

⇣
2 JTC�1

h
Ĉ � J CTT,CMB

i⌘
= 0, (C.41)

where we used the fact that

JTC�1
h
Ĉ � CCMB

i
=

⇣
JTC�1

h
Ĉ � CCMB

i⌘T
=
h
Ĉ � CCMB

iT
C�1J,

(C.42)
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since C�1 = (C�1)T . The solution to Eq. (C.41) is just that of a
generalized least-squares problem and is given by

CTT,CMB =
⇣
JTC�1J

⌘�1
JTC�1 Ĉ. (C.43)

We then evaluate the covariance matrix CCMB of the co-added
CTT,CMB spectrum as

CCMB =
⇣
JTC�1J

⌘�1
. (C.44)

The matrix
⇣
JTC�1J

⌘�1
JTC�1 mixes the di↵erent frequency

cross-spectra to compute the co-added solution. This matrix
is flat and consists of the concatenation of blocks weighting
each a particular cross-spectrum. Taking into account the dif-
ferent ` ranges for each, one can recast the blocks into diagonal-
dominated square matrices. For a given multipole, ignoring the
small out-of-band correlations, the relative weights of the cross-
spectra in the co-added solution are given by the diagonals of
those blocks. This is what we show Fig. 16.

C.5. PICO

We have used PICO to perform the extensive tests in this paper
because it is much faster than CAMB, which is used in the Planck
paper on parameters (Planck Collaboration XIII 2016). In this
section we compare the results obtained using these two codes
when evaluating cosmological parameters.

Table C.2 shows the parameter shifts (CAMB minus
PICO), in units of standard deviations, assuming a ⇤CDM
model and using either code to evaluate cosmological pa-
rameters from the PlikTT+tauprior, PlikTE+tauprior, and
PlikEE+tauprior data combinations. For the PlikTT+tauprior
and the PlikTE+tauprior combinations, the biggest di↵erences
are in ✓ at about 0.3�, and in ns at about 0.2�. These di↵er-
ences occur because (1) PICO was trained on the October 2012
version of CAMB whereas our CAMB runs use the January 2015
version (relevant di↵erences include minor code changes and a
slightly di↵erent default value of TCMB); (2) PICO assumes three
equal-mass neutrinos rather than one single massive one; and
(3) a bug in the CosmoMC PICO wrapper caused a shift in Ne↵
of about 0.015. Despite these di↵erences, the PICO results are
su�cient for the inter-comparisons within this paper. While for
PlikTT+tauprior and PlikTE+tauprior the PICO fitting error is
negligible, for PlikEE+tauprior runs this is not the case, since
the area of parameter space is much greater. For this reason, we
actually use CAMB in these cases.

During the revision of this paper, we realized that this prob-
lem also a↵ects the PlikTT likelihood test that excises the
` < 1000 (`min = 1000 case) shown in Fig. 35. As mentioned
in Sect. 4.1.6, this is due to the fact that this run explores regions
of the parameter space that are wider than the PICO training re-
gion; this was also noticed by Addison et al. (2016). As a conse-
quence, the results on ns and ⌦bh2 from this particular case have
error bars underestimated by a factor of about two and mean val-
ues mis-estimated by about 0.8� with respect to runs performed
with CAMB. We therefore use CAMB rather than PICO to calculate
results for this particular test.

Finally, we note that the definition of the AL parameter used
in CAMB is di↵erent from the one in PICO. The PICO AL parame-
ter is defined such that

C` = ALClensed
` + (1 � AL)Cunlensed

` , (C.45)

which is identical to CAMB’s definition only to first order.

Table C.2. Di↵erences between cosmological parameter estimates from
CAMB and PICO.

(CAMB�PICO)/�(CAMB))

Parameter TT T E EE

⌦bh2 . . . . . . . . . . 0.00 0.00 0.63
⌦ch2 . . . . . . . . . . 0.05 �0.01 �0.40
✓ . . . . . . . . . . . . . 0.32 0.31 0.26
⌧ . . . . . . . . . . . . . �0.04 �0.14 0.08
ln(1010As) . . . . . . �0.01 �0.11 0.21
ns . . . . . . . . . . . . 0.23 0.10 0.24
H0 . . . . . . . . . . . 0.01 0.07 0.52
As exp (�2⌧) . . . . . 0.12 0.09 0.41

Notes. Parameter shifts, in standard deviations, obtained using PICO or
CAMB. The results assume a ⇤CDM model and the PlikTT+tauprior,
PlikTE+tauprior, or PlikEE+tauprior data combinations.

C.6. Marginalized likelihood construction

C.6.1. Estimating temperature and polarization CMB-only
spectra

The `-range selection of the Planck high-` likelihood defines
Nb = 613 CMB band-powers, Cb. The Cb vector is structured
in the following way: the first 215 elements describe the Planck
TT CMB power spectrum, followed by 199 elements for the EE
spectrum and 199 for TE.

The model for the theoretical power for a single cross-
frequency spectrum (between frequencies i and j) in temperature
or polarization, Cth,i j

` , is written as

Cth,i j
` = CCMB

` +Csec,i j
` (✓), (C.46)

where Csec,i j
` (✓) is the secondary signal given by thermal and ki-

netic SZ e↵ects, clustered and Poisson point source emission,
and Galactic emission, and is a function of secondary nuisance
parameters ✓. We convert Cth,i j

` to band-powers by multiplying
by the binning matrix Bb`, i.e., Cth,i j

b =
P
` Bb`C

th,i j
` . We then

write the model for the Cb parameters in vector form as

Cth
b = ACCMB

b +Csec
b (✓), (C.47)

where Cth
b and Csec

b are multi-frequency spectra, and the mapping
matrix A, with elements that are either 1 or 0, maps the CMB
Cb vector (of length Nb), which is the same at all frequencies,
onto the multi-frequency data. We calibrate the model as in the
full multi-frequency likelihood, fixing the 143-GHz calibration
factor to 1 and sampling the 100 and 217 calibration factors as
nuisance parameters (i.e., as part of the ✓ vector).

We estimate CCMB
b , marginalized over the secondary param-

eters, ✓. The posterior distribution for CCMB
b , given the observed

multi-frequency spectra Cb, can be written as

p(CCMB
b |Cb) =

Z
p(CCMB

b , ✓|Cb)p(✓)d✓. (C.48)

Rather than using, for example, Metropolis-Hastings, we use
Gibbs sampling, which provides an e�cient way to map out
the joint distribution p(CCMB

b , ✓|Cb) and to extract the desired
marginalized distribution p(CCMB

b |Cb). We do this by split-
ting the joint distribution into two conditional distributions:
p(CCMB

b |✓,Cb), and p(✓|CCMB
b ,Cb).
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We write the multi-frequency Planck likelihood as

�2 ln L = (ACCMB
b +Csec

b �Cb)T⌃�1(ACCMB
b +Csec

b �Cb)
+ ln det⌃, (C.49)

which is a multivariate Gaussian. If Csec
b is held fixed, the con-

ditional distribution for the CMB Cb parameters, p(CCMB
b |✓,Cb),

assuming a uniform prior for p(CCMB
b ), is then also a Gaussian.

It has a distribution given by

�2 ln p(CCMB
b |✓,Cb) = (CCMB

b � Ĉb)TQ�1(CCMB
b � Ĉb)

+ ln det Q. (C.50)

The mean, Ĉb, and covariance, Q, of this conditional distribu-
tion are obtained by taking the derivatives of the likelihood in
Eq. (C.49) with respect to CCMB

b . This gives mean

Ĉb =
h
AT⌃�1A

i�1 h
AT⌃�1(Cb �Csec

b )
i
, (C.51)

and covariance

Q = AT⌃�1A. (C.52)

We draw a random sample from this Gaussian distribution by
taking the Cholesky decomposition of the covariance matrix,
Q = LLT, and drawing a vector of Gaussian random variates G.
The sample is then given by CCMB

b = Ĉb + L�1G.
If instead CCMB

b is held fixed, the conditional distribution for
the secondary parameters, p(✓|CCMB

b ,Cb) can be sampled with
the Metropolis algorithm in a simple MCMC code.

To map out the full joint distribution for ✓ and CCMB
b we al-

ternate a Gibbs-sampling step, drawing a new vector CCMB
b , with

a Metropolis step, drawing a trial vector of the secondary pa-
rameters ✓. About 700 000 steps are required for convergence of
the joint distribution. The mean and covariance of the resulting
marginalized CMB powers, CCMB

b , are then estimated following
the standard MCMC prescription.

Figure C.12 shows the multi-frequency data and the ex-
tracted CMB-only band-powers for TT , EE, and TE; the CMB is
clearly separated out from foregrounds in both temperature and
polarization.

Figure C.13 compares the nuisance parameters ✓ recovered
in this model-independent sampling and the distributions ob-
tained with the full likelihood. The parameters are consistent,
with a broader distribution for the Planck Poisson sources. This
degeneracy is observed because the sources can mimic black-
body emission and so are degenerate with the freely-varying
CMB Cb parameters.

C.6.2. The Plik_lite CMB-only likelihood

We construct a CMB-only Gaussian likelihood from the ex-
tracted CMB Cb bandpowers in the following way:

�2 ln L (C̃CMB
b |Cth

b ) = xT⌃̃�1x, (C.53)

where x = C̃CMB
b /y2

p � Cth
b , C̃CMB

b and ⌃̃ are the marginalized
mean and covariance matrix for the Cbs, and Cth

b is the binned
lensed CMB theory spectrum generated from Plik. The overall
Planck calibration yp is the only nuisance parameter left in this
compressed likelihood. The Gaussianity assumption is a good
approximation in the selected ` range, the extracted Cbs are
well described by Gaussian distributions over the whole multiple
range.
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Fig. C.12. Planck multi-frequency power spectra (solid coloured lines)
and extracted CMB-only spectra (black points).
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Fig. C.13. Comparison of the nuisance parameters estimated simultaneously with the CMB band-powers (red lines) and the results from the full
multi-frequency likelihood (blue lines).

To test the performance of this compressed likelihood, we
compare results using both the full multi-frequency likelihood
and the CMB-only version. We report below examples for the
baseline PlanckTT+lowP case. We first estimate cosmologi-
cal parameters with Plik_lite for the restricted ⇤CDM six-
parameter model (see Fig. C.14) and compare them with the
full-likelihood results. The agreement between the two meth-
ods is excellent, showing consistency to better than 0.1� for all
parameters.

We then extend the comparison to a set of six ⇤CDM exten-
sions, adding one parameter at a time to the base-⇤CDM model:
the e↵ective number of neutrino species Ne↵ , the neutrino massP

m⌫, the running of the spectral index dns/dln k, the tensor-to-
scalar ratio r, the primordial helium fraction YP, and the lens-
ing amplitude AL. These parameters a↵ect the damping tail more
than the base set, and so are more correlated with the foreground
parameters. Distributions for the added parameter in each of the
six extensions are shown in Fig. C.15. Also in these cases we
note that the agreement between the two methods is excellent,
with all parameters di↵ering by less than 0.1�.

We find the same consistency when the polarization data are
included in tests using the CMB-only high-` TT , TE, and EE
spectra in combination with lowP.

Appendix D: High-` likelihood supplement

The Planck team have developed several independent ap-
proaches to the high-` likelihood problem. These approaches and
their implementations di↵er in several aspects, including the ap-
proximations, the foreground modelling, and the specific aspects
that are checked. We have chosen Plik, for which the most sup-
porting tests are available, as the baseline method. The compari-
son of the approaches given in the main text gives an indication
of how well they agree, and the rather small di↵erences give a
feel for the remaining methodological uncertainties. In this ap-
pendix, we give a short description of two alternatives to Plik:
Mspec and Hillipop. Another alternative, CamSpec, was the
baseline for the previous Planck release, and has already been
described in detail in Like13. Further comparison of Plik and
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Fig. C.14. Comparison of the six base ⇤CDM parameters estimated
with the Planck compressed CMB-only likelihood (red lines) and the
full multi-frequency likelihood (blue lines), in combination with Planck
lowP data.

CamSpec is provided in the companion paper on cosmological
parameters (Planck Collaboration XIII 2016).

D.1. Mspec

The Mspec likelihood di↵ers from the baseline Plik likelihood
mainly in the treatment of Galactic contamination in TT . Mspec
results o↵er a cross-check of the baseline Galactic cleaning
method, confirming that Galactic contamination does not have
significant impact on the baseline parameters. A second smaller
di↵erence is the use of additional covariance approximations that
reduce the computation cost while preserving satisfactory accu-
racy. We now describe these two aspects in more detail.

Galactic cleaning. Galactic dust cleaning in Mspec is a half-way
point between some sophisticated component-separation meth-
ods (see Appendix E.4 and Planck Collaboration XII 2014) and
the simple power-spectrum template subtraction or marginaliza-
tion performed by Plik, CamSpec, and Hillipop. Component-
separation methods are flexible and powerful, but propagation of
beam and extragalactic-foreground uncertainties into the cleaned
maps is di�cult, and prohibitive in cost at high ` even when

Fig. C.15. Comparison of extensions to the ⇤CDM model from the
CMB-only likelihood (red) and the multi-frequency likelihood (blue).
There is excellent agreement between the two methods.

formally possible (e.g., for a Gibbs sampler). On the other hand,
the power-spectrum template methods may be sensitive to errors
in template shape and have bigger uncertainties due to signal-
dust correlations.
Mspec cleaning is thus a two-step process. The first step

is a simplified component-separation procedure that avoids the
above shortcomings: we subtract a single scaled, high-frequency
map from each CMB channel. This is very similar to the proce-
dure used in Spergel et al. (2015), but it is targeted to remove
Galactic as opposed to extragalactic contamination. It is also
known as a “two-band ILC”, and we refer to the procedure as
“map cleaning” for short. The second step is to then subtract and
marginalize a residual power-spectrum template model akin to
the other likelihoods. We now describe each step in more detail.

In the map-cleaning step we subtract a scaled, higher-
frequency Planck map from the lower-frequency CMB channels.
This is a powerful method of cleaning, because the dust temper-
ature is nearly uniform across the sky, and its intensity increases
with frequency. High-frequency maps thus provide essentially
noise-free dust maps that are highly correlated with the contami-
nation at lower frequency. We choose to clean temperature maps
with 545 GHz because it is less noisy than 353 GHz, but more
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