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Minimum time optimal synthesis for two level
quantum systems
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'Dipartimento di Matematica, Universita di Padova, Padova, Italy
2Departmem‘ of Mathematics, lowa State University, Ames, lowa 50011, USA

(Received 8 October 2014; accepted 7 January 2015; published online 23 January 2015)

For the time optimal problem of an invariant system on SU(2), with two independent
controls and a bound on the norm of the control, the extremals of the Pontryagin
maximum principle are explicit functions of time. We use this fact here to perform the
optimal synthesis for these systems, i.e., to find all time optimal trajectories. Although
the Lie group SU(2) is three dimensional, time optimal trajectories can be described
in the unit disk of the complex plane. We find that a circular trajectory separates
optimal trajectories that reach the boundary of the unit disk from the others. Inside this
separatrix circle, another trajectory (the critical trajectory) plays an important role in
that all optimal trajectories end at an intersection with this curve. The results allow us
to find the minimum time needed to achieve a given evolution of a two level quantum
system. © 2015 AIP Publishing LLC. [http://dx.doi.org/10.1063/1.4906137]

. INTRODUCTION

The control of quantum mechanical systems has offered further motivation to the study of con-
trol systems on Lie groups, and, in particular, on SU(n) and its Lie subgroups, as the evolution of
a closed quantum system can be often modeled as a right invariant system varying on one of such
Lie groups (see, e.g., Refs. 1 and 7, and references therein). Among these models, systems on SU(2)
arguably represent the simplest non-trivial case, still a very rich one from a mathematical point of
view. These two-level quantum systems are of fundamental interest in quantum physics and in quan-
tum information, since they are the basic building block in the circuit based implementation of quan-
tum information processing.?! A natural requirement in these implementations is to perform quantum
operations (evolutions) in minimum time, both to shorten the overall time of computation and to avoid
the detrimental effects of the interaction with the environment (de-coherence). For these reasons, these
systems have been studied in many aspects and their (time) optimal control has been the subject of
many papers (see, e.g., Refs. 4, 5, and 13-15, and references therein, see also 9, 10, 17, and 23 for the
general optimal control problem for quantum mechanical systems and systems on Lie groups). Here,
we add to this literature providing an explicit description of all time optimal trajectories for a system

with two orthogonal controls u, and u, (cf. model (1) below) which are bounded as ul + ufj < y*at
every time, with |y| < 1. In particular, the model we consider is given by
X =0, X + uy 0 X +uy0,X, X(0) =1, (1)

where X € SU(2) and &y, ,,, are proportional to the Pauli matrices, o , ., and form a basis of the
Lie algebra su(2). They are defined as
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The Lie algebra su(2) is equipped with an inner product between matrices, (-, -), defined as (A, B) :=
Tr(ABY), so that the associated norm is || A|| := v/(A, A). With these definitions, the norm of each of
the matrices &y, ;. is %

We want to find, for every final condition Xy € SU(2), the controls u,,u,, that steer the state
of system (1) from the identity, 1, to X; in minimum time, with the requirement that u)z( + ui < \/2,
Y <1

From a geometric point of view, model (1) represents a system on SU(2) where one vector field
is constant and an orthogonal vector field is allowed to vary with time but has a bounded norm.
This model is of fundamental interest in quantum physics as it represents the control of a two level
quantum systems, such as in NMR!!“!? or quantum dots applications.® In this respect, we remark
that since quantum mechanical states are defined up to a phase factor driving to +X; and driving
to —Xy is equivalent from a physical point of view. However, since we will describe a method to
obtain the minimum time control for any final condition, for a given desired transformation +X¢,
we can compare the minimum time for Xy and the minimum time for —Xy and choose the smallest
one of the two and the corresponding optimal control. The minimum time above described is also
of interest in the general theory of Lie groups given the role of su(2) as the basic building block
in Lie algebra theory. For example, one could devise suboptimal strategies for SU(n) after a Cartan
decomposition'® of the target element in factors which are in SU(2).

Remark 1.1. The more general time optimal control problem for the system

U = +wod.U + v,0,U +v,5,U,  U®0) =1, 3)

with wg > 0, and v} + v} < wly* can be reduced to the problem for system (1). Define X(7) :=

U(a%o), and new controls u, ,(7) = fOUX»y (a%o)’ then X (7) solves

X =20, X +u 0, X +u,0,X, U) =1. 4)

Thus, once the minimum time problem for (4) is solved with controls u, and u,, and minimum time
T, and u? + ué < y?, the original optimal control for (3) is solved with vy ,(7) = woity, ,(WoT), in
time wlo to drive to the same final condition. The optimal control problem for system (4) is the same
as the one we have stated in the case +. In the case — it can be reduced to it. Assume we have
solved the minimum time problem for system (1) for the final condition X! and with controls u,
and u, over an interval [0,T]. Then, it is easily verified that the control —u(T" — 1), —u,(T — ) over
the same interval [0, 7] solves the problem of driving the state X of system (4) with the — from the
identity to X, in minimum time.

The paper is organized as follows. In Sec. II, we will describe methods to parametrize elements
in SU(2), and prove a simple property of the control system (1) which will allow us to consider only
two parameters for the elements of SU(2) rather than three when studying time optimal trajectories.
In view of these facts, we will be able to perform the whole geometric analysis in the unit disk of
the complex plane. In this section, we also recall how to apply the Pontryagin maximum principle
of optimal control in this case and the form of the candidate time optimal controls and trajectories.
In Sec. III, we solve the time optimal control problem for diagonal operators. As a limit of these
trajectories, we identify a particular optimal trajectory which is a circle and plays a fundamental role
for the whole analysis. All optimal trajectories leading to diagonal operators are outside this circle
while all others are inside. Therefore, we call this curve the separatrix.24 For the special case y = 1,
the separatrix curve coincides with the trajectory corresponding to the SWAP operator. The optimal
trajectories for points inside the separatrix are described in Sec. IV. Here, we give the general picture as
a conjecture which is supported by theoretical results and simulations. In order to complete the proof
though, we use the additional assumption y > %, which allows us a better control of the geometry
of the trajectories and to obtain useful bounds. In Sec. V, we provide a discussion of the results and
show how these lead to a simple method to find the optimal control once the final condition is chosen.
In particular, we discuss the application to the optimal control of two level quantum systems. In this
section, we also compare our results with other work on the control of systems on SU(2) and two level
quantum systems and in particular the recent papers (Refs. 13 and 14).
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Il. PARAMETRIZATION OF SU(2) AND GENERAL PROPERTIES OF THE MODEL
A. Parametrization of the final conditions in the optimal control problem

It is well known that the Lie group SU(2) is diffeomorphic to the sphere $* C R* and it is Lie-
homeomorphic to the Lie group of unit quaternions, SH, x+yi+cj+dk, with x>+ y2+c2+d* = 1, the
homeomorphism = being given by

[x + y?+ cf—i— dk € SH] = (5)

<x+yi —(c+id)

Coid) 7-iy )eSU(Z) :

By writing —(c + id) = e®*Mand x + iy = ¥ V1 — M2, withO < M < 1,y, ¢ € [0,27), we can write
any matrix Xy € SU(2) using the three parameters i, ¢, and M, as

v 1- M2 M ©
T\ =M e NT-M2)

We shall sometimes normalize the parameter i and use instead the parameter x,, defined as x,
= ?, with xy, € [-1,1). The parameter ¢ of the final condition Xy in (6) does not affect the time
optimal control problem, in the sense that matrices that differ only by the parameter ¢ can be reached

in the same minimum time. This is a consequence of the following proposition.?

Proposition 2.1. The minimum time to reach X € SU(2) is the same as the minimum time to
reach e72Xye 72, for any a € R.

Proof. Let u, and u, be optimal controls steering the state X of (1) from the identity to Xy, in
time 7, and let X, := X,,(7) be the corresponding trajectory. Define, for j = x, y, the constants (3
such that

e&z(t —(rz(r _ Z ﬂj ko-k (7)

k=x,y

— : 2,2 _ 2
Define new controls vy, v, for k = x,y, as vx = }};—, , Bj.xu;. Moreover, notice that vy + v, = uy

+ u so that, if uy, u, is an admissible control so is vy, v,,. With the control vy, v, the trajectory solutlon
of (1) isU(7) = e"Z"X ,(1)e~9=% In fact, differentiating U(7) and using (1) for X, and (7), we obtain

U= Xe ™ =5 .U+ ( ) u( D Bjaoi)U =
j=xy  k=xy

FU+( D (D) Biau)rU =0+ () wdoU.

k=x,y j=x,y k=x,y

This shows that the optimal time to reach ¢”=*Xe~7=? is not greater than the one to reach Xy. By
exchanging the roles of X, and ¢7=* X re~7=, the opposite is seen to be true. Therefore, the minimum
time is the same in the two cases as stated. O

Remark 2.2. The proof can be generalized with only formal modifications to more general sys-
tems on (Lie subgroups of) SU(n) of the form X = AX + Z}":l u;B;X. We can replace ¢”=* with any
matrix K in (a Lie subgroup of) SU(n), which commutes with A and it is such that span{KB,K", . . .,
KB,,K'} = span{B,...,Bu.}.

In view of Proposition 2.1, the only element that is relevant to determine the minimum time to
reach Xy in (6) is the element X ; in the matrix X . This will be parametrized by phase ¢ (or x,,) and
magnitude M or, more often, by its real and imaginary parts, i.e., as a point x + iy in the unit disk of
the complex plane. To every (optimal) trajectory in SU(2), there corresponds a curve starting from
(1,0) in the unit disk. Points in the unit disk correspond to classes of matrices in SU(2) which can be
reached in the same minimum time, and differ only by the phase of the element X ».
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B. The Pontryagin maximum principle and the expression of optimal candidates

Consider the problem of driving the state X of (1) from the identity, 1, to a final condition Xy,
with bound 2 + uz < v2, in minimum time. The Pontryagin maximum principle states that, if u.., u y
is optimal, and X, is the optimal trajectory, then there exists a nonzero matrix M € su(2), such that,
for almost every time 7, u,(7), u,(7), are the values of v, and v,, that maximize the Hamiltonian
function

H(M,X,05,0,) = (M, X, 5. Xo) + 0A M, X, 5, X,) + 0,{M, X, 5, X,). (8)
Furthermore, H(M,X,(7),ux(7), u,(7)) is constant for almost every 7.2° Define, by , . = (M,

X, 7, 4,2X0). The maximization condition implies that

by,

JD2+ b2
unless b, and b,, are both zero, in which case the corresponding arc is called singular. Differentiating

by, . with respect to time, using (1), and the standard commutation relations for the matrices &, ,
in (2),%” we arrive at the following system of differential equations for by, b,, and b;:

by =bu,-b,, (10)
by = by — by, (n
b, = byu, — byu,. (12)

On anonsingular arc, given the expression of the controls u, and u,, in (9), we have that b, is constant.
This together with the fact that the Hamiltonian (8), which takes the form H = b, + v, /b2 + bfl, is

also constant, implies that the controls u, and u,, (for nonsingular extremals) can be written as (cf.,
the solutions of (10) and (11))

Uy = ysin(wt + @), u, = —ycos(wt + @), (13)

for some frequency w € R and phase ¢ € R.?® For singular arcs where b, = b, =0, from (12) b,
= const # 0 which?® therefore gives from (10), (11), u, = 0, u,, = 0. Therefore, singular arcs starting
from a point X have the form e“=7 X, for r € [0, 7;] for some 7; > 0. In general, the optimal trajectory
may be an alternation of singular and nonsingular arcs. We shall see, however, in Theorem 1 and its
proof that singular arcs are never optimal.*

Focusing on nonsingular arcs, using the controls (13) in (1), the resulting differential equation
can be explicitly integrated (see, e.g., Ref. 6, p. 446). Direct verification shows that the solution is
given by

¢! (cos(ar) + i & sin(ar)) @Y sin(ar)

—e @ gin(ar)  e7!(cos(ar) — i sin(ar)) |

X(t,w,¢) = (14)

fort;=3,b:=1 —w,a= \/v? + b2. For given w and @, the tir£1e T is the minimum time t0~reach X
if Xy := X(T,w, ¢) and there is no smaller 7 and pair w; and ¢; such that Xy := X(T}, w1, ¢1).

In the expression (14), the phase of the element (1,2) does not affect the (minimum) time to reach
a given target, in the sense that we can always “tune” @ to give an arbitrary phase to the (1,2) element
of the final condition.*!

In the following, when we shall refer to “time” we shall refer to 7 : 5. Curves that satisfy the
Pontryagin maximum principle are called extremal curves.

C. Properties of extremal curves

Any optimal candidate is represented by a parametric curve in the complex plane, and in particular
inside the unit disk, which starts from the point (1,0) and represents the X ; element of the trajectory
of (1). If they do not contain singular arcs, these curves can be parametrized by the frequency w of
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the optimal control candidates while the phase does not play any role, as it only affects the phase of
the X » element and can be arbitrarily tuned. From (14), the nonsingular trajectories are explicitly
given by

x(1) := x,,(t) = cos(wt) cos(at) — g sin(wt) sin(at), (15)

Yo (t) = sin(wt) cos(at) + Zcos(wt) sin(at), (16)

y(@):
with b =1 — w,a = \/b* + y2.

We also have (cf. (14)) for the distance, r, of the point from the origin,

2
1= Mt) = rX(t) = 2 (0) + y2 () = 1 - %sin%at). (17)
The phase ¢ (#) is given (cf. (14)) for 0 < ¢ < 5= by
b
Y(t) = wt + arctan | — tan(at) | , (18)
a
and for 7= <t < Z,
b
(1) = wt + 1 + arctan | — tan(at) | . (19)
a
There will be some values of the frequency w which play an important role in the analysis that
2
follows. We define them at the outset. In particular, we define w* = HT{ we =2w* = 1+ y% Corre-
spondingly, we define b* := 1 — w*, b, = 1 — w,, a* :=+/v? + (b*)? = 1+T{2 =w*,and a. == /v + (b.)?

=vy/y2+ 1.
We record few properties of the extremal trajectories.
Fact 1: From Eq. (17), we have

dt a
which implies that r(z) is decreasing for 7 € (0

dr? B -2+ sin(2at)

), and it is increasing for ¢ € (5-,%). At the time
a’ a

de?)) o L0
a =0 =0, 75" li=0 =

T
*2a
t = Z, the trajectory reaches the boundary of the unit disk. Moreover, since

3(,-2 4.2
-2y, dd(; )|,2 = 0, and dd(; )|,_o = 8a%y?, we have that given w; and w, and letting @y and 1 5(7)
the corresponding value for the constant a and r(z), if a; > as, for ¢ in a neighborhood of 0, we have
ri(t) > ra).
Fact 2: Calculating ’2—“,’ from (18), (19), after some algebra, we obtain

dy —v2sin*(at)w + a?
dt  q?cosXat) + b?sin*(ar)

Equation (20) implies that for w < 1 the phase is always increasing. Moreover, when w > 0, we have

(20)

—vZsin?(at)w + a* = w? — (2 + Y sin%(a))w + (VP + 1) > 0® - 2 - yHw + (Y + 1).

Since the last polynomial is positive when w > w, := 1 +v?, we derive that the phase is always
increasing for w < 1 and for w > w,.

Fact 3: The fully singular curve corresponds to the boundary of the unit disk. Therefore, every
point in the interior of the unit disk must be reached by an optimal trajectory which contains a non-
singular arc. We shall in fact see in Theorem 1 that even for the points on the boundary the optimal
trajectories are nonsingular, and this implies that all the optimal trajectories do not contain singular
arcs.

Fact 4: (Principle of optimality) If a trajectory reaching a point P is optimal, then that trajectory
is optimal for every point on that curve before P.

Fact 5: When two nonsingular trajectories intersect at a point P, they cannot be both optimal
after the point P. In fact, if they reach P at different times, then, obviously, the one that reaches P at
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a greater time is not optimal. If they reach P at the same time, then we could possibly switch from
one value of w to the other in the control and still have an optimal trajectory. This contradicts the fact
that all the nonsingular extremals have the form (13). If a curve is optimal for every point before a
point P and not optimal after P we say that a curve looses optimality at P.

Fact 6: Because of the existence of the optimal control under our assumptions (see, e.g., Ref. 12),
and the fact we will see in Theorem 1 that only fully nonsingular extremal is optimal, every point in
the unit disk is reached by at least one fully nonsingular curve and among those that reach the point
at least one is optimal.

lll. OPTIMAL CONTROL PROBLEM FOR DIAGONAL FINAL CONDITIONS
AND THE SEPARATRIX CURVE

A. Diagonal operators

iy
0
point on the boundary of the unit disk. According to formula (17), extremal nonsingular trajectories
reach the boundary of the unit disk at times T = %” If T is the final time in (14), we have the two
equations

Assume the final condition X := (e e‘?"’f)’ that is, we want to drive in minimum time to a

k
T="" k>o, 1)

a
wT +aT = ¢y +2mm, mekx, 22)

which give the condition on the norm of the off diagonal term and on the phase of the diagonal term,
respectively.? Plugging (21) into (22), we have

k(1 + %) = s+ 2mm. (23)

A study of the function f(w) = ¢ for w € (—co,00) reveals that this function is bounded below by
—1, so that, when y¢ € (0, 2r), (23) can only be verified for m > 0. In general, we say that a pair k, m
is feasible if there exists a T > 0, such that (21) and (23) are verified. We denote this (necessarily
unique) T by T . Notice that not all pairs k > 0,m > 0 are feasible (the function % is bounded). We
shall show that no matter what ¢, € (0,27) is, the minimum of these times is 7} o which is feasible.*®
The proof can be achieved in two steps given by the following two lemmas. The result for the diagonal
case is summarized in Theorem 1. Proofs of Lemmas 3.1 and 3.2 are given in Appendix A.
Lemma 3.1. For every k > 0 and m > 0,

Tie,m = Tro. (24)

Lemma 3.2. For every k > 0,

Tk,0 = Th0. (25)
Theorem 1. Assume y < 1. Then the minimum time to reach a diagonal operator Xy =
wy 0 .
(eo e’i'/’f)’ Yy €(0,2n), is
YrQ2r — )
=Y+ \/nz + Y2 2n — yy)

which is obtained with the controls (13), with ¢ arbitrary and w given by>*

(26)

Tmin = TlO(Wf) =

X

W
— ;2 (=xy; + /1+y2(1—x5/f)). 27)

vy

w =
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Proof. The theorem summarizes the previous two Lemmas. The expression of the optimal fre-
quency w is obtained from (23), (A8), with k = 1 and m = 0.
To make sure that this time is optimal, we need to compare it with the one obtained with the
singular trajectory which is Ty(¥/f) = ¢ . In fact, we have T, < Tying. This follows from
Tmin 2r — g Té‘m
_ 2 <1= g

vr ﬂ—!//f+\/ﬂ2+vzlﬁf(2ﬂ—lﬁf) Vi

(28)

O

A consequence of this theorem, which we already mentioned before, is that no optimal trajectory
may contain a singular arc. The same state transfer corresponding to the singular arc can be obtained
in smaller time.

B. The separatrix curve

Reconsider formula (27). There is a one to one correspondence between values of x,, ;€ (-1,1)
(alternatively values of yr € (0,27)) and values of w € (—co,w™). In fact, the right hand side of (27)
is a strictly increasing function of x,, . with

lim w= lim w=-c
xd,fa—l Y0
and
: . 1+v2
lim w= lim w= LAY
xwf—ﬂ wf—>27r 2
. . . ’\2 . . " "
Consider now the trajectory corresponding exactly to w = w* = 1+2/ . In this case, since w* = a*,

the parametric equations (15) and (16) become

2

-y
o) = cos(w't) - ——, 29
Koll) = o 008D = T 29)
Yo(t) = Tyz cos(w’t) sin(w™). (30)
These equations represent a circle with center in

2

Y
pP=|——,0], 31
(1 +7? ) Gh
and radius ﬁyz We shall call this circle the “separatrix.” The following lemma justifies this name.

Lemma 3.3. All the optimal trajectories corresponding to diagonal operators (described in
Subsection IIT A) for # < Z, intersect the separatrix curve only in the point (1,0).

The proof is in Appendix A.

Figures 1 and 2 give some plots of the trajectories outside the separatrix, leading to diagonal
operators for the cases y = % and y = 1, respectively. The separatrix is the red circle in both cases.
The cases w = -3, w =0, and w = % are displayed explicitly for y = % and the same values of w’s
and w = g are displayed for y = 1. As w — w*, the trajectories tend to the separatrix.

The following proposition states two important properties of the optimal trajectories outside the
separatrix.

Proposition 3.4.

1. The trajectories corresponding to w € (—co,w*) loose optimality after reaching the boundary of
the unit disk.
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FIG. 1. Optimal trajectories (in blue) to reach the boundary of the unit disk for various values of w and y = % The outermost
trajectory is the one corresponding to w = —3, the next one (reaching the point (—1,0)) corresponds to w = 0. The innermost
trajectory is the one corresponding to w = % The separatrix is the red circle centered at the point (%, 0).

2. Every point outside the separatrix is reached by an optimal trajectory (before reaching the bound-
ary) corresponding to a single value of w, with w € (—oo,w™).

Proof. To prove 1., recall from Fact 2 of Subsection II C that the phase y is always increasing,
since w* < 1. This means that any of the trajectories corresponding to w € (—oo,w*) after hitting the
boundary will necessarily intersect another trajectory corresponding to a larger value of (final) y¢
which is optimal. Therefore, such a trajectory looses optimality at the boundary.

FIG. 2. Optimal trajectories (in blue) to reach the boundary of the unit disk for various values of w and y = 1. The outermost
trajectory is the one corresponding to w = -3, the next one (reaching the point (—1,0)) corresponds to w = 0. The next on is
the one corresponding to w = % The innermost trajectory is the one corresponding to w = g. The separatrix is the red circle
centered at the point (%, 0).
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To prove 2., consider a point P outside the separatrix and assume by contradiction that none of the
curves reaching the boundary and corresponding to w € (—o0,w*) contains such a point. In particular,
denote by Cy, any such curve corresponding to the phase i/ € (0,27). By the existence of the optimal
control for P, there must exist an optimal trajectory ending in P, which we denote by Cp, defined in
[0,7p], withtp < Z (cf. (17)). Any of the trajectories Cy, ; and Cp never intersect (except for the point
(1,0)). Express the trajectory Cy . and Cp as polar equations r = r(y) with ¢ the (variable) phase. In
particular, we write r = r¢(i)) for Cy sandr = rp(y) for Cp. With this notation, we say that C, ;18
above Cp if r¢(if) is greater than rp(y) for one (and therefore all since they cannot intersect) i # 0
which are in the common domain of the function 7 and rp. Analogously, we say that Gy, is below
Cp if ry(y) is smaller than rp(y). Consider the set Ap (Bp) of all ¢ € (0,27) which are such that
Cy , is above (below) Cp. It is important to notice that both Ap and Bp are not empty. Ap is not empty
because it definitely contains all i ¢’s smaller than the phase of P since the phase is always increasing
from formula (20). Bp is not empty because it is enough to take a curve Gy, sufficiently close to
the separatrix to leave P on the right. Moreover, Ap | J Bp = (0,27). By continuity (again using the
fact that G, f and Cp never intersect), Ap and Bp are both open set. Since they are not empty, this
contradicts the connectedness of Ap | J Bp = (0,2n7). |

1. The SWAP operator

The SWAP operator, is the operator that in quantum information theory, corresponds to a logic
operation NOT. It inverts the state of a two level quantum system. It is given in the computational

basis by
0 1
Xswap = (_1 0), (32)

which corresponds to the origin of the unit disk. In formula (14), we need a =y, b =0, and w = 1
(resonance condition’) and, minimum time T},;,(Xsw ap) = 2&{ The optimal trajectory is
e’ cos(yt ' sin(ye
X(1) = —i(t+¢) (Y ) —it o : (33)
—e sin(yt) e cos(yt)

We have thatif y < 1, then w* = # < 1, and the optimal trajectory corresponding to the SWAP
operator is inside the separatrix. It turns out (see Theorem 2) that this trajectory is going to be optimal
until it reaches a critical curve corresponding to w = w,. = 2w* (this curve will be precisely defined in
Sec. IV). When vy = 1, w* = 1, the optimal trajectory corresponding to the SWAP operator coincides
with the separatrix.

IV. THE OPTIMAL CONTROL PROBLEM INSIDE THE SEPARATRIX

From now on we denote by S the closed region inside the separatrix. For points in S, the fre-

quency w of the optimal control must be greater than or equal to w* = H—z’z In fact, as we have seen
in Sec. 111, the trajectories corresponding to w < w* do not intersect the separatrix before touching
the boundary of the unit disk (Lemma 3.3) and, after touching the boundary of the unit disk, they are
not optimal anymore (Proposition 3.4). Therefore, for all points in S, the optimal trajectories are with
w>w"

A particularly important role is played by the curve corresponding to w,. := 2w* := y> + 1. This
curve presents a cuspid point, i.e., a point where both x and y are zero. In particular, recalling the
definition of a. as the value of a corresponding to w,, i.e., a. := y4/1 + y2, from (15) and (16), we
obtain

X (1) = —sin(wt) cos(act), (34)

Yw,(t) = cos(w,t) cos(act), (35)
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and both derivatives are zero when 7 = 5”—. We shall call the trajectory corresponding to w = w, until

the point corresponding to ¢ = 52—, the critical trajectory. Its final point is

b}
c

J1+742 V1492
Yoo d )= Y gin |2 XY , Yo al )=-— LA S o (36)
2a." \[T+42 2y 2y

2ac V142
It is in particular a point on the circle centered at the origin with radius

Y
I+y

=. Such a circle will play

arole in the analysis that follows. We call it the critical circle.
The general picture of the optimal synthesis for points in § is presented in Theorem 2. We believe
this theorem holds for general values of y < 1 but we were able to completely prove it only for

velg1l

Theorem 2. Assume vy € [%, 1]. The only optimal trajectories for points in S correspond to
w € [w*w].

1. The trajectory corresponding to w. until the point (36) is optimal for the points on the critical
trajectory.

2. The trajectory corresponding to w* is optimal for the points of the separatrix.

3. For any other point in S, there exists a unique value of w € (w*,w.) and an optimal trajectory
corresponding to w leading to that point.

From the theorem, it follows that both the separatrix and the critical trajectory are optimal. The
trajectories corresponding to values of w € (w*,w,) are optimal until they intersect the critical trajec-
tory. The situation is described in Figure 3 for the case y = 1 and Figure 4 for the case y = %, respec-
tively. In both figures, the red circle is the separatrix and the black trajectory inside the separatrix is
the critical trajectory. Optimal trajectories depicted in blue start from the point (1,0) and end, loosing
optimality, on the critical trajectory.

Before giving the proof of Theorem 2, we need to establish some preliminary results. Some proofs
are presented in Appendix B. Here, we give the main ideas highlighting where the assumption y > %
is used. The following property makes the geometry of the problem easier to visualize.

FIG. 3. Optimal trajectories inside the separatrix (in red) for y = 1. The critical trajectory is in black, while the trajectories
forw = l.1w*, w = 1.20w"* w = 1.50w*, w = 1.8w", are in blue (starting closer to the separatrix when w — w* = 1 and
starting closer to the critical trajectory when w — w. = 2).
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FIG. 4. Optimal trajectories inside the separatrix (in red) fory = % The critical trajectory is in black, while the trajectories for

# . . . v2 1+1
w =1.1o% w = 1.2w", w = 1.50% w = 1.8w?, are in blue (starting closer to the separatrix when w — w* = HT{ ==

and starting closer to the critical trajectory when w — 2w* = 1 +y? = %).

Proposition 4.1. Assumey > \/% The whole critical trajectory is in the interior of the first quad-
rant, except (possibly) at the endpoints.

Proof. Studying the velocity (34), (35), we check that, for the given parameters, and under the
assumption y > % the derivative of x,,,. is always negative until ﬁ, so the minimum is obtained at
the point (36), which is such that the x coordinate is non-negative. Since y,,,. is always positive for
t#0,1 < ﬁ the claim follows. O

When vy < ‘/% this is not verified, for example, when y = % we see in Figure 4 that the critical
curve has a portion in the second quadrant. In general, the critical trajectory looks like a spiral winding
around the origin more and more times as y — 0.

Consider the critical trajectory. Starting from the point (1,0), the distance from the origin de-
creases monotonically according to formula (17) and the last point is on the critical circle. We intro-
duce a parameter A to parametrize the critical trajectory. For any ¢ € [0, ﬁ], let

A = sin(act). 37)
Then, A € [0, 1]. Because of (17), A indicates the distance of the point on the critical trajectory from
the origin, which goes from 1to /1 — {—i = —L— (cf. (36)). For a given value of X, i.e., for points

on the same circle centered at the origin, we compare the phase of any trajectory (corresponding to a
given value of w and a) with the phase for the critical trajectory. In doing so, we assume 0 <7 < 5-
and we use formula (18) for the phase. The next lemma, whose proof is given in Appendix B, shows
that the phase for the generic trajectory is always bigger than the one for the critical trajectory.

Lemma 4.2. For any value of w # w,, let P,(t) = (x,(1), yo(t)) be a fixed point on the corre-
sponding trajectory for # € (0, 3= ]. Then if there exists a A as in Eq. (37) such that the absolute value
of P, (1) is equal to the absolute value of the point of the critical trajectory corresponding to A, then
the phase of P, (¢) is strictly bigger than the phase of this point.
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Corollary 4.3. The critical trajectory is entirely contained in the interior of S (except for the
point (1,0)).

Proof. The separatrix is in the first and second quadrant only until time ¢ = 5% and therefore,
using Lemma 4.2 and Proposition 4.1, intersection cannot occur (except for the point (1,0)). O

Lemma 4.2 has two additional important consequences, which are presented in the next two
Corollaries. The first one is that every trajectory corresponding to w € (w*,+), w # w, that inter-
sects the critical trajectory has to do so at a time # > 3. The second one is that all trajectories corre-
sponding w € (w,+0o0) do not reach any of the points below the critical curve and outside the critical

circle (i.e., points in the region R of Figure 5), before hitting the boundary of the unit disk at time
t=12

z.
Corollary 4.4. Any trajectory corresponding to a value of w and a, with w # w, cannot intersect
the critical trajectory for 7 < 3-.

Proof. Assume, by contradiction, that there exists an w # w. and a time ¢ € (0, 3-], such that
the corresponding trajectory intersect the critical trajectory. Denote by P, the point of intersection.
Then, there exists a A € (0, 1] such that the absolute value of P is equal to the absolute value of the
point of the critical trajectory corresponding to A. By applying Lemma 4.2, we know that the phase
of P is strictly bigger than the phase of this point. If they coincide, their phases must be equal up to
a multiple of 2. However, under the assumption y < %, the critical trajectory (until time i) is in
the first quadrant while a trajectory corresponding to w has phase which, until time 7 = 7, can be

calculated using (18) and we have

2 \w €(—00,00) A

The lastinequality is obtained by considering the function f(w) = % which has its absolute maximum

Vy2+1
Y
the interval [%, 1] at the endpoint \/% and this value is equal to 2.
From (38), it follows that the two points cannot coincide. O

0 < phase of P Sg+z( max £)§g+7r. (38)

at w = w,, which is equal to f(w.) = . This, as a function of vy, attains its maximum value in

FIG. 5. Geometric objects used in the proof of Theorem 2 depicted here for the case y = % The critical trajectory and the

critical circle are in red. We deform the critical trajectory by adding a —e) to the phase. The corresponding deformed curve
is in green. Trajectories for w € (w., 3w*] never reach the region R in the figure.
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Corollary 4.5. Consider a trajectory corresponding to w € (w,,+0). Such a trajectory never en-
ters the critical circle. Moreover, if it goes in the region below the critical trajectory or intersect the
critical trajectory, it does so after going outside the region S.

The region below the critical trajectory is the region R in Figure 5, i.e., the region outside the crit-
ical circle, inside the separatrix, and below the critical trajectory. The assumption y > % guarantees

that the critical circle is not completely included in the interior of S. Recall that after going outside
of S any trajectory cannot be optimal anymore since it intersects the optimal trajectories going to
the boundary of the unit disk. This corollary says that optimal trajectories for points in R have to be
sought for among the ones corresponding to values of w € [w*, w,].

Proof. Fix an w € (w.,+0), and let P,,(¢) be the point at time ¢ of the corresponding trajectory,
and P.() the point at time ¢ of the critical trajectory. We first show that P,,(¢) never enters the critical
circle. Since for w > w, > 1, a = 4/¥2 + (1 — w)? is an increasing function of w, we have a > a. and

2 2
1- —2 > 1 — X5, which is the square of the radius of the critical circle. From formula (17), we have

(,

2 2
A

2’
aC

2

Po)P =1 - Lsinan > 1- 5 > 1- (39)
a a

which proves the claim.

Now, we follow the trajectory P, (t). We know from Fact I in Subsection II C that the absolute
value of P,,(¢) is bigger than the absolute value of P.() for ¢ in a suitable neighborhood of 0. From
Lemma 4.2, we also have that the phase of P,,(¢) is bigger than the one of P.(t). Thus, near ¢ = 0, the
trajectory corresponding to w is in the region above the critical curve; it either goes outside S or it
stays in the region Q of Figure 5.

Since it cannot enter the critical circle, in order to reach the region below the critical trajectory
(region R of Figure 5) P,,(¢) can only either exit the region S or cross the critical trajectory. We want
to show that the first case is the only one possible. Fort = Z, P,,(¢) is at the boundary of the unit disk,
therefore outside S. So, we only have to show that no 1ntersect10n is possible for # € (0, Z]. In fact,
since by Corollary 4.4 we know that P,,(f) does not intersect the critical trajectory for z € (0, 721, we
only have to show that intersection cannot occur for 7 € (3, %), unless Py(?) exits the region S.

Consider P,,(5-) andlet? € (0, 52-) be such that | P, (55)| = |Pe(?)]. Let ) = sin(a.f) (see Eq. (37)).
Since for z,, € (35, 2], |Po(t0)| > |Pw(2a)| and for t. € (f,5%], |P.(t)| > |P.(t.)|, we have

> 2ac¢

|Po(to)] > |Pw(%)| = |Pe(D)] > [Pe(t)] (40)

forallz, € [t, ﬁ]. Therefore, the second part of the trajectory P, does not intersect the second part
of the critical trajectory. It remains to show that it does not intersect the first part (¢ < f) either.

The phase of P,,(3;) is bigger than the phase of P.(f) from Lemma 4.2, and so also bigger than
the phase of P.(t) fort € [0,7], since the phase is increasing from Fact 2, in Subsection II C. Moreover,
for the same reason, the phase of P, (t), for t € (55,%) is bigger than the phase of P, (35), so, for
t € (55,%), we have

phase of P,(t) > phase of P.(f) > phase of P.(t.) t. €10,7].

This condition is compatible with intersection only if the phase of P,, differs from the phase of P,
by a multiple of 2x. Using Proposition 4.1, in order for the intersection to occur, the trajectory P,
should exit the region S through the separatrix. O

Now we continuously deform the critical trajectory so that, for every A, the new curve, which
is still parametrized by A € [0, 1], is below the critical trajectory but still inside S and outside the
critical circle (except (possibly) for the endpoints). Because of Proposition 4.1, we also deform it
only slightly, so that the corresponding curve is entirely contained in the interior of the first quadrant
(except for the point (1,0)). We call such a curve an e-curve. More precisely, an e-curve is obtained
as follows. Choose a small € > 0 with (at least)

1
€ < min(l, —). 1)
a

c
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For every A € [0, 1], the corresponding point on the e-curve has the same radius as the corresponding
point on the critical trajectory and phase y¢()) = ¥(A) — €\, where ¥(}) is the corresponding phase
for the critical trajectory. Notice that for A = 0, the phases are the same (cf. Figure 5). Also choose €
small enough so that the e-curve is entirely contained in the first quadrant.’

We give two lemmas whose proofs are in Appendix B. They represent a crucial step in the proof
of Theorem 2. They describe a map, €, which associates to points on the e-curve the frequency w
giving the optimal control.

Lemma 4.6. Consider an e-curve with € > 0 and satisfying (41), sufficiently small so that the
curve is entirely contained in S and in the interior of the first quadrant (except for the point (1,0)).
Let A := V1 — €. Then there exists a function £€ := £(\) with domain [0, L] and range [w*,w¢] C
[w*,w,), such that for A € (0,L¢), £€()) is the unique value w which gives the optimal trajectory for
the point on the e-curve corresponding to A. £€(0) := w*, £(A¢) = w. Furthermore, € satisfies the
following properties.

1. (¢is adifferentiable, increasing function from [0, ], one to one, and onto [w*,we] C [W*, w,).
2. For a given M, the curve corresponding to £€()), intersects the e-curve optimally at the first inter-
section and coming from below.

The idea of the proof is that since this e-curve is in the region below the critical curve and outside
the critical circle all trajectories with w € (w,, o) cannot reach it optimally (they touch the boundary
of the unit disk first (Corollary 4.5)). Thus, the only trajectories left are the ones in [w*,w,]. So the
map £€ maps to the right set. To construct the function {€ we fix a point P on the e-curve. Then, P
is written both as a function of the parameter A and as a function of the control w. By equating the
two expressions, in particular the absolute value and the phase up to a multiple of 2kx of P, we find
an implicit equation satisfied by the pair (A, w) which, by using the implicit mapping theorem, gives
the desired function and has the properties described in the Lemma. Here, the assumption y > —= is

V3
used to show that only the case k = —1 has to be used in the multiple 2k .

Lemma 4.7. Let w, be defined as in Lemma 4.6. For € sufficiently small w, increases as € de-
creases and we have

lim w, = we. (42)

e—0*

A. Proof of Theorem 2

Proof of 1. The proof is obtained by excluding optimality for values of w # w.. If w < w*, then
all the trajectories loose their optimality after reaching the boundary and so before intersecting the
critical trajectory, since until that point they are completely outside the separatrix. If w = w*, then the
trajectory is the separatrix which does not intersect the critical trajectory (except for the point (1,0)).
Using Corollary 4.4 we know that any trajectory corresponding to a value of w and a, with w # w.
intersects the critical trajectory after 3. Now we consider w € (w",w.). The function a of w has a

1+y2
2

and a. = y4/1 + v2. Under the assumption y > \/% a. is the largest of the two and therefore a. > a

minimum at 1, no local maximum in the interval [w*,w.] and at the endpoints is given by a* =

for every w € (w*,w,). Since this gives 5= > ﬁ.the intersection (if any) must happen, from Corol-
lary 4.4, after ;7. However, this is the time to go through the whole critical trajectory, and therefore
the trajectory corresponding to w cannot be optimal. If w > w,, using Corollary 4.5, we have that the
corresponding trajectory has to leave the region S, and therefore looses optimality, before intersecting
the critical trajectory. This leaves the only value w = w,.

Proof of 2. Analogously to the previous case, the proof is obtained by excluding optimality for
values of w # w".

If w < w*, then all the trajectories may intersect the separatrix only after reaching the bound-
ary, and so after having lost optimality (Lemma 3.3). Therefore, for any point on the separatrix, the
optimal trajectory must correspond to a value of w € [w*, +00). The assumption y > % guarantees
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that there are two (coinciding in the case y = \/%) points of intersection between the critical circle
and the separatrix (cf. Figure 5). Consider the first of these two points. For all points that follow it
on the separatrix the optimal control reaching these points cannot correspond to values of w in the
interval (w.,+o0), because of Corollary 4.5.3¢ Therefore, for these points, the optimal control has
to correspond to a value w € [w*,w,.]. We now show that trajectories corresponding to w € (w*,w,.)
cannot be optimal for these points. Assume by contradiction that there exists an @ € (w*,w,) such
that the corresponding trajectory is optimal for a point P on the separatrix following the first point of
intersection with the critical circle. From formula (42) of Lemma 4.7, we can choose € sufficiently
small so that @ and therefore (w*,@) is in the range of the function £€ of Lemma 4.6. Consider now the
trajectory corresponding to & which by assumption is optimal for the point P. The point P must occur
before the intersection of the e-curve or after the trajectory is only tangent to the e-curve.?” The point
P cannot be after a crossing of the e-curve because after crossing the e-curve the trajectory will have
to cross it again and-or cross itself to reach the point P, this way loosing optimality (cf. Lemma 4.6).
Consider w, with w* < w < @ optimal for a point on the e-curve on the right of the point on the
e-curve corresponding to @. Such a trajectory starts above the trajectory for @ and therefore it has
to cross it (since the trajectory corresponding to @ contains the point P of the separatrix and both
trajectories cannot leave the region S, since otherwise they would loose optimality). This contradicts
the fact that both of them are optimal, and gives the desired contradiction.

For the given points (after the first point of intersection), the trajectory corresponding to w. cannot
be optimal either. This is easily seen because the trajectory is always in the interior of S until r = ﬁ
Moreover, by using the definitions, it is easy to check that y < 1 implies ﬁ > 7, and therefore for
t > % we already employ more time than the full separatrix curve.

In conclusion for the points on the separatrix after the first point of intersection with the critical
circle, the only possibility for optimal trajectory is the separatrix itself. By the principle of optimality
(Fact 4 of Subsection II C), it is optimal for the points before as well.

Proof of 3. If the point we consider is below the critical trajectory or inside the critical circle,
then, by Corollary 4.5, the optimal control frequency must be in (w*, w,.). Therefore, for these points,
we only have to show that the corresponding w is unique. Assume by contradiction that there are
two values of w leading to the same point P optimally. Then, one of the two trajectories has to loose
optimality at P. Let us denote by @ the corresponding w. In Lemmas 4.6 and 4.7, we can use an €
sufficiently small so that @ is in the range of the function £€. The point P is either inside the critical
circle or (if it is in the region R of Figure 5) below the e-curve. The intersection between the trajectory
corresponding to & and P has to occur before the intersection with the e-curve because otherwise the
@-trajectory will have to intersect the e-curve twice or intersect itself, thus loosing optimality (cf.
Lemma 4.6). However, the loss of optimality at P contradicts the optimality for the corresponding
point on the e-curve.

By taking the limit as € — 0* and using Lemma 4.7 it follows that all trajectories corresponding
to w € (w*,w) loose optimality at the critical trajectory.

It remains to show that these are also the optimal trajectories for the points outside the critical
circle and above the critical trajectory, i.e., points in the region Q of Figure 5. The proof of this
part follows similar lines as the proof of statement 2 in Proposition 3.4. In particular, consider Q
the region inside the separatrix, above the critical curve, and outside the critical circle (see Figure
5). Fix any point P € Q, we want to show that there exist a value @ € (w*,w,) such that the trajec-
tory corresponding to this value passes through P before loosing optimality, i.e., before intersecting
the critical curve. Fix any curve C = C(7) for 7 € [0, 1], passing through P such that C(7) € Q if
7 € (0,1), C(0) = Py is on the separatrix, and C(1) = P; is on the critical trajectory. Let T such that
C(T) = P.Define A~ C [w*,w.] (respectively, A* C [w*,w.]) the set of w’s such that w € A~ (respec-
tively, w € A") if the trajectory corresponding to w intersects, before loosing optimality (i.e., before
intersecting the critical curve), the curve C in a point P, = C(7) with T < T (respectively, 7 > 7). We
have that w* € A™, and w. € A™, moreover, since any trajectory with w € (w*,w.) must intersects the
curve C before intersecting the critical curve, A~ U A" = [w*,w,.]. Using a continuity argument and
since all w’s are in a compact set, we have that both A~ and A* are closed, thus, by connectedness, we
must have that A~ N A* # (. Necessarily if @ € A~ N A", we have that its corresponding trajectory
goes through P before loosing optimality, as desired.
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V. DISCUSSION

The above analysis provides a description of the optimal trajectories for every element in SU(2).
It also gives a very simple method to find the optimal control for a fixed element X, € SU(2).

Given such matrix one first singles out the X; ; element of the matrix and the point Py in the unit
disk and checks whether Py is inside or outside the separatrix. If Py is outside, one has to use the
trajectories described in Subsection III A, i.e., with w € (—o0,w*). The choice of w can be made by
successive approximations (for example, using a simple bisection algorithm) by examining the plots
for trajectories which leave Py on the right or on the left and getting closer and closer to the trajectory
which actually contains Py. If Py is inside the separatrix, the same procedure can be performed with
the trajectories described in Sec. IV. Once w is found, one finds the corresponding ¢, either by tracing
the plot or by solving an optimization problem minimizing (in ¢) the distance of the point on the
trajectory from Py. The last step is to adjust the phase ¢ in (14) (with the values found for w and t) so
that the element X; » in (14) also coincides with the corresponding element in X;. This completely
determines the optimal controls in (13). If the mathematical problem is motivated by the time optimal
steering of any quantum mechanical state |y) to +X¢[i)), then the same procedure has to be repeated
for the operator — X to which it corresponds the point in the unit disk which is symmetric with respect
to the origin. The control is chosen as the one which gives the minimum time between the two.

Figure 6 describes the work we have done to find the optimal control for the Hadamard gate

Xy = \/% (_11 i) and y = \/% The point Py is the point (%,O) which is inside the separatrix curve.
We have drawn a small circle around this point. The two curves in blue in the figure correspond to
w=120w* w = 14w" andw* = %in this case. The optimal curve is found for w = w,,; = 1.28w" and
is the red curve crossing the small circle in the figure. The optimal time is found to be approximately
topr & m + 0.2. The total phase of the X, element in (14) must be zero (sin(at) is positive with the
given values of w = w,, and ¢ = t,,,), therefore, we choose b= —Wopitopr = 1.28w™(m +0.2). These
values have to be replaced in (13) to give the optimal controls.

In a time optimal control problem for a two level quantum system, the work has to be repeated for

1 (1 1 . . B :
—Xp=-5 (—1 1) where the corresponding point —Py = (_E’
to the origin of Py. In this case, the point is outside the separatrix. Therefore, the optimal trajectory
has to correspond to w € (—oo, %). We have applied a bisection search starting from w = 0.5w* and

w = 0.6w*, and plotted the trajectories for w = 0.55w* and w = 0.575w". These trajectories are drawn

O) is the symmetric with respect

FIG. 6. Search for the optimal control for the Hadamard gate in the case y = i\f The separatrix is in black and the critical

trajectory is in red. Two trial trajectories corresponding to w = 1.2w" and w = 1.4w™ are in blue and the (approximate)
optimal trajectory is in red.
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in blue in Figure 7 except for the one of w = w,,; = 0.575w* which is the optimal one as it crosses
the desired point (and this optimal trajectory is in red). The optimal time is found to be approximately
topt = 0.7m, and therefore less than the time for X;. Thus, this is the minimum time required for the
optimal steering of a two level quantum system, and the frequency of the optimal control has to be
chosen at w,,, = 0.575w" = 0.575% = 0.43125. Then we have also to choose the phase ¢ in (14) so
that the total phase is equal to 7 (because with the optimal values of v, w, a, and ¢, % sin(at) = %).
Therefore, we have ¢ =  — Wopttopr = T — (0.575w") x 0.7 * m ~ 2.193. We would like to stress that
the knowledge of the optimal synthesis we have developed in the paper is crucial to obtain the solution
of the practical problem of finding the minimum time control. Without the knowledge of the behavior
of the optimal trajectories and using only the maximum principle and the reduction to the unit disk
(Proposition 2.1), we only know that the optimal trajectories are parametrized by the frequency w.
Then, given a point in the disk representing the (equivalence class of the) desired final condition,
we should in principle select among the trajectories that cross that point (which all have in principle
infinite length) the one that does it at the minimum time. This is a daunting task without knowing
the qualitative behavior of the trajectories and where they loose optimality. This is what the optimal
synthesis provides making the search for the optimal control possible.

While we were completing this work, other authors'# submitted a paper on the same topic, build-
ing upon their previous work in Ref. 13 for the case wy = 0 (cf. Remark 1.1) and previous work in
Refs. 2 and 20. In the paper,'* the authors parametrize elements in SU(2) with the so-called Hopf
parameters’® and the Euler parameters of the elements of SU(2). They derive the dynamical equations
in terms of these parameters and consider the optimal control problem in this setting. They prove
properties of the optimal trajectories and give an algorithm to find the optimal controls. Our geometric
analysis of the optimal trajectories in the unit disk provides an alternative approach which, beside
giving a very straightforward method to find the time optimal control, as we have seen above, high-
lights the general picture of the optimal trajectories. Main features of this picture are the existence
of a closed curve which separates two classes of optimal trajectories (the separatrix) and of a special
(non-smooth) trajectory inside this curve (the critical trajectory) which is some sort of limit of all
other trajectories and it is where these trajectories loose optimality. It will be interesting in the future
to investigate if, how and in what cases these features can be found in higher dimensional time optimal
control systems on Lie groups.

FIG. 7. Search for the optimal control for the opposite of the Hadamard gate, in the case vy = —=. The separatrix is in black

Si-

and the critical trajectory is in red. Three trial trajectories corresponding to w = 0.6w*, w = 0.5w"*, w = 0.55w" are in blue
and the (approximate) optimal trajectory corresponding to w = 0.575w" is in red.
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While this paper was under review, another author,?? using the results described here, reconsid-
ered the time optimal control on SU(2) in the general case of unrestricted y. He adopted our framework
of analysis in the unit disk and introduced a novel ingredient, the evolution of the boundary of the
reachable set, the “so called” front-line. It is a general fact that the geometry of the reachable sets
is related to the time optimal control problem since if a point is reached optimally at time 7 then
it belongs to the boundary of the reachable set at the same time T (see, e.g., Ref. 18). The paper?
visualizes the evolution of the reachable sets and their boundaries from which one can obtain the
optimal control. We believe that this geometric description might be used to extend the analytical
proof of the result of Theorem 2 removing the restriction on the value of y. Overall, the paper? is an
important development of our work as it provides a general picture although with less detailed proofs
which are visual in nature.
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APPENDIX A: SOME PROOFS OF RESULTS IN SECTION lI

1. Proof of Lemma 3.1

Proof. Using the expression of a in terms of w, we have

ik

Tim = —, (Al)
V(1 —w)?+v?
where w is chosen to satisfy the Eq. (22), that is,
2
1+ % =14 w _ Yt amn (A2)

a V1 —w)?+v? km

1/ 2
Since the function ¢ has a maximum of % and an infimum at —1, an w € R satisfying (A2) exists
if and only if

2 JI+2
Lyrmm o NIHY (A3)

0
km Y

and there are at most two (solutions of second order algebraic equation) such w’s.
From now on we assume to have fixed a value for k as in the statement of the Lemma. Set also

_ Y+2mn vV 1+y2

a(m)==F—-1< . From (A1), Ty, is a decreasing function of |b| := |1 — w|. Therefore,
the minimum 7%_,, will be obtained for the value of m which corresponds to the maximum value of
|b|, satisfying (A2), i.e.,

1-b
\ B+ 2
The claim of the Lemma is proved if we show that this is obtained for m = 0.

It is easier to follow the proof if one looks at the shape of function f in (A4) (see Figure 8). This

f(b) = = a(m). (A4)

/2
function has its maximum in b = —y?, with f(—y?) = {—H Moreover, f is strictly increasing for
b € (—o0,—v?), and strictly decreasing for b € (—y?,+c0). We have

s
Y

vi+1

_2002_
) (v +00) = (-1, »

f (o0, —v))) = (1, ).
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FIG. 8. Shape of the function f defined in (A4). Here, the graph is given for y = %, but the properties used in the proof

hold for any values of vy.

To every value of m, there will correspond a value a@(m) and a horizontal line (y = @(m)) in the graph.
The value(s) of b will be the one(s) where this line intersects the curve y = f(b). We need to show
that the value of m which gives the b with maximum absolute value is m = 0.

It holds that

4

-l<a0)=-1+-—<1, (AS)
km
and that
2m
a(m+1) = a(m)+ - (A6)

from which it follows that a(m) is increasing with m. Consider first the values of m > 0 for which
a(m) < 1. For these values, there exists only one value of b for which (A4) is verified. We denote
this value by b(m). Since f(0) = l{ > 1 the value of b(m) is greater than or equal to zero, and it is
decreasing with m, i.e., 0 < b(m) < b(0).

The first m such that @(m) > 1is m = k, in which case a(m) == a(k) = 1 + Z—n Itis in fact easily

seenthata(k—1)=_1+%+2_%:1+w—kzn <1

. . Vy2+l .
For all m > k, since a(m) > 1, we have that either a(m) > \:,+ , then there are no solutions to
. . vV v2+1 . .
the equation f(b) = a(m), or, if @(m) < -——, then there are at most two solutions (indeed there are

¥
exactly two solutions for all values except in the case a(m) = @ where there is only one solution).
Let us denote now by b(m) the solution with the maximum absolute value. It is easy to show, by
examining the solutions of the second order algebraic equation (A4) that b(m) < 0, so we have that
b(m) < —y? and, since f is increasing in (—co,—v?) it holds that |b(m)| < |b(k)|.

Thus to show that T _,, is minimum at m = 0, we need only to show that

|b(k)| < b(0),

where, again b(k) now denotes the solution of f(b) = (k) of maximum absolute value which is
negative. This is equivalent to

—b(k) < b(0). (A7)

Since the function f(b) is decreasing for b > 0, if we show that f(-b(k)) > f(b(0)), then Eq. (A7)
follows. We compute

Lrbk) _ 1-bk) 2 Y 2b(k)

—~b(k)) = = 1+ Ly 20
S0 VORP 7 BRPE 7 BRPEE kT Ry
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Since \/% < 1, we have that
+y
F=bk) > 1+ 2= =2 = F(H(O)),
as desired. O

2. Proof of Lemma 3.2

Proof. For a given ¢ € (0,2r), the expression of Ty o can be obtained from (21), where w and

wf—kﬂ

a = a(w) are chosen so that (22) is satisfied. In particular, after defining x4 = ——

fact that a is by definition positive, we obtain Ref. 40,

and using the

Xyt -2

a= . (A8)
2
(I-x. l//)
Replacing this and the expression of xj , in Ty o = "7”, we obtain, after some algebra,
Yr(2km — ¥y)

Ti0 = Tr,o(Wrf) = (A9)

K=y + (k) + 2k = yy)

We want to show that Ty o(¢r) > T1,0(y¢) for every ¢ ¢. Since ¢ > 0 is a multiplicative factor of very
T,0 we can neglect it in comparing the two functions. Moreover, since vy is arbitrary, we can define
Y1 = y?¥ > 0 and show, equivalently that Ty () > T1(ifs), for every 7, with

2km — !,Df
k= gy + (k) + 2k = yy)

Write ¥, := (k) + y1(2kn — ys) = Y1 + A, with Ay = (k* — 1)® + 2xy1(k — 1), so that the claim is
equivalent to

Ti(yy) = (A10)

Qkr =) = p) + VN1 > Qr = gp)[kr — vy + 0+ Arl. (A11)
After some algebra, we obtain
k= Y)Y = (k= Drgp > Qr — gV + Ay (A12)

Since both sides are positive, we can square both sides, and collecting the terms containing Y;, and
using the definition of Ay, we arrive at

(4(k> = D? = 4(k = Do)V + (k = 175 = 2(k = Dmypkn — w1 >
(4r° = dmyp + Y )((K” = D’ + 2yim(k — 1)). (A13)
dividing everything by w(k — 1), we obtain

A(k + D) = yp)¥i + (k = Dy} = 202k — w )% > (dn? = drgp + yh)((k + D+ 2yy).
(A14)

By collecting all terms that contain ¥; on the left hand side and after some algebra, we obtain

(A(k + D) = 4y — 20/ (2km = )NV > 2mys + dn*(k + 1)(m — wrp) + 2121 — wryp).
(A15)

Using the expression for ¥} (but not under the square root), we obtain, after some algebra,

(k7 = (27 = yp) + 7 2k = i) = Yy 2km =YY > 0, (A16)
which allows us to simplify the factor (2k7 — ), so that the theorem is verified if

Vi2n = ¥yp) + gy > Y. (A17)
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Taking the squares of both sides and reintroducing the expression of ¥;, we obtain, after some algebra,

ViQr =y p) + 2rvi (27 = rg) > i (2 — ), (A18)

which after dividing by v1(2m — ), gives
VIQ7 = yy) + 21y > 7. (A19)
This is certainly true for Yy € (0,27) since 2myyy > t//j%, which completes the proof. O

3. Proof of Lemma 3.3

Proof. The optimal trajectories reaching the boundary of the unit disk do not intersect (before the
boundary) because the intersection would mean that one of them is not optimal. Denote by P, (-) =
(xw(*), Yo (+)) any of these trajectories, parametrized by w, with —co < w < W* == 1+T/2 The function
w as a function of ¢ (27) is an increasing function. This implies that if w; > w; the curve P, starts
below the curve P, otherwise, they would have to intersect.

Assume now by contradiction that the curve P, at time 7 intersects the separatrix in the point
P = f(t*,w"). Consider now a curve P,,,, with w, > w1, and let dp denote the distance of P from the
curve P,,,. Since there is no intersection between P,,, and P,,,, dp > 0. Moreover, for every w > w,
the distance of the curve from P is greater than d p, otherwise there would be intersection of this curve
with P,,. Consider now P,,(t*) and take the limit lim,,_,,~ P.,(¢*), which by continuity must be P.
However, this contradicts the fact that the distance of any curve with w > w, from P must be greater

than dp > 0. O

APPENDIX B: SOME PROOFS OF RESULTS IN SECTION IV
1. Proof of Lemma 4.2

Proof. Consider any two points, one on the curve P,, and one on the critical trajectory with equal
distance from the origin, and in particular let A denote the corresponding value of the parameter on
the critical trajectory with A € (0, 1]. Using formula (17), we have, for ¢ the corresponding time on
the curve P,

sin®(at) B A2

2 2
a ag

From this equation assuming ¢ < -, we derive

A
sin(ar) = 2, (B1)
dac
and therefore
1 I3
t = — arcsin (a_) . (B2)
a ac
Notice in particular that (B1) implies
ac. > ah. (B3)
AY 2_a
From Eq. (B1), we get cos(at) = a“u—cm, and we also have
Y
tan(ar) = ——e> (B4)

Vaz-— a2’
if a2 — a®A* > 0 (cf. (B3)). Let @ p(1A) be the phase of a point on the curve P,,. By using Eq. (18) along
with Egs. (B2) and (B4), we have if a2 — a®A> > 0,

1 A
Dp(L) = “)E arcsin (a_) + arctan( (BS)

c

(1 - w)h
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For the corresponding point on the critical trajectory, the phase ®.(A) is obtained by the special case
w = w and a = a. (assuming in this case A < 1),

1 ) Ml - w)
D.(N) = w.— A t — . B6
M\ =w “ arcsin(\) + arc an( acm) (B6)

We know that ®p(0) = ®@.(0), and we now fix a Ay € (0, 1]. We want to prove that the phase corre-
sponding to A for the trajectory P,, is greater than the phase of the corresponding point on the critical
trajectory. Since the two phases are the same for A = 0, it is enough to show that the derivative (with
respect to A) of the phase for P, is always greater than the derivative for the phase of the critical trajec-
tory for every A < Ay < 1. Since Eq. (B3) holds for A = A, it holds with strict inequality for A < A,
therefore a® — a2)* > 0 and we can use (B4) and (B5) for the phase of the point on the trajectory P,,.
Also, since A < Ay < 1, we can use formula (B6) for the phase of the point on the critical trajectory.
Therefore, we will prove that ®,(1) > ®_.(}), for every A € (0,1). We have

o= @1 a . ag — a’W? (1 - w)(@? - a®2) + (1 — w)a®h?
P T . 2 272 212 =
a ac az—a’M+ (1 - w)’r 2 _ 2\ A2 — 422
(1 : aazzxz) ( ) (a2 — a)aZ — a?h2
_ w . (1 - w)a? 1 a? - wyzkz- -

Vaz—a®? (a2 —yW)a2 —ah? a2 —a?? az -y 2
Considering the special case w = w,, and recalling the expression of w, and a. in terms of vy, we
obtain

, aN1 -\

Using Egs. (B7) and (B8), we have

2 _ ovA2
Op) > 0L & T L VT

a? — a*\?

Thus, we want to prove that
a2 — YW > a N1 =2024Ja? — a®2. (B9)
Now notice that the left hand side is always non-negative. In fact, we have
-y zal -y =y (1 -w+y) 20, (B10)
where the last equality is verified if w < w, = 1 + . Moreover, from formula (B3), we have

al -y > W -y = (1 -\ (1 -w+y) >0, (B11)

where the last inequality is verified if w > 1 + y*> = w,.. Therefore, to show (BY), it is sufficient to
show the inequality on the squares of left and right hand side.

By taking the squares in (B9) we need to prove
at + oy = 20y — a1 - \)(a? - a®\?) > 0,
which becomes
My - a2a®) + M (a2a® + @b - 2wy°a?) = M (—v (0 — w)*W + (0 — w.)?) =
= M(w - we)(aZ - v'A%) = M(w — w) Y (v + 1 =12 > 0,

where the last equality holds since A < 1. O
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2. Proof of Lemma 4.6

Proof. Given an e-curve, fix a value A € (0,A.) and denote by P€(A) the corresponding point on
the e-curve and by P.(A) the corresponding point on the critical trajectory. We have

[PEW)I = [Pc(M)]  and  ¢e(h) = ¢(h) — €, (B12)

where ¥(\) denotes the phase of P€(\) and y/(\) denotes the phase of P.(A). Since P<()) is in the
region below the critical curve and in the interior of S, we know by Corollary 4.5, that the value(s)
of w that give the optimal control for the point P€(\) must be in the interval (w*,w.].*' This gives a
function from € : (0,A¢) — (w*,w.], if we know that w is unique.

To prove uniqueness of the optimal value w, and to be able to construct the function €, we first
need to find some relations among the values of A, w, and ¢, where w is one of the optimal values of
the frequency (in principle not unique at this point) and ¢ is the corresponding minimum time.

If P, (t) = P<()), on an optimal trajectory, we know from Corollary 4.4 that r must be larger than
7= and it must be smaller than §.42 Since the point P€(A) has the same distance from the origin as the
corresponding point on the critical trajectory, we have

2
PO =1

From (17),

sin?(at)

P = 1= 22,

and, from these two equations, since all quantities are positive, we have

sin(at) A

a ac’

(B13)

Equation (B13) gives a first relation between A and w and ¢. Next, by equating the phases of
the two points P<(A) and P,,(t) we will find another relation which will enable us to eliminate the ¢
dependence and find an implicit formula of the type F€(A,w) = 0. From this relation and using the
implicit mapping theorem, we will prove our statements.

Using the definition of A given by Eq. (37), the expression of the phase given in Eq. (18), and the
fact that the critical trajectory is in the first quadrant, we have

arcsin(A) (1 —we)h
Yv(\) = wo——= + arctan| ——— . (B14)
dc aN1-)\2
Now, using Eq. (19), since ¢ > % we also have
(1-w)
Phase P, (t) = wt + 7 + arctan tan(at) | . (B15)
From Eq. (B13), and since f € (%, ;—r) we have
1 A
r= —(n—arcsin(“—)). (B16)
a a
Furthermore, using again the fact that t € (%, %) we have from (B13), cos(at) = —/1 — %, and
therefore tan(at) = —\/ﬁ.
Thus, using (B16), the previous equality, and Eq. (B13), we can rewrite Eq. (B15) as

(B17)

1 -
Phase P,(t) = v (ﬂ — arcsin (a_k)) + 7 + arctan (— (1= wh )
a ac

Since P€(\) = P,(t), the phases must be equal up to a multiple of 2. Thus, we must have

we(h) = Phase P,(t) + 2k, (B18)
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for some k € X . Since the e-curve is in the first quadrant, we have
0<wh)< g

Sincey > %, we have that 1 < ¢ < 2, and since the argument inside the function arcsin in Eq. (B17)

is positive, we have*?
3 7
> < Phase P,(t) < 37

Given the previous bound for the two phases, the only possible k € Z for which equality (B18) holds
is k = —1. Thus, we can rewrite equality (B18), using k = —1 and Egs. (B14) and (B17). We have

w . [ah (1 - w)h B
" (ﬂ—arcsm(a—c)) +7r+arctan(—\/ﬁ)—2ﬂ— (B19)

arcsin() + aretan (1 = we)h \
= wW,— — | — EA.
< ae a.N1—2\2
For w € (w*,w.) (and recalling a = /(y2 + (1 — w)?)) and A € (0,),), let*

F<(hw) = @ (n — arcsin (a_?»)) — arctan M - -
a e az — a*)\?
VYE+1
Y

(B20)
v ) + €.

Notice that this function is well defined for A € (0,).), since a. > a forw € (w*,w.) under the assump-
tiony > % (cf. the proof of part one of Theorem 2 in the main body of the paper). For any A € (0, ),

arcsin(\) + arctan(

and corresponding optimal w, Eq. (B19) says
F¢(\w) = 0. (B21)

Now we want to show that this gives a well defined function £¢(A) = w, i.e., that given A there is
only one w giving the optimal control for that A (uniqueness).

Uniqueness Assume by contradiction that there are two optimal w’s for the same point on the
e-curve. Both values of w and corresponding a’s must satisfy Eq. (B16), with the same ¢ (because
of optimality). Since the right hand side of (B16) is a decreasing function of a, independently of A,
the two a’s must coincide. This means that the two values of w, say w; and w;, have to be such that
|1 — wi| = |1 = ws|. Now recall that the function a = a(w) has a minimum at w = 1 and is symmetric
around this point. Under the assumption y > %, the largest interval symmetric around w = 1 and
contained in (w*,w,) is (w*,2 — w*). The two values w; and w, must be symmetric in this interval.
Therefore, we write w; = w € (W% 1), wy = 2 — w. Both w; and w, must satisfy Eq. (B21), with the
same a and A. Therefore, writing this equation for w and for w replaced by 2 — w, we obtain

d 7T — arcsin a_k — arctan M =
a ac JaZ=ai2]

2—w( . (ax)) ( (1-wh )
JT —arcsin | — + arctan | ———— |,
a ac az — a’\?

which, rearranging the terms and dividing by 2, gives

w-1 . [ah)) (1 -w)\
P (71 arcsin (ac)) = arctan(\/m) (B22)

The left and right hand side have opposite signs and can coincide only when w = 1 = 2 — w. This
shows the uniqueness.
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So, we can define

€ 0k —» (o)

, B23
e W 29
where £€()) is the optimal value to reach the point P€()), and we know that

FE, (W) = 0. (B24)

Now, we use the implicit mapping theorem to prove all the properties (of differentiability and mono-
tonicity) of the statement of the Lemma, and to extend the domain of the map at the values A = 0 and
A = h.. We call this part of the proof “Properties.”

Properties We calculate 2£° m S and 25 "F . We have from (B20)

t'“)_FEO\ w) = -w B (1 - w)a? N
O @ =) P+ ) =) (az - @)

Ne+D 1 WD te
VoOVI-R2 VIR +1)-22)
Thus, with A € (0,A,),

OF¢ —(v*+ 1 — wA? v Vl—)»z
(hw) = v+ 1-wh) vl . (B25)
o P l-O@ -y oD
Since, from (41), € < aLZ = ﬁ and A € (0,\,), with ¢ := V1 — € it holds that
\/ 1Vl =22 vV
Y+ 5 tE€<-— Y+\/_2 €<—L+E<O.
Y2 +1-22) Y(y2+1-2%) vWYr+ 1
Thus, we have that
OF¢
We also have
Fe 241- A 1 —-w)h A
9 (k,w):“—w 7 —aresin [ 22 )] + £ (- - .
dw al ac a? Va2 —a?? a2 - a2
Thus,
6F5 Y+l - a MY +1-w)
) = 5 (e (1))« Dl o2
From (B27) it follows that, for any A € (0,A,) and w € (w*,w.), we have that
6 €
S (hw) > 0. (B28)

This from the implicit mapping theorem 1mphes that € is continuously differentiable with derivative

des i)
dh ~ "’F‘(x )

where the inequality follows using Eq. (B26). So, for A € (0,,), £€is strictly increasing, and therefore
one to one and onto an open interval in (w*, w,).
Let we = sup, ¢, ¢ (M) and define £“(A¢) := w,. Then, {€is continuous at A = A.. Define {(0)
= w", to prove continuity also at this point we need to show
lim €0\
Jim, 409 =

By monotonicity, we know that this limit exists.
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Letlimy_,+ £€(A) = @, then since F€(A,Z¢(A)) = 0, and F€is continuous we must have F<(0,®) =
0. It holds

FY0,0) = (% - l)n

and this expression is zero if and only if % = 1 which is equivalent to ® = w*.

To complete the proof of the Lemma, we need to show the point 2 of its statement. First, we
show that a trajectory that intersect the e-curve optimally does so at the first intersection. Assume
by contradiction that the optimal intersection for a trajectory w; happens after the first intersection
and denote by P the point of the first intersection. At this point, there must exist another trajectory
w, which reaches it optimally. However, this contradicts the fact that the w, trajectory intersect the
e-curve optimally at a later time.* To show that the optimal trajectory comes from below, using
formula (20) at the point where the intersection occurs we show that the phase of the trajectory P,
is increasing. At that time r we have that Eq. (B13) is verified, so that, replacing the expression of
sin?(at) in (20), we obtain for the numerator (recalling the expressions of w. and a.)

242
az(l—yzx—f) >a2(1 —M—z‘”) = a*(1-22) > 0. (B29)
aC aC

O

3. Proof of Lemma 4.7

Proof. By definition and continuity we have, with the notations of Lemma 4.6,

F(he,we) = )}1r{1 Fe(h (V) = 0. (B30)
This equation defines w, implicitly as a function of €. In fact, if we calculate ° this is the same

as in Eq. (B27) w1th A replaced by A and w replaced by w, and therefore strlctly positive (cf. Eq.
(B28)). To calculate 2=, we see from (B20) that F€ depends on € directly and through A.. Therefore,
we have from (B20)

66’

oF¢ OF¢ dhe

= — | — + Ae B31
de = an e (B31)
Since ‘96—’;6 r=he < 0 (cf. (B26)) and ‘D‘f =3 F < 0, we have that S 0, so that
JF€
d(,UE (')e
Je = ore <0, (B32)

which shows that w. is a decreasing function of €.

It remains to prove that lim._,o+ we = w,. Let us denote by wy, = lim._,¢+ w, and we have because
of monotonicity and, boundedness for every ¢, that the limit w,, exists and w; < w,.. Moreover, by
continuity, wy, has to satisfy

1im0 F'Ov,wp) = 0. (B33)
€

This, using (B20), gives that w is the w satisfying

- JI+ 7
© )—”+—+Yf=o. (B34)

G(w) = d (77 — arcsin (i)) — arctan (— -
a ac a2—a’

2 Yy 2
Calculatlng we find that > 0 forevery w € [w*,w.). Therefore, the Eq. (B34) has at most one
solution in the interval [w* wc] By replacing w,. in (B34), one directly verifies that w,. satisfies it.
Therefore, w; = we. O
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37 This second case can in fact be ruled out by a closer examination of the trajectories but it is quicker to consider the two
cases.

38 Since the correspondence of the Lemma is one to one, if the trajectory crosses the e-curve again it will have to be at a
point where another trajectory or itself at a previous time is optimal. Therefore it looses optimality at that point or it was
already not optimal.

39 These are defined as 61,2,3 when writing x = cos(61) cos(62), y = cos(81) sin(0y), ¢ = sin(@1) cos(83), d = sin(;) sin(d3)
(5).

40 Notice that [x%,y| < 1. By plugging (21) into (22), we obtain w = xi ya. Using this into the definition a
¥? + (1 — w)?* we obtain a second order algebraic equation in a, whose positive solution is (A8).

41 Tt exists because of the existence theorem of optimal control.

42 To see that ¢ > 72> one has to adapt the proof of Corollary 4.4 from the critical trajectory to the e-curve. This is easily
achieved since we can still apply Lemma 4.2, because the phase of the point on the e-curve is smaller than the phase
of the corresponding point on the critical curve. Also, we have chosen e sufficiently small so that the e-curve is entirely
contained in the first quadrant. Optimality is lost at # = Z since the trajectory P, touches the boundary of the unit disk.

43 A rough estimate in Eq. (B17) gives 7 < Phase P,,(t). However since the intersection has to occur in the first quadrant
we have %" < Phase P, (?).

4 We have replaced here in some instances w., a. with their definitions.

451t is faster to use the w; trajectory or if the time of intersection is the same, this contradicts uniqueness (as well as the
fact that the w trajectory is not optimal at P).
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