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Abstract

Recently, there has been an increasing interest towards grouping several power

resources together with some loads as well as some energy storage systems in

a microgrid environment. This is mainly because a high number of distributed

energy resources (DERs), such as renewable energies and energy storage systems

can be integrated in a microgrid environment, that, in turn, will lead to a reduction

in the transmission and distribution losses, the overall system costs, as well as the

CO2 emissions. In addition, as the generation is going to be mostly near to the

consumption point, the power quality, e�ciency and reliability will be signi�cantly

increased. Microgrids are also a smart choice for the remote locations that are

beyond reach of the current grid.

Dc microgrids bring with some advantages over their ac counter part. For instance,

they are more compatible with the dc nature of many DERs such as photovoltaics

and energy storage systems. Also, the inductive voltage drop is removed in a dc

system. Thus, a large number of DERs can be integrated into a dc microgrid by

taking advantage of power electronic converters, that introduce several control and

operation bene�ts.

Power converters used in dc microgrids are usually equipped with several control

loops. When many converters are connected to a common dc bus, the dynamic

performance of some control loops may be di�erent from the behavior designed

for the stand-alone converter, due to possible e�ects of the interconnected con-

verters. This issue�which is typically referred to as the `interaction e�ect' of

multiple parallel converters� can lead to stability and performance concerns in

a dc microgrid. Thus, interaction e�ect on a generic control loop depends on the

interconnected power converters, for instance, on their topology, control structure,

parameters, etc. In order to know the real-time control performance and stability

of the control loops within dc microgrid power converters, it is important to equip

the converters with online stability monitoring tools. The monitored data will not

only include the internal stability conditions of each loop, but also take the interac-

tion e�ect into account. Subsequently, some corrective actions can be introduced
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in the system to maintain a desired dynamic performance and avoid instability.

In addition, in the context of smart microgrids, the advanced monitoring tools, as

well as adaptive control and management actions are of a wide interest.

This work �rstly, investigates an on-line stability monitoring technique that is in-

spired by the Middlebrook's injection method. This method allows to estimate and

monitor the stability margins of a generic control loop (e.g., current loop, voltage

loop, droop loops, etc.) within dc microgrid power converters. Since we target a

multi-converter environment, the presence of multiple perturbations coming from

the monitoring units of several converters is also taken into account. Secondly,

two di�erent on-line tuning techniques are proposed, that both aim to achieve

the desired phase margin for a generic control loop at the reference bandwidth.

These methods are based on injecting a small-signal perturbation at the desired

reference crossover frequency into the loop under study. In other cases�where a

full picture about the performance of di�erent loops over the entire bandwidth is

desired�multiple orthogonal pseudo-random binary sequences (PRBSs) are pro-

posed to be simultaneously injected in several control loops. This will provide

the frequency responses of all the loops in a single measurement cycle. Finally,

in order to further assess the microgrid-level stability and dynamic performance,

some of the monitored data are e�ectively used to estimate the dc bus impedance,

which has been shown to provide a measure of the stability and performance of the

entire microgrid. This part of the work is carried out during the research period

spent in the power electronics group, at the University of South Carolina, SC,

USA, under supervision of prof. Enrico Santi. All the stability monitoring and

adaptive tuning functions are experimentally validated in a laboratory setup that

emulates a dc microgrid.
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Chapter 1

Introduction

1.1 DC microgrids

In the 1880s, the famous �Battle of the Currents� between Edison's proposed dc

power system and Westinghouse's ac power system turned out as a big confronta-

tion. The invention of transformers and a number of in�uential works of Nikola

Tesla, resulted in a victory for the ac systems in this industrial war. Later, several

breakthrough ac-based devices and principles led to the global acceptance of ac

as the fundamental structure for power generation, transmission and distribution

systems [1]. Nevertheless, in about half a century later, the invention of transis-

tor changed the game. Transistors were followed by major developments in the

�eld of power electronics, that also enabled transformation of dc voltages, as a

byproduct. Since then, the structure of modern power systems is getting largely

a�ected by the presence of power converters [2]. This in�uence arrived to the point

that in the �rst years of the 21st century, some projects were started to build a

dc-based electricity superhighway to carry inexpensive renewable electricity from

places such as the Oklahoma panhandle to the east and west of the USA, where

the major consumption points are located [3].

The other big change in the structure of power systems has been recently occur-

ring, as more and more `microgrids' are used. In a microgrid environment, usually,

1
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some distributed energy resources (DERs), such as renewable energies and energy

storage systems, are grouped together with some loads, by taking advantage of

power electronic converters. Importantly, the e�ective properties of the inter-

facing power converters, allow �exible and e�cient integration of an increasing

number of DERs in a dc, ac, or hybrid ac-dc microgrid [4, 5]. Hence, microgrids

have recently drawn a large attention, due to the economic and environmental

reasons. Fig. 1.1 shows this aspect, by providing an example of the traditional

power system, in which all the load power is supplied by the conventional power

plants, that are mainly based on fossil fuels [6]. Integration of renewable energies

in both transmission and distribution levels, leads to a reduction in the need for

power plant generation P1. On the other hand, in Fig. 1.1b, a modern grid exam-

ple is shown, in which the distribution and transmission networks are recon�gured

by including some microgrids. Since in this scenario DERs are more commonly

used, the total need for the power plant generation can be tremendously reduced

(i.e., P2 << P1). This, also implies a reduction in the co2 emissions [7]. Each

microgrid can connect to the main grid through an interface converter, that is also

responsible for the power delivered to, or taken from the main grid. The fact that

the loads are supplied by the DERs existing in the microgrid, leads to a reduction

in the need for distribution and transmission lines, the inductive voltage drop, and

the overall losses and costs. Furthermore, microgrids help to improve the power

Distribution

Power plants

Transmission

Substation

P1

(a) Traditional power system

Power plants

Transmission

Substation

P2

Microgrid #1

Microgrid #N

(b) Modern grid

Fig. 1.1. An example of power system con�guration with the recent changes due
to the presence of microgrids [6].
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quality, and e�ciency. Microgrids are also a smart solution for the locations that

are beyond the reach of the current grid, which is still the case for around 18% of

the people around the world [7].

Dc microgirds introduce some advantages over their ac counter part, making them

appealing in several applications. For example, dc microgrids are, potentially,

more compatible with the dc nature of many DERs, such as, photovoltaic (PV)

and energy storage system (ESS). Also, most of the home appliances are dc-based.

On the other hand, the transmission and distribution lines are reduced in dc

microgrids, leading to a reduction in losses and costs. Other advantages of dc

microgrids include, but are not limited to, the higher e�ciency, the larger power

capacity and the improved controllability compared to ac microgrids [5, 8]. As an

example of the statistical comparison, [9] concludes that moving from ac microgrid

to its the dc counterpart leads to around 5% increase in the overall e�ciency and

around 45% decrease in the total cost. This also implies a corresponding decrease

in the co2 emissions.

Several dc microgrid examples are addressed in the literature [2]. From low power

cases like cell phones, tablets, digital cameras, laptop computers, etc., to the

telecommunication power supply stations, and to higher power level like shipboard

and onboard distribution systems, as well as other residential and industrial ap-

plications are all the dc microgrid examples [10]. The typical structure of a dc

microgrid with di�erent DERs and loads is displayed in Fig. 1.2, which is based

on the single-bus con�guration. Examples of the multi-bus dc microgrid can be

found in [11,12]. As can be noticed in Fig. 1.2, there are �ve key elements within

a dc microgrid:

(i) Renewable energy resources such as, PV and wind turbine.

(ii) Di�erent loads such as, PC and electric vehicle.

(iii) ESSs that are used for di�erent purposes, such as, ensuring the system reli-

ability [13].

(iv) Electronic-based power conversion stages with di�erent topologies [9,14�16].

Many of the resources populating a microgrid change their output terminals

behavior during normal operation, as the status of the interfaced resources

(e.g., renewable source, storage device) or of the microgrid itself changes.

Therefore, various kinds of control structures are used to ensure that DERs

always keep performing suitably, regardless of the operating conditions. In

particular, DER converters usually, involve inner current and voltage loops.
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Also, droop control is often applied to address various needs of dc microgrids,

such as, bus voltage regulation, power sharing among sources, management

of storage units, and islanded operation [17�21]. Droop controller, however,

introduces a load-dependent voltage deviation, requiring, thus, a higher-

level control to restore [22]. In addition, several source-dependent control

strategies might be implemented, such as maximum power point tracking

(MPPT) for PV and wind turbines [23,24], state of charge (SoC) estimation

for ESSs [25], and so on.

(v) A microgrid-level supervisory controller. This upper level control is often

adopted to communicate with the DER converters, for coordination, opti-

mization, management and other tasks [26�28].

In addition to the �ve main elements mentioned above, some dc microgrids like the

one shown in Fig. 1.2, also include an interfacing dc-ac converter. As mentioned

above, the interface converter is also responsible for power control, and some other

operation and management tasks [2]. In some other cases, however, the microgrid

might operate autonomously, which is also called stand-alone, or islanded dc mi-

crogrid. The islanded operation is the common practice for several environments,

such as, remote locations.

AC Grid

Grid
interface

Supervisory
controller

PC

dc bus

Electric vehicle

Loads

DERs

PhotovoltaicWind turbineEnergy storatge

Fig. 1.2. Typical structure of a dc microgrid with several DERs.
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1.2 Stability of dc microgrids

The �rst stability issue was observed in a dc distribution system was faced in an

aircraft dc power system in the 1950's [29]. Since then, several experiences re-

port the stability concerns over the interconnection of multiple power electronic

converters in a microgrid environment [30]. This subsection, explains this issue

and addresses the main motivations to perform investigation on the stability of

dc microgrids. As mentioned above, DER converters usually involve multiple con-

trol loops. These control loops are often designed for a certain dynamics perfor-

mance of the stand-alone converter, while they might show di�erent performances

when grouped with several other source and load converters [31]. In other words,

performance of some loops�usually the slowest and the external ones�may get

in�uenced by several variables, such as, the control structure, and the topology

of the interconnected converters. This phenomenon is commonly referred to as

converter interactions. Converter interaction can be explained by the fact that,

the impedance seen from each converter's terminal�marked by ZL in Fig. 1.3�

changes according to the dc microgrid con�guration [32]. This, in turn, leads to

some variations in the stability margins of those loops that depend on ZL. The

three examples below, aim to further clarify the potential changes in the dynamic

performance of some control loops, when multiple DER converters, and several

load converters are grouped in a dc microgrid environment.

+

−

io

iL

DER converter #1

vo

d

Energy
storage
system

Multiple control loops

PV

−
+

DER converter #N

dc bus

ZL

dc
loads

Fig. 1.3. Dc microgrid: a multi-converter environment, each converter involving
several control loops.
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1.2.1 E�ect of constant power loads

The �rst example of converter interactions is a feedback-controlled load power

converter which tends to behave as a constant power load (CPL) at its input

terminal on the dc bus. Fig. 1.4 shows a generic load power converter with it's

input current iin and voltage vin. Assuming that a constant power is absorbed by

the load, one can write the input power Pin as follows:

Pin = vin · iin = const. (1.1)

Then, the derivative of (1.1) yields:

0 = d(vin · iin) = dvin · Iin + Vin · diin. (1.2)

being, Vin and Iin the steady-state values of the input current and voltage, respec-

tively. Hence, the incremental input resistance can be de�ned as:

Rin =
dvin
diin

= −Vin
Iin

. (1.3)

The negative incremental resistance can also be rewritten based on Iin = Pin
Vin

, as

follows:

Rin = −V
2
in

Pin
= −Pin

I2
in

. (1.4)

Thus, the tightly-regulated load power converters present a negative incremental

impedance within their bandwidth.

The CPL behavior is known to have a destabilizing e�ect, causing subsystem

interaction [33�36]. This issue can be observed at the terminal of either a single

load converter, or the group of several load converters.

iin

+

−

vin LoadDC-DCPin
Source-side

dc bus

Fig. 1.4. A generic load converter with constant power.



Chapter 1. Introduction 7

1.2.2 Connection/disconnection of a DER converter

As the second example, let us consider a generic DER supplying a resistive load,

through a voltage-controlled buck converter. In the simplest case, if a similar buck

converter is connected to the common dc bus, the behavior of the voltage loop of

the �rst converter gets a�ected. Fig. 1.5a represents this aspect by showing the

reduction in the bandwidth of the voltage loop of a buck converter, while increasing

the number paralleled converters. In this �gure, just the magnitudes are shown.

Fig. 1.5b shows the step response of bus voltage, under a change in the resistive

load. As can be seen, the two-converter system bring with di�erent dynamic

performance with respect to the case of a single converter. This is because, the

impedance seen from the terminal of a single buck converter�ZL in Fig. 1.3�is

just the load resistance. While, when two converters are in connected parallel,

at the terminal of each converter, we see the load resistance in parallel with the

output impedance of the other source converter. This situation can get even more

critical in practical applications with a higher number of converters and more

diverse topologies.

1.2.3 Frequently changing microgrids

Third example can be found in some environments with possibly frequent vari-

ations in the microgrid con�guration, such as shipboard dc power distribution

systems [37]. In this case, the behavior seen by a converter from its load-side

and source-side can tremendously change along the ship's mission. A signi�cant

example for this aspect is the connection or disconnection of several pulse-load or

pulse-sources that just occurs depending on the speci�c mission of the ship. This

0
dB

Frequency

M
a
g
n
it
u
d
e

Two converters
One converter

(a) Transfer functions

Time (sec)

B
u
s
v
o
lt
a
g
e
(p
.u
.)

Two converters
One converter

A step change

0 0.005 0.01 0.015 0.02

1

0.95

1.025

in the load

0.975

(b) Step response

Fig. 1.5. Time- and frequency-domain behaviors of the voltage loop of a buck
converter, under connection of either a single converter or two similar converters

in parallel to the dc bus.
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can, of course, lead to variations in ZL, and therefore, in the dynamics performance

of some control loops.

1.3 Existing works on stability monitoring and adaptive

tuning

According to the motivation examples described above, it is important to per-

form continuous and online stability monitoring in the power converters operating

in dc microgrids. The monitored data can be e�ectively exploited to tune the

power converters controllers, thus ensuring a reliable operation of the microgrid.

To this end, some small-signal modeling and linearization around the steady-state

operating point of the switched mode power converters is required. The obtained

small-signal models are usually valid at the frequency range of up to around half of

the switching frequency [38]. This range, however, is much higher than the normal

bandwidth of the power converters (i.e., in the range of one-tenth of the switching

frequency [38, 39]), providing, thus, an accurate modeling of the system. The ex-

isting works on small-signal stability analysis and adaptive tuning of dc microgrid

power converters can be mainly categorized in the following three groups: loop

gain-based approach, state space-based approach, and impedance-based approach.

1.3.1 Loop gain-based methods

Measuring the loop gains of di�erent converters within a microgrid is a common

way to evaluate the control performances of several loops. The obtained frequency

responses can provide us with stability information of a converter's control loops,

which are also a�ected by the other interconnected converters. This can also

give some impression about the overall system-level stability. However, the com-

prehensive methods for analyzing system-level stability are discussed in the next

subsections.

So far, several investigations have been reporting the loop gain measurement, based

on which the system stability margins can be evaluated. The existing methods

are based on exciting the system either by the frequency sweep of a narrow-band

signal, such as sine waves [40,41], or by a wide-band signal, such as impulse [42], or

random signals [43�45]. The main advantage of wide-band perturbation is that,

it can excite multiple frequency components at once, without needing the time

consuming frequency sweep used in the narrow-band case. So, it signi�cantly

reduces the measurement time. The basis of loop gain injection and frequency
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Switched Mode

−so
sref

+

sysx

Ts

ADC
Power Converter

DPWM

++

(2) (1)

Frequency response measurement

Compensator

update

FFT {sy} / FFT {sx}
sx
sy

sp

Fig. 1.6. Frequency response measurement of a generic control loop within
SMPS, by injecting a perturbation signal sp, either wide-band or narrow-band,

either at point (1) or (2).

response measurement is shown in Fig. 1.6. As can be seen, a perturbation signal

sp is injected in a generic control loop Ts of the switched-mode power supplies

(SMPS), during the normal closed-loop operation. Then, the frequency response

of that loop can be found by evaluating the fast Fourier transform (FFT) of the

signals right before sy and right after sx the injection point, and calculating their

ratio. The injection can be inserted anywhere in the digital feedback loop, for

instance, before or after the compensator. It is worth mentioning that, if instead

of the whole loop Ts, just the control-to-output transfer function is desired (like

what is done in [46]), then the concept is the same, just the points sx and sy will

be de�ned in a di�erent way. The obtained frequency responses can eventually be

used to update the digital compensator of the loop under study, for achieving a

desired behavior.

In [43], the system frequency response is calculated using a cross-correlation ap-

proach. In this method, a pseudo-random binary sequence (PRBS) is added to

the duty cycle of a converter, or to the signal before the digital compensator. By

assuming the converter as a linear time-invariant (LTI) system, the output volt-

age or current is measured. Then, the cross-correlation between the input and the

output is found, and the impulse response of the system is calculated under the

assumption that the PRBS signal is a good approximation of white-noise. Finally,

by performing FFT, the frequency response of the system is found. Simpli�ed

versions of what mentioned above, can be found in [44, 45]. Two di�erent dc dis-

tribution systems are considered in [37] and [46], in both of which, adaptive tuning

of the power converters regulators is achieved by rapid PRBS-based identi�cation

of a generic control loop.
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Recently, many other system identi�cation approaches have been proposed for the

stability analysis and adaptive tuning of power converters [40, 44, 47�50]. These

approaches typically consider the system under study as either a black-box model

[40, 44], or a gray-box model [49, 50]. Then, when the error between the real

system behavior and the corresponding model behavior is minimized, an accurate

model is deemed to have been obtained. The black-box model, also known as

non-parametric system identi�cation technique, features a low complexity level

and does not require prior knowledge or estimations of the considered model. The

drawbacks of this method are the need to long sequences of data to be acquired,

slow response times, and inability in dealing with rapid system variations. On the

other hand, the gray-box method, also known as parametric system identi�cation

technique, has a higher level of complexity, because the structure of the targeted

model must be de�ned in advance. In particular, this methods are appropriate

for SMPSs, due to the initial assumption of the dc-dc converter to behave as a

second order system. However, all the system identi�cation methods are applied

when the system is operating in steady-state; consequently, a new model of the

system must be identi�ed in case of any variations in the steady-state operating

condition.

Middlebrook's analog injection technique [51] is the basis of some other studies.

It is the case of [52], which reports the application of the online measurement of

crossover frequency and phase margin in digitally controlled SMPSs during normal

operating conditions. A digital small-signal perturbation is added in series with

the converters control loop, and the injection frequency is adjusted till reaching a

frequency at which, the unity loop gain is observed, that is the crossover frequency.

At this frequency, the phase margin is evaluated and monitored as a measure of the

stability of system. This method is veri�ed referring buck and boost converters,

showing its ability to continuously estimate the crossover frequency and the phase

margin without opening the feedback loop, and even in presence of load transients

[52].

1.3.2 State space-based methods

This method usually considers a general state matrix for the entire system con-

sisting of all the state variables of all the system components [53,54]. Not only the

internal stability of each converter can be analyzed based on a state-space model,

but also, the overall system-level stability of the whole microgrid can be studied
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by including the state variables from all the converters [55]. This approach, how-

ever, requires a lot of information about the system, which, in real scenarios is not

always feasible.

1.3.3 Impedance-based methods

In some cases, the loop gain-based methods might not provide all the required

information about the microgrid-level stability, requiring thus, to measure more

than one control loop. On the other hand, the high-level state-space models require

a lot of data about the system, which is not always suitable, especially, when

dealing with online stability monitoring and tuning tasks. In this subsection,

an alternative system-level stability method is described, to directly judge the

stability of a system, based on the terminal characteristics of di�erent subsystems.

To this end, a multi-converter system can be divided into a source-side subsystem

and a load-side subsystem, as shown in Fig. 1.7. Then, the Nyquist criterion is

applied to the ratio between source subsystem impedance (shown as ZS in Fig. 1.7)

and load subsystem impedance (shown as ZL in Fig. 1.7), that is also called as

minor loop gain (ZS/ZL). Investigating the interaction stability based on minor

loop gain was proposed by Middlebrook in [34]. Since then, many studies have

been following the same principle [56�59]. Still based on minor loop gain, some

studies have proposed less conservative stability criteria [35, 60]. The impedance-

based method is shown to be an e�ective tool for small-signal stability analysis,

since it features the property of modularity by dividing the whole interconnected

system into source and load subsystems. Besides, all the physical components and

DC

AC

DC

DC

dc bus

Load #1ZS

ZL

DC

DC

AC

DC

Load #M

Source #1

Source #N

load-side subsystem

source-side subsystem

Fig. 1.7. Dividing a dc microgrid with N generic sources and M generic loads
into the source-side and the load-side subsystems, and modeling each subsystem

through its equivalent impedance.
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control parts of the power converter are intrinsically considered in the measured

impedances. So, both source and load subsystems can be regarded as �black boxes�,

thus, eliminating the need to prior knowledge about their internal structures and

parameters.

To come up with some limitations in the impedance-based stability analysis,

such as sensitivity to the component grouping and power �ow direction [61], the

passivity-based stability criterion (PBSC) is proposed in the literature [62]. This

criterion, together with the allowable impedance region (AIR) [63], detects the

stability of a power converter system by only looking at the dc bus impedance.

The dc bus impedance �de�ned as the parallel combination of the source subsys-

tem impedance and the load subsystem impedance� has been shown to provide

a measure of the dc microgrid stability and performance. Novel bus impedance-

based stability analysis and stabilization techniques are proposed in some works,

such as [32,64].

1.4 Disseration outline and summary of contributions

Chapter 2 presents an on-line approach to evaluate and monitor the stability mar-

gins of dc microgrid power converters. The discussed online monitoring technique

(MT) is based on the Middlebrook's loop-gain measurement technique, adapted

to the digitally controlled power converters. In this approach, a perturbation is

injected into a speci�c control loop of the converter and after measuring the loop

gain, its crossover frequency and phase margin are continuously evaluated and

monitored. This technique follows the same concept as [52], but, it considers a

di�erent application (i.e., dc microgrid power converters), based on which, a dif-

ferent signal processing is proposed. The complete analytical derivation of the

model, as well as detailed design aspects, are reported. In addition, the presence

of multiple power converters connected to the same dc bus, all having the stability

monitoring unit, is also investigated. The proposed technique can be extended to

all the control loops within dc microgrid power converters, has a low implemen-

tation complexity, is robust to noise, and is compatible with the digital control

platform of the DER converters, thus, it does not need an auxiliary processor for

the signal processing part. The core idea of this work is used by some monitoring

and tuning works that are recently published [65,66].

Chapter 3 uses the basic concepts described in Chapter 2 for further correction and

tuning tasks in dc microgrid power converters. In particular, two possible tuning

techniques are addressed and discussed. Both techniques are based on injecting
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a small-signal sinusoidal perturbation, at the desired crossover frequency, into a

generic control loop of power converters. The signals right before, and right after

the injection point are then processed and, subsequently, some error vectors are

de�ned. Finally, the regulator parameters are tuned to make the error signal

converge to zero, allowing, thus, to reach the desired phase margin and crossover

frequency. These tuning techniques are based on a similar concept as those used

in [67, 68], with two major di�erences: the application, which herein, is for dc

microgrid power converters, and the signal processing algorithm. In addition, this

work takes account for the situation in which an unfeasible phase margin is desired.

This case can happen when the applied regulator provides its maximum allowable

phase to compensate a generic control loop, at the reference crossover frequency;

but, still the phase margin of that loop is less than the desired reference phase

margin.

Chapter 4 discusses the application of wide-band methods in online identi�cation

of di�erent control loops. This can be necessary for some scenarios, in which, the

crossover frequency and the phase margin are not enough to understand the entire

control performance of dc microgrid power converters, and we need to monitor the

loop gain over its whole bandwidth. In particular, PRBS signals are exploited,

because of the short time required for identi�cation, the possibility of adjusting

the injection bandwidths, the easy generation algorithm based on feedback shift

registers, the low peak factor due to the binary nature, and most importantly, the

possibility to generate several PRBSs that each have di�erent frequency compo-

nents, i.e., they are orthogonal. In this context, Chapter 4 proposes the injection

of multiple orthogonal PRBSs into di�erent control loops of a power converter, at

the same time. This is the extension of what is described in [37,46], from a single-

loop identi�cation to the simultaneous identi�cation of multiple loops within dc

microgrid power converters.

Chapter 5 provides a more general and system-level stability evaluation method

for the dc microgrid, which is based on the dc bus impedance. In particular,

this chapter �rstly, represents the bus impedance in terms of voltage (or droop)

loop gain of the source-side converter. Secondly, it provides an estimation for the

peak value of bus impedance based on the phase margin. Thirdly, it proposes

to continuously monitor the peak value of bus impedance by applying the loop

injection technique described in Chapter 2 to the voltage (or droop) loop. The

monitored value can then be used to autotune the voltage regulator, in order

to keep the bus impedance in a well-known allowable impedance region. This,

not only ensures the stability, but also provides the desired dynamic performance

for the whole interconnected system. With respect to the similar bus impedance
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damping methods [32], this work requires low signal processing e�ort, is robust

to noise and perturbations coming from the other converters connected to the

common dc bus, and eliminates the need for time consuming and memory intensive

impedance measurement tasks.

Finally, some conclusions and possible future extensions of this work are given in

the last chapter.

In brief, the main contributions of this work are as follows:

� An online stability monitoring approach is proposed for dc microgrid power

converters, that is able to continuously monitor the stability margins of a

generic control loop. Based on the same concepts used for the online mon-

itoring, two di�erent autotuning schemes are discussed, aiming to maintain

a certain dynamic performance for a loop regardless the possible variations

in the microgrid operation.

� For the cases in which, a full picture of the control performance of several

loops is needed, the above-mentioned monitoring of the stability margins

might not be enough. In thi context, multiple orthogonal PRBSs are pro-

posed to be simultaneously injected in several control loops, in order to

identify multiple loop gains in one measurement cycle.

� In order to assess the microgrid-level stability and dynamic performance,

some monitored loop gains are e�ectively used to estimate the dc bus impedance,

which has been shown to re�ect the dynamic stability of an interconnected

system.
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Chapter 2

Online stability monitoring of DC

microgrid power converters

2.1 Introduction

As discussed in the previous chapter, continuous and online stability monitoring of

di�erent control loops within dc microgrid power converters is an important task,

that can also be exploited in further correction and tuning actions.

Evaluating the entire frequency response of di�erent control loops is addressed in

several works [40, 42�44, 47, 48, 69, 70]. To this end, the system is usually excited

either by the frequency sweep of a narrow-band signal, such as sine waves [40], or

by a wide-band signal, such as impulse [42], or random signals [43, 44]. Then, by

measuring the input and output of each loop, performing FFT, and then calcu-

lating the ratio, the desired loop gain is evaluated. Based on the obtained loop

gains, the stability and control performance of di�erent loops can be studied. This

methods, however, need time and space consuming measurements. Also, an aux-

iliary processor is required to perform the signal processing part, requiring also a

communication interface.

17
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On the other hand, some other approaches do not need the entire loop gain mea-

surement and just focus on the frequency at which the loop gain crosses 0 dB, i.e.,

crossover frequency. These methods [52] are based on the Middlebrook's analog

injection technique [51]. A digital small-signal perturbation is added in series with

the converters control loop, and the injection frequency is adjusted till reaching a

frequency at which, the unity loop gain is observed, that is the crossover frequency.

At this frequency, the phase margin is evaluated and monitored as a measure of

the stability of system. This method is veri�ed referring buck and boost convert-

ers, showing its ability to continuously estimate the crossover frequency and the

phase margin without opening the feedback loop, and even in presence of load

transients [52].

On the basis of the same concept discussed in [52], this work proposes a stabil-

ity monitoring technique for the parallel operation of multiple converters, which

becomes, in recent years, an aspect of interest in microgrid applications. An al-

ternative signal processing, with low implementation complexity, is proposed in

this work. In addition, the situation of having multiple converters simultaneously

performing the stability monitoring. This is a typical issue in microgrids when two

or more converters inject a small-signal perturbation at the same time, with fre-

quencies that can be close to each other. In general, the e�ects of di�erent pertur-

bation signals can get combined, leading to an error in the process of tracking the

unity loop-gain frequency. To address this issue, a prioritization-based technique

is considered, such that, just one converter is allowed to inject the small-signal

perturbation at a certain time. For more critical cases, where simultaneous mon-

itoring is required in several converters, it is shown that a small modi�cation in

the way the unity-gain frequency is extracted allows to minimize the error resulted

from the combination of the perturbation signals. To summarize, the proposed

monitoring technique is robust to noise and the perturbations coming from other

converters connected in parallel to the common dc bus. Moreover, since it has a

low implementation complexity and fast response time, it can be useful for future

investigations on adaptive tuning techniques.

The remainder of this Chapter is arranged as follows. Section 2.2 brie�y explains

the concept of loop gain injection under normal closed-loop operation of a generic

control loop. Section 2.3 provides details of the proposed estimation technique to

�nd the crossover frequency and the phase margin. The small-signal derivations,

and some design aspects are therein discussed. Section 2.4 presents the situation in

which multiple power converters simultaneously performing the proposed stability

monitoring. Section 2.5 considers a generic dc microgrid power converter, to which,
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the proposed monitoring tool is applied. Section 2.6 describes a laboratory dc

microgrid setup and presents experimental validations of the technique.

2.2 Concept description

Middlebrook's injection technique [51] is well known and widely used to measure

the frequency response of an analog system control loop without interrupting the

feedback path. The technique consists in injecting a small-signal perturbation at

a certain frequency into the considered control loop in order to stimulate and ac-

quire the system behavior at that frequency. The stability monitoring technique

presented herein is based on the same concept, but applied to digitally-controlled

converters. Digital control platforms are usually preferable over the analog coun-

terpart in several environments, including the microgrid one [71]. This is because

the digital approach features programmability, reduced need to external passive

components, high integration capability, and the intrinsic ability to implement

complex functions, which is a crucial aspect for stability monitoring, auto-tuning,

and other similar tasks [39].

Fig. 2.1 schematically represents the proposed monitoring technique applied to a

generic control loop of a digitally controlled power converter. Regardless of the

speci�c loop (e.g., current, voltage, or power control loop), the main components of

a digital controller implementation are reported in Fig. 2.1, including, in particular,

an analog-to-digital converter (ADC), a discrete-time compensator, and a digital
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Fig. 2.1. Stability monitoring of a generic control loop within DER converters.
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pulse width modulator (DPWM). The perturbation signal sz, with frequency f̃ ,

can be injected ideally at any point of the digital control loop. Notably, the

digital implementation is free from any loading e�ect, which is an advantage over

the analog case.

By referring to Fig. 2.1, the system loop gain evaluated at f̃ is:

T (s)|s=j2πf̃ = − sy(s)

sx(s)

∣∣∣∣
s=j2πf̃

= −sy(j 2πf̃)

sx(j 2πf̃)
(2.1)

where sx and sy are the signals after and before, respectively, the perturbation

injection point. By de�nition, the crossover frequency fc of the control loop cor-

responds to the frequency f̃ of the perturbation signal at which the open-loop

transfer function shows unity gain; that is, if:

|T (j 2πf̃)| = 1 (2.2)

then:

fc = f̃ (2.3)

and:

PM = ˜PM = 180 + ∠T (j 2πf̃) = ∠sy(j 2πf̃)− ∠sx(j 2πf̃) (2.4)

where PM and ˜PM indicate, respectively, the true and the estimated values of the

phase margin. It is worth to remark that this approach is valid for systems with

a loop gain higher than unity (i.e., |T (j2πf)| > 1) for some frequencies, which is

almost always the case; otherwise, the stability margin cannot be assessed in this

way, because there are no zero-crossings.

On the basis of this, the operation principle of the proposed crossover frequency

and phase-margin estimation technique is to adjust the frequency f̃ of the injected

perturbation sz so as to have the amplitude di�erence between the two signals sx

and sy converging to zero. In such an operating point (i.e., |sy| − |sx| = 0), (2.2)-

(2.4) hold, therefore, the frequency f̃ and the phase shift between sx and sy are

monitored and referred to as the crossover frequency and the phase margin of the

considered control loop, respectively.

It is worth remarking that the small-signal perturbation can be injected in any

control loop of the power converter, as far as that loop is stable�even with low

stability margins. The information obtained by the monitoring process may even-

tually be exploited to perform provisions that keep the loop under investigation

far from instability (e.g., by auto-tuning the associated regulators).
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2.3 Proposed estimation technique

2.3.1 Proposed phase margin and crossover frequency estimator

Fig. 2.2 displays the technique that is here proposed for the estimation of the

crossover frequency and phase margin of a control loop [72, 73]. First of all, a

sine wave generator is used to produce a small-signal perturbation sz of amplitude

|sz| and frequency f̃ . The signal sz is injected into the control loop, resulting

in a perturbation at the same frequency in the signals sx and sy. Similarly to

common and well-known projections used in signal processing (e.g., to �nd the

Fourier series of a signal), the two signals sx and sy are multiplied by sine and

cosine terms at the estimated crossover frequency f̃ . By doing so, it is possible to

derive the signal projections into a common reference frame de�ned by the in-phase

(i.e., sin) and the quadrature (i.e., cos) components of the injected perturbation

sz. The obtained projections can be represented in any two-dimensional reference

plain, like, for example, the complex plane. Herein, the components of sx and sy

Stability Monitoring Unit

Fig. 2.2. Scheme of the proposed online stability monitoring technique.
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at frequency f̃ are represented by a real and an imaginary part as sRx + jsIx and

sRy + jsIy.

To describe this process analytically, let us assume a linear and time-invariant

(LTI) system. The e�ect of the perturbation sz in a speci�c loop, can be repre-

sented as a sinusoidal signal at f̃ , with a certain magnitude and phase:

sx = |sx| cos(2πf̃t+ ∠sx), sy = |sy| cos(2πf̃t+ ∠sy) (2.5)

By projecting sx along the real and the imaginary axes we get:

sx(t) sin(2πf̃t) = −|sx|
2

sin(∠sx) +
|sx|
2

sin(4πf̃t+ ∠sx) (2.6)

sx(t) cos(2πf̃t) =
|sx|
2

cos(∠sx) +
|sx|
2

cos(4πf̃t+ ∠sx) (2.7)

The same holds for sy. The dc values of the results in (2.6) and (2.7) are, re-

spectively, the imaginary and the real components of the signal sx at f̃ (the same

applies for sy). In Fig. 2.2 the dc values are estimated by low-pass �lters (LPFs)

with transfer function GLPF (s).

Equations (2.6) and (2.7) after low-pass �ltering can be written as:

LPF
(
sx(t) sin(2πf̃t)

)
= −|sx|

2
sin(∠sx) +GLPF (j4πf̃).

|sx|
2

sin(4πf̃t+ ∠sx)

(2.8)

LPF
(
sx(t) cos(2πf̃t)

)
=
|sx|
2

cos(∠sx) +GLPF (j4πf̃).
|sx|
2

cos(4πf̃t+ ∠sx)

(2.9)

If the cut-o� frequency of the LPFs flpf is signi�cantly smaller than f̃ , the gain

of the LPF at twice the estimated crossover frequency, namely, |GLPF (j4πf̃)|, is
small, and the high frequency components in (2.8) and (2.9) can be neglected. This

means that (2.8) and (2.9) can precisely estimate sIx = − |sx|
2

sin(∠sx) and sRx =
|sx|
2

cos(∠sx), respectively. Then, the obtained imaginary and real components can

be used to evaluate the magnitude and phase of sx and sy, by using the arc tangent

and square-root functions. Therefore, based on estimating the quantities |sx|, |sy|,
∠sx, and ∠sy, an accurate estimation of the phase margin and crossover frequency

can be reached. The particular choice of flpf has an e�ect on the estimated stability

margins, which is shown in Section 2.6 by means of numerical data. In general

terms, according to (2.8) and (2.9), flpf should be signi�cantly smaller than the

crossover frequency, but it should not be so small to a�ect the design of the

frequency loop regulator Gf̃ , as explained later in this section.
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The di�erence in amplitudes |sy| − |sx| is processed by the frequency regulator Gf̃

in Fig. 2.2, whose output is the frequency of the perturbation signal. By including

an integral part in Gf̃ , the di�erence in the amplitudes converges to zero (i.e.,

|sx| = |sy|), because of the unity loop gain condition discussed in Section 2.2.

At this point, the frequency of the perturbation signal is equal to the crossover

frequency of the considered loop, while the phase margin is calculated as the phase

shift between sx(j2πf̃) and sy(j2πf̃).

Finally, it is worth remarking that the signal processing of the proposed scheme

shown in Fig. 2.2 can be also implemented in other ways, such as the one based

on band-pass �lters (BPF) adopted in [52]. However, this choice would require a

BPF implementation that automatically adapts its center frequency, bandwidth,

and Q-factor according to the loop under investigation, resulting in an increase in

the response time and computational burden, which may be critical.

2.3.2 Design of the frequency loop regulator Gf̃

The regulator Gf̃ performs the regulation of the perturbation frequency f̃ on the

basis of the measured di�erence in the amplitude of the two signals sx and sy

(i.e., |sy| − |sx|). A model of this frequency control loop is therefore required for

the design of Gf̃ . However, due to system non-linearities, a general and rigorous

analytical procedure for modeling this loop is not trivial and would require ded-

icated investigations. Instead, in the following, two simplifying assumptions are

introduced, which allow to approximate the frequency loop model and design the

regulator Gf̃ .

Assumption 1

The dynamics of the frequency control loop is mostly determined by the LPFs

used in the MT described in Fig. 2.2. As explained in Section 2.3-A, the cut-o�

frequency of the LPFs flpf must be signi�cantly smaller than f̃ to have a precise

amplitude estimation. Based on this condition and the fact that the rest of the MT

process is much faster than the low-pass �ltering part, assumption 1 represents a

reasonable approximation of the system dynamics. Under assumption 1, the open-

loop transfer function from the injection frequency f̃ to the amplitude di�erence

|sy| − |sx| can be approximated as:

Tf̃ (s) =
[|sy| − |sx|] (s)

f̃(s)
' Kf̃ ·GLPF (s) (2.10)
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where Kf̃ is the static gain:

Kf̃ =
∂ [|sy(j2πf)| − |sx(j2πf)|]

∂f

∣∣∣∣
f=f̃

(2.11)

By referring to Fig 2.2, it is possible to notice that:

sx(j2πf) =
1

1 + T (j2πf)
sz(j2πf) (2.12)

sy(j2πf) = − T (j2πf)

1 + T (j2πf)
sz(j2πf) (2.13)

Therefore, substituting (2.12) and (2.13) in (2.11), and assuming sz generated with

constant amplitude |sz|, the value of Kf̃ can be expressed as:

Kf̃ =
∂ [|sy(j2πf)| − |sx(j2πf)|]

∂f

∣∣∣∣
f=f̃

= |sz|
∂

∂f
(
|T (j2πf)| − 1

|1 + T (j2πf)|
)

∣∣∣∣
f=f̃

(2.14)

According to the basic di�erentiation identities for the derivative of a generic

rational expression, and based on the fact that |T (j2πf̃)|

f=f̃
' 1, (2.14) can be

written as follows:

Kf̃ = |sz|
|1 + T (j2πf)| · ∂|T (j2πf)|

∂f

|1 + T (j2πf)|2

∣∣∣∣∣
f=f̃

−|sz|
(|T (j2πf)| − 1) ·

∂|1+T (j2πf)|
∂f

|1 + T (j2πf)|2

∣∣∣∣∣
f=f̃

= |sz|
∂|T (j2πf)|

∂f

|1 + T (j2πf)|

∣∣∣∣∣
f=f̃

(2.15)

which, based on the Euler's formula, can be simpli�ed as follows (again using

|T (j2πf̃)|

f=f̃
' 1):

Kf̃ = |sz|
∂|T (j2πf)|

∂f√
2
√

1 + cos(∠T (j2πf))

∣∣∣∣∣
f=f̃

(2.16)

In the case that the loop gain T is not known a priori, suitable approximation or

estimations around the crossover frequency may be considered, like the assumption

introduced below.
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Assumption 2

The slope of |T (j2πf)| and the phase of T around the crossover frequency (i.e.,
∂|T (j2πf)|

∂f

∣∣∣
f=f̃

, and ∠T (j2πf)|f=f̃ ) are -20 dB/decade and 90 deg, respectively.

These two estimations of the system behavior are considered to give a reasonable

approximation of a second order stable system and do not have general validity.

For example, if the approximated phase of T around the crossover frequency is

assumed to be 60 deg instead 90 deg, based on (2.16), a di�erence of about 10%

in the estimation of Kf̃ can be expected.

Di�erent choices are possible to implement Gf̃ , herein a pure integrator is consid-

ered and designed on the basis of the desired bandwidth of the frequency control

loop fc,f̃ :

Gf̃ (s) =
2πfc,f̃
Kf̃

.
1

s
(2.17)

giving a theoretic value of phase margin equal to π/2+phase[LPF(j2πfc,f̃ )], which

results in generous margins in case fc,f̃ is signi�cantly lower than the cut-o� fre-

quency flpf of the low-pass �lters. This design is actually a conservative option.

Of course, if required, fc,f̃ can be further increased; in this case, the phase margin

of the MT loop should be evaluated and taken into account.

Finally, it is worth remarking that the response time of the proposed MT depends

on the regulator Gf̃ , which, in turn, depends on the actual system parameters

(i.e., T ). However, the stability of the MT can be ensured by choosing su�ciently

wide stability margins for the frequency control loop. For validation purposes, the

considered model has been evaluated in simulation considering a buck converter

with the parameters listed in Section 2.6. A unitary step change has been applied

to the injected perturbation frequency f̃ and the open loop step response of the

amplitude di�erence |sy|−|sx| has been observed. In these conditions, the variation
in the value of |sy| − |sx| presents about 5% error with respect to the estimated

static gain Kf̃ . Also, the observed rise-time matches, with a similar precision, the

set value of bandwidth fc,f̃ . In the light of this the design of the regulators used

in the experimental setup in Section 2.6 is performed.

2.3.3 Gain margin monitoring

The approach proposed in Fig. 2.2 to monitor the 0 dB crossover frequency fc and

the phase margin PM , can be easily extended to also monitor the gain margin.

This extension shows merit in some control loops that might have a high phase
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Fig. 2.3. A generic control loop with high phase margin and low gain margin.

margin, while the gain margin is poor, as demonstrated in Fig. 2.3. In this case,

the phase margin monitoring is not enough, and the gain margin is also necessary

to conduct a better stability assessment.

In order to monitor the gain margin, an additional regulator (Gf̃φ
) must be added

to the scheme presented in Fig. 2.2, whose input is the phase shift between sx

and sy, i.e., ∠sx − ∠sy. The output of Gf̃φ
is the estimated 180 deg crossover

frequency f̃φ. Design of Gf̃φ
follows the same logic presented above for the design

of Gf̃ . Thus, the injection signal sz should be sum of two frequency components:

f̃ , and f̃φ. The injection frequency f̃φ, corresponds with the 180 deg crossover

frequency fc,φ, if ∠T (j 2πf̃φ) = −180. So, when:

∠sx(j 2πf̃φ) = ∠sy(j 2πf̃φ), (2.18)

then:

fc,φ = f̃φ (2.19)

and

GM = ˜GM = |T (j 2πf̃φ)| = |sy(j 2πf̃φ)

sx(j 2πf̃φ)
| (2.20)

where GM and ˜GM indicate, respectively, the true, and the estimated value of

gain margin.

2.3.4 Perturbation amplitude

As mentioned in Section 2.3, the choice of the small-signal perturbation amplitude

|sz| does not a�ect the design of the frequency loop in Fig. 2.2. However, in order
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to maintain the e�ectiveness of the method |sz| should be chosen appropriately.

In particular, the following aspects should be considered:

• E�ect of the small-signal perturbation on the output signals. To evaluate

this issue, we look at the e�ect of the perturbation on the bus voltage and the

inductor current, because these signals are relevant to the loops considered

in this work. Of course, in the case of having a power loop, the similar

consideration can be made for the output power signal. Let us denote the

e�ect of sz on the bus voltage as szv and its e�ect on the inductor current

as szi. Then, in the Laplace domain:

szv(s) = Gzv(s)sz(s), szi(s) = Gzi(s)sz(s) (2.21)

where Gzv(s) is the transfer function from the perturbation signal to the bus

voltage and Gzi(s) is the transfer function from the perturbation signal to

the inductor current. Then:

Gzv(s) =
vbus(s)

sz(s)
=

vbus(s)

sx(s)
.
sx(s)

sz(s)
=

Gxv(s)

1 + T (s)
(2.22)

where T (s) is the open loop transfer function of the considered loop and

Gxv(s) is the transfer function from the perturbation point to the bus voltage,

which can be analytically derived. The same process can be used to �nd

Gzi(s), too.

For any system under study, |sz| must be large enough to obtain:

|Gzv(f̃)|.|sz| � snv, |Gzi(f̃)|.|sz| � sni (2.23)

where snv and sni are the noise levels on the bus voltage and on the inductor

current, respectively. In this way, the minimum value of the perturbation

amplitude is determined. For what concerns the maximum value, |sz| should
be small enough to be considered as a small-signal value, so that the pertur-

bation signal does not deteriorate the output signals.

• E�ect of the small-signal perturbation on the dynamics of the frequency

loop. The steady-state result of the frequency estimator does not depend on

|sz|, but its dynamics does (as shown in (2.14), (2.15), (2.16)).
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2.4 Multiple converter scenario

When multiple, independent, paralleled converters with similar crossover frequen-

cies perform stability monitoring at the same time, the injected perturbation sig-

nals combine and the accuracy of the unity-gain criterion (2.2) and (2.3) may

reduce. Di�erent solutions have been proposed to cope with similar issues [74,75].

The following paragraphs discuss this aspect, presenting a general approach, based

on supervisory control, and a practical method for handling the issue in some cases

of interest.

2.4.1 Non-simultaneous monitoring

In many practical applications, simultaneous stability monitoring is not strictly

required. In these cases, di�erent time slots for perturbation injection can be as-

signed to the converters and the stability monitoring in the converters activated

sequentially without overlaps. The activation scheme can be de�ned, for exam-

ple, by time division multiplexing algorithms, inspired by the telecommunication

engineering solutions used in multi-antenna systems [76]. Here a supervisory con-

trol is adopted, which can be implemented in many ways, such as, the token ring

technology [77]. In this way, a supervisory unit (as displayed in Fig. 2.1) issues

an activation command to the converters for enabling the monitoring unit. The

activation command is sequentially assigned to the converters according to prede-

termined criteria, such that they can activate their MT without overlaps in their

monitoring times. Clearly, the rate at which the token is reassigned determines the

time of convergence, which is an important aspect when the information provided

by the monitoring tool is employed for controllers tuning.

2.4.2 Simultaneous monitoring

In less common but still realistic scenarios, the simultaneous stability monitoring

of multiple converters is required. A relevant example can be the connection of

additional converters to a distribution bus, which changes the bus impedance and

so the stability margins of the other converters that may be initially connected. In

this case, each converter must monitor its stability margins on-line, to make sure

that the applied changes do not create additional instability issues. By referring

to the proposed scheme discussed in the previous section, the simultaneous mon-

itoring of stability margins at more than one converter is addressed below. For

simplicity, in this part of the analysis a two-converter system is referred to; but
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Fig. 2.4. Parallel connection of two DER converters to the dc bus, both equipped
with the proposed MT. The small-signal perturbations sp1, sp2 can also have

similar frequencies.

the same discussion can be made also for systems with more converters. Fig. 2.4

represents this aspect by showing two converters, each injecting sinusoidal per-

turbations on the dc bus. In this case, we �rstly observe that sy in (2.5) can be

modi�ed in the following form (the same holds for sx):

sy = |sy1| cos(2πf̃1t+ ∠sy1) + |sy2| cos(2πf̃2t+ ∠sy2) (2.24)

where subscript 1 refers to the �rst converter and subscript 2 refers to the second

one. Based on the projection technique detailed in Fig. 2.2, the translation of

each signal sx, sy along the sine term (or cosine term, similarly) of the estimated

crossover frequency f̃ of each converter can be formulated. At converter #1, by

exploiting the well-known trigonometric identities, it yields:

sy(t) sin(2πf̃1t) = {|sy1| cos(2πf̃1t+ ∠sy1) + |sy2| cos(2πf̃2t+ ∠sy2)} sin(2πf̃1t)

=
|sy1|

2
{sin(4πf̃1t+ ∠sy1)− sin(∠sy1)}+

|sy2|
2
{sin(2π(f̃1 + f̃2)t+ ∠sy2)

− sin(2π(f̃2 − f̃1)t+ ∠sy2)}
(2.25)

As discussed in Section 2.3-A, the cut-o� frequency of the low-pass �lters is sig-

ni�cantly smaller than the crossover frequency; thus, the e�ect of the sinusoidal

term at frequency f̃2− f̃1 is negligible. As far as the two frequencies f̃1 and f̃2 are

signi�cantly di�erent, (2.25) still approximates the dc term sIy = − |sy1|
2

sin(∠sy1)
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with a good precision (a similar consideration holds for sRy ). This means that

the proposed scheme allows multiple converters to monitor their stability mar-

gins simultaneously and independently. Because, in each converter the e�ect of

other converters with di�erent perturbation frequencies is discarded, thanks to the

orthogonality property.

However, it might be possible that at least two converters with similar crossover

frequencies need to perform the monitoring simultaneously. In this case, (2.25)

after low-pass �ltering can be written as:

sy(t) sin(2πf̃1t) = − |sy1|
2

sin(∠sy1)−

GLPF (j2π(f̃2 − f̃1))
|sy2|
2

sin(2π(f̃2 − f̃1)t+ ∠sy2)
(2.26)

in which f̃1 ' f̃2. The sinusoidal term at frequency f̃2 − f̃1 makes the extraction

of the dc term sIy more di�cult with respect to the case of single perturbation and

leads, accordingly, to an error in the amplitude estimation. Of course, this issue

worsens as the number of such converters increases.

The solution proposed herein is to modify the design of the LPFs used; in partic-

ular, by signi�cantly decreasing the cut-o� frequency of the LPF, or by changing

its structure (e.g., increase the �lter order). So doing, the e�ect of the term

f̃2 − f̃1 can be better reduced, thanks to the higher �ltering properties, achieving

a better amplitude estimation. Clearly, this improvement comes at the price of a

correspondingly slower response time of the monitoring process, that is a trade-o�

between accuracy and speed to be taken depending on the application.

2.5 Application to droop-controlled converters

The droop control is proposed in the literature to address various needs of dc micro-

grids, such as, bus voltage regulation, power sharing among sources, management

of storage units, and islanded operation [18, 19]. The droop control scheme con-

sidered in this work is shown in Fig. 2.5. The inductor current iL is sensed and

used in the droop loop to produce the reference output voltage vref needed for the

inner voltage loop:

vref = Vsp − kd · iL (2.27)

where Vsp is the dc bus voltage set-point and kd is the droop coe�cient. This

allows bus voltage regulation and an automatic sharing of the power needs of the

microgrid. Notably, due to the buck converters topology, the inductor current and
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Fig. 2.5. Droop-controlled converter equipped with the proposed stability moni-
toring unit, that can be activated by an enable signal from supervisory controller.

the output current are equal in the steady-state conditions, thus no additional

sensing is required.

The application of the proposed monitoring tool to the droop-controlled converters

operating in dc microgrids is investigated in this work. Speci�cally, three di�erent

loops are considered: the inner inductor current control loop, the output voltage

control loop, and the droop control loop, as shown in Fig. 2.5. When the mon-

itoring unit is inserted at point A, while the other loops are open, the stability

margins of the current loop is monitored. By inserting the monitoring unit at

point B, while the droop loop is open, the stability margins of the voltage loop

is monitored. The perturbation is inserted in point B for the droop loop too,

but having all the other loops closed. The regulators parameters for the current

and voltage loops can be designed based on standard procedures, as discussed, for

example, in [39].

2.6 Simulation and experimental results

The prototype considered in this work is shown in Fig. 2.6, which emulates an

islanded dc microgrid 1. The parameters of this setup are listed in Table 2.1. It

1The experimental validations presented in this work are carried out on the same prototype
as in [78]. The contribution of Eng. Guangyuan Liu in this development is highly appreciated.
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io2

RL

io1

io3

Sw1

CPL

buck #1buck #2

buck #3

Vin +
−

Vin +
−

Vin
+
−Cout

Lout

dc source

dc source

dc source

Cout

Lout

Cout

Lout

dc bus

Fig. 2.6. Dc microgrid prototype under study including three buck converters,
each converter implementing the control structure displayed in Fig. 2.5.

Parameter Symbol Value

Input voltage Vin 380 V

Nominal bus voltage Vbus 200 V

Nominal power Pnom 3 kW

Output side inductance Lout 1.6 mH

Output side capacitance Cout 110µF

Switching frequency fsw 12.5 kHz

Load Resistance RL 150 Ω

Rated power of the CPL PCPL 3 kW

Table 2.1: Parameters of the setup shown in Fig. 2.6

consists of three droop-controlled buck converters, a converter behaving as CPL,

and a resistive load, all connected to a common dc bus. The three buck converters

implement the same hardware and the same control structure which is shown in

Fig. 2.5. Table 2.2 lists the regulators parameters, notably, converters #1 and #2

use the same parameters values, which are di�erent from those of converter #3.

During this work, the switch Sw1 is always closed, apart from the case concerning

the transient behavior of the system.

The technique is �rstly developed and analyzed by simulation models in Mat-

lab/Simulink. Then, the designed regulators, together with the proposed mon-

itoring technique, have been deployed in the digital controller of the prototype,

which is based on a Texas Instrument DSP (TMS320F2810) operating at 150 MHz.

To this end, the analog-to-digital converter (ADC) of the DSP samples the output

voltage and the inductor current once per switching period (i.e., fsampling = fsw =

12.5 kHz), with a resolution of 12 bit. In the DSP code, the MT in Fig. 2.2 is per-

formed �rst; then, the converters controllers are implemented to obtain the new

value of the duty cycle; �nally, the drive signals are generated by means of the
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Fig. 2.7. Droop loop transfer function of converter #2 in Fig. 2.6: analytical
versus experimental data.

PWM modules of the DSP. The measured total execution time of the implemented

MT is 14.8µs, without any speci�c code optimization.

In order to evaluate the performance of the proposed MT, the stability margin

values monitored in the experimental model are compared to those represented by

the actual transfer function of the experimental setup, which is acquired by means

of the Sweep Frequency Response Analysis (SFRA) tool [79]. The analytical and

the actual transfer functions of di�erent control loops have been evaluated and

compared. However, herein, for brevity, just the transfer functions related to

the droop loop of converter #2 are reported in Fig. 2.7. Of course, the loop

under study is a�ected by the other converters in the prototype, and this e�ect

is included in the displayed transfer functions. The close matching between the

transfer functions found analytically and those of the experimental setup measured

by the SFRA tool, proves the correctness of the adopted models.

Parameter Symbol Value

current loop

Current regulator of all converters Gi 0.02 + 74.89/s

voltage loop

Voltage regulator of buck #1, #2 G#1,#2
v (s) 0.21 + 544/s

Voltage regulator of buck #3 G#3
v (s) 0.1 + 272/s

droop loop

Voltage set point Vsp 200 V

Droop coe�cient kd 1.33 V/A

Table 2.2: Regulators parameters of the converters in Fig. 2.6
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In the following, the experimental results obtained by applying the stability mon-

itoring tool to three di�erent control loops are reported and discussed. In partic-

ular, the MT is applied to the single converter's inner current and voltage loops

and to the droop loop of each of the three droop-controlled buck converters. As

we are dealing with a multi-converter setup, the supervisory control described

in Section 2.4 is adopted to activate the monitoring units of di�erent converters

sequentially and without overlaps.

The e�ect of the small-signal perturbation on the output signals is derived ana-

lytically in the previous Section. The amplitude of the sinusoidal perturbation is

set in such a way that, after injecting the perturbation in any of the loops, the

output current and voltage ripples due to perturbation injection are reasonably

low in steady-state (in the case herein considered, less than two percent of the

rated values). Still, the small signal perturbations on the output signals most be

larger than the quantization error and the noise levels.

2.6.1 MT applied to the inner current and voltage loops

In this subsection, the MT is applied at point A in Fig. 2.5 (with the voltage and

droop loops open) and at point B (with the droop loop open), to monitor the

stability margins of the current and the voltage loops of a single buck converter,

respectively.

Fig. 2.8. Simulation results of the current loop stability monitoring. Parameters
listed in Table 2.1 and Table 2.2.
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The results obtained by the simulation models replicating the experimental setup

are shown in Table 2.3. The MT results are close to those expected from the

analytical models. Fig. 2.8 shows the detailed simulation results of the MT applied

to the current loop. The resulting perturbation frequency of the two signals sy

and sx is equal to the crossover frequency and the phase di�erence is equal to

the phase margin, as expected from (2.2) and (2.4), respectively. The same good

matching has been achieved considering the voltage loop (herein the results are

skipped for brevity).

The experimental results of the monitoring tool applied to the current and voltage

loops are shown in Fig. 2.9a and Fig. 2.9b, respectively. As reported in Table 2.3,

on the basis of the transfer functions of the experimental setup found by the

˜PM (31 deg/div)

f̃ (724 Hz/div)

sx (0.25 A/div)sy (0.25 A/div)

56 deg

1014 Hz

(a) Current loop stability monitoring. Time
scale: 0.6 ms/div

˜PM (62 deg/div)

f̃ (405 Hz/div)

sx (0.25 V/div)sy (0.25 V/div)

38 deg

450 Hz

(b) Voltage loop stability monitoring. Time
scale: 1 ms/div

Fig. 2.9. Experimental results of applying MT to the current and the voltage
loops of a single buck converter.
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SFRA tool, the expected values of the crossover frequency and phase margin for

the current loop are 1000 Hz and 58 deg, respectively. The estimates from the

MT shown in Fig. 2.9a are 1014 Hz, for the crossover frequency, and 56 deg, for

the phase margin. As for the voltage loop, the expected crossover frequency and

phase margin are 460 Hz and 41 deg, respectively; the estimates from the MT

correspond to 450 Hz and 38 deg, as reported in Fig. 2.9b. The obtained results

are consistent and show that the MT performs well in steady-state conditions, for

both the current and voltage loops. From Fig. 2.9a and Fig. 2.9b it is also possible

to notice that the amplitudes of the digital signals before and after injecting a

small-signal perturbation (i.e., sy, sx) tend to be equal in steady-state, which

corresponds to the condition stated in (2.2).

iL (2A/div)

vo (2 V/div)

duty cycle: d (0.012 /div)

vin (10 V/div)

(a) Applying MT to the current loop

iL (2A/div)

vo (4 V/div)

vin (10 V/div)

(b) Applying MT to the voltage loop

Fig. 2.10. Ripples in the input voltage vin, output voltage vo and inductor
current iL, in presence of small-signal perturbations coming from MT. Time

scale : 1 ms/div.
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Fig. 2.10 shows the ripples in the steady-state waveforms of the input and output

voltages and the inductor current in presence of the small-signal perturbations

injected for monitoring the current (Fig. 2.10.a) and voltage (Fig. 2.10.b) loops.

In addition, the duty-cycle �uctuations for the case of current loop is also displayed

in Fig. 2.10.a. It is possible to notice that the ripple stays within a reasonable

range. In the case of the current loop, less than 0.5 V and 0.2 A ripple in the

output voltage and the inductor current, respectively, are observed. In the case

of the voltage loop, the measured ripples are slightly larger than the current loop

case, but still low enough to not signi�cantly a�ect the normal operation of the

system.

2.6.2 MT applied to the droop loop

The application of the MT to converters implementing droop control, as discussed

in Section 2.5, is investigated in this subsection. To analyze the stability of the

droop loop for each of the converters in Fig. 2.6, the small-signal perturbation

is injected at point B of Fig. 2.5. During this test, the three droop-controlled

buck converters in Fig. 2.6 operate in parallel. As discussed in Section 2.4, multi-

ple converters can monitor their stability margins either simultaneously or based

on a time division multiplexing algorithm de�ned by the supervisory controller.

crossover
frequency

phase
margin

current loop of a single converter

Expected from transfer function (analytical model) 1000 Hz 60 deg

Expected from transfer function (SFRA results) 1000 Hz 58 deg

Monitored online (simulation) 1003 Hz 58 deg

Monitored online (experimental) 1014 Hz 56 deg

voltage loop of converter #2

Expected from transfer function (analytical model) 460 Hz 40 deg

Expected from transfer function (SFRA results) 460 Hz 41 deg

Monitored online (simulation) 458 Hz 39 deg

Monitored online (experimental) 450 Hz 38 deg

droop loop of converter #2

Expected from transfer function (analytical model) 271 Hz 92 deg

Expected from transfer function (SFRA results) 271 Hz 90 deg

Monitored online (simulation) 272 Hz 89 deg

Monitored online (experimental) 271 Hz 91 deg

Table 2.3: Expected values of the stability margins, and the MT results
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Fig. 2.11 shows the simulation results of the MT applied to the droop loop of the

three converters shown in Fig. 2.6, in both simultaneous and non-simultaneous

cases. The expected margins for the droop loop of converter #1 are similar to

those of converter #2, which are reported in Table 2.3; di�erently, the analyti-

cally expected stability margins for converter #3 are 195 Hz and 102 deg, for the

crossover frequency and phase margin, respectively. As can be seen in Fig. 2.11,

the stability margins monitored on-line in the non-simultaneous case are very close
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(a) Non-simultaneous monitoring (assigning a moni-
toring window to each converter)
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(b) Simultaneous monitoring (decreasing the LPF
cut-o� frequency)

Fig. 2.11. Simulation results of applying MT to the droop loop of the converters
in Fig. 2.6.
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io2 (2 A/div)

io1 (2 A/div)

f̃#2 (90 Hz/div)

f̃#1 (90 Hz/div)

275 Hz

267 Hz

start monitoring

Fig. 2.12. Experimental results of the simultaneous monitoring of the droop
loops of converters #1 and #2 in Fig. 2.6.

to those expected by the analytical models, reported in Table 2.3. However, in

the case of simultaneous perturbations at similar frequencies, the precision slightly

decreases, due to the e�ect of the f̃1 − f̃2 component, as explained while referring

to (2.26). Here, flpf is set to 1 Hz, which leads to reasonable precision, namely, an

error of about 1% for the phase margins and 0.4 % for the crossover frequency, as

visible in Fig. 2.11. Another point worth remarking is that the perturbation com-

ing from converter #3 has negligible e�ect on the monitored values of the other

two converters, thanks to the orthogonality property among sinusoidal signals at

di�erent frequencies, as discussed in Section 2.4.B. The experimental con�rmation

of this point is reported in Fig. 2.12. In this �gure, only the estimated crossover

frequencies of converter #1 and converter #2 are shown, which show a small error

(around 1%), with respect to the expected value (271 Hz). The same accuracy

is observed for the phase margins, which are not herein reported. For simplicity,

in the rest of this chapter, the monitored stability margins of just one converter

(i.e., converter #2) are reported. According to Table 2.3 and Fig. 2.7, on the basis

of the transfer function measured by SFRA tool for the droop loop of converter

#2, the expected crossover frequency and phase margin are 271 Hz and 90 deg,

respectively. The values monitored on-line are 271 Hz and 91 deg, reported in

Fig. 2.13. This close matching between the estimated and the monitored values

proves the e�ectiveness of the proposed MT applied to the droop control loop. In

addition, Fig. 2.13 shows the ripples in the output voltage and current of the con-

verter that performs the stability monitoring, these ripples measure less than 0.5%

of the nominal voltage and 3% of the nominal current. This small e�ect on the

output signals is allowed by choosing the perturbation amplitude |sz| according to
the appendix. By the reported method, values of |sz| can be identi�ed that are
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f̃ (15 Hz/div, offset: 285 Hz)

˜PM (5 ◦/div, offset: 95 deg)

vbus (5 V/div, offset: 200 V)

io2 (2 A/div)

0.4 A

1 V

271 Hz

91 deg

Fig. 2.13. Experimental results of applying MT to the droop loop of converter
#2 in Fig. 2.6. Time scale : 5 ms/div.

small enough to produce negligible perturbations on the system's operating point

but still signi�cantly higher than the noise and the analog-to-digital quantization

levels.

As discussed in Section 2.3-A, the LPFs used in Fig. 2.2 have the task to reject

the ripple at twice the perturbation frequency. Therefore, their cut-o� frequency

should be chosen signi�cantly lower than the expected crossover frequency of the

loop under investigation. Di�erent attenuation levels, obtained by changing the

cut-o� frequency or the order of the �lter, result in di�erent estimation accuracies.

In order to show the e�ect of di�erent LPF choices on the estimated stability

margins, the previous experiment (i.e., droop loop of converter #2) is repeated

with three di�erent values of cut-o� frequency flpf . The results are reported in

Fig. 2.14. As can be noticed, the choice of flpf does not a�ect the average values

of the obtained estimates, but it a�ects the superimposed sinusoidal �uctuation

at 2f̃ , as highlighted also in (2.8) and (2.9). Fig. 2.14 shows that higher values of

flpf , bring to larger estimation errors�however, the amount of this e�ect on ˜PM

is di�erent from the e�ect on f̃ , due to di�erent signal processing paths: f̃ , for

example, bene�ts from the additional �ltering action of the integration block Gf̃ ,

as described in Fig. 2.2. In a nutshell, flpf can be decreased in order to reduce the

estimation error, but as addressed in Section 2.3-B, it should not be so small to

also a�ect the design of the frequency regulator Gf̃ .
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f̃ (15 Hz/div, offset: 285 Hz)

˜PM (5 deg/div, offset: 95 deg)

91 deg

271 Hz

2.3 deg

(a) flpf = 5 Hz

4.6 deg

f̃ (15 Hz/div, offset: 285 Hz)

˜PM (5 deg/div, offset: 95 deg)

91 deg

271 Hz

(b) flpf = 10 Hz

9 deg

f̃ (15 Hz/div, offset: 285 Hz)

271 Hz

˜PM (5 deg/div, offset: 95 deg)
91 deg

(c) flpf = 20 Hz

Fig. 2.14. E�ect of the LPF cut-o� frequency on the monitored crossover fre-
quency (f̃) and phase margin ( ˜PM). Time scale : 1 ms/div.

2.6.3 Dynamic behavior of the MT

In previous experiments, the stability monitoring tool was tested in steady-state

conditions. In order to further assess the applicability of the proposed MT in dc

microgrids, the performance of the method under three di�erent dynamic condi-

tions is evaluated and reported in this subsection.

(i) The �rst transient is applied to the considered dc microgrid prototype by

opening the switch Sw1 in Fig. 2.6. The load is initially shared among the

three buck converters, but after disconnecting converter #1, the load has

to be shared among the remaining converters, that are converters #2 and

#3, as shown in Fig. 2.15a. As expected from the discussion in Section 2.5,

the droop technique allows to achieve an equal load sharing and bus volt-

age regulation along the considered test case. As the transfer functions of

the droop loop of converter #2 before and after the transient are di�erent,

and the monitored stability margins are expected to show the corresponding
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io1 (4 A/div)

io2 (4 A/div)

io3 (4 A/div)

vbus (5 V/div, offset: 200 V)

δvbus = 4.2 V ' kd * δi

δi= 3.2 A

δi= 3.2 A

(a) Performance of the droop control loop imple-
mented in the converters of Fig. 2.6

f̃ (150 Hz/div)

˜PM (50 deg/div)

vbus (5 V/div, offset: 200 V)

io2 (4 A/div)

δ ˜PM = 10 deg 81 deg

271 Hz

(b) Performance of the stability monitoring unit
applied to the droop loop of converter #2

Fig. 2.15. Experimental results under transient: opening the switch Sw1 in
Fig. 2.6. Time scale : 5 ms/div.

changes. After opening the switch Sw1 in Fig. 2.6, based on the SFRA re-

sults, the phase margin of the droop loop of converter #2 decreases by about

10 deg, while the crossover frequency remains approximately unchanged (i.e.,

variations < 3 Hz). This is con�rmed by the experimental results displayed

in Fig. 2.15b, which reports the MT applied to the droop loop of converter

#2, under the the considered transient. Fig. 2.15b also highlights the re-

sponse time of the MT, which is less than 5 ms, if measured from 10% to

90% of the total variation. This fast achievement of the stability margins,

together with the simple implementation, make this approach practical for

dc mcirogrid applications.

(ii) The second transient is applied to the system shown in Fig. 2.6, when the



Chapter 2. Online stability monitoring of DC microgrid power converters 43

δi = 2.0A

δi = 2.0A

io2 (2 A/div), offset: 9.5 A

vin (100 V/div)

vbus (2 V/div), offset: 200 V

kd ∗ δi = 2.7V

io3 (2 A/div), offset: 9.5 A

(a) Performance of the droop control loop imple-
mented in the converters of Fig. 2.6. Time scale :

5 ms/div.

f̃ (200 Hz/div), offset: -170 Hz

˜PM (60 deg/div)

100 Hz

io2 (2 A/div), offset: 8 A

io3 (2 A/div), offset: 8 A

81 deg

370 Hz

(b) Performance of the stability monitoring unit
applied to the droop loop of converter #2. Time

scale : 200 ms/div.

Fig. 2.16. Experimental results under transient: RL → RL
2 . During this exper-

iment, the switch Sw1 is still open.

switch Sw1 is still open, i.e., the load is shared between the converters #2

and #3. For this case, the load RL is decreased by a factor of two. Similarly

to the previous case, the two operating points (before and after the transient)

have di�erent transfer functions, so the crossover frequency and the phase

margin will change. As shown in Fig. 2.16b, the crossover frequency increases

almost 100 Hz and the phase margin decreases. Even though, the change in

phase margin is not easily visible in the �gure due to the unfavorable scale

of the oscilloscope. Moreover, by looking at Fig. 2.16b and Fig. 2.16a, it

is possible to notice that the droop controller is e�ective in obtaining equal
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60 HZ

24 deg

f̃ (200 Hz/div), offset: -100 Hz

˜PM (60 deg/div)

io2 (2 A/div), offset: 6 A

io3 (2 A/div), offset: 6 A

57 deg

330 Hz

Fig. 2.17. Stability monitoring and the load sharing under transient: increasing
a control parameter (the integral gain of the voltage regulator in this case). Time

scale : 200 ms/div. During this experiment, the switch Sw1 is still open.

load sharing, bus voltage control, and increasing stability. The change in the

output currents (about 2 A) multiplied by the droop coe�cient (1.33), gives

us the same value of the output voltage variations.

(iii) The third transient is applied to the setup shown in Fig. 2.6, when the switch

Sw1 is still open, i.e., the load is shared between the converters #2 and #3.

In this case, a control parameter is changes and the system performance is

observed under this transient. In particular, the integral gain of the voltage

regulator kint of the converter in which the injection is applied, is increased

as: kint
2
→ kint. Then, the currents of both converters #2 and #3, as well

as the monitored stability margins are shown in Fig. 2.17. Even in this case,

the proposed stability monitoring tool shows a proper operation in transient

as well as in steady state conditions. About 60 Hz change in the crossover

frequency and 24 deg change in the phase margin, is what we expect due to

the change in the operating point.

2.7 Summary

An on-line stability monitoring technique for power converters operating in dc

microgrids is presented in this chapter. The technique is inspired by the Middle-

brook's injection method, and allows to estimate and monitor the stability margins

of any control loop under consideration (e.g., current, voltage, or droop control

loops). The proposed monitoring technique is described in details, also discussing

the possible design choices and trade-o�s. Since this work targets the application
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of the method in a multiple-converter environment, which is not speci�cally ad-

dressed in the current literature, the presence of multiple perturbations coming

from the monitoring units of several converters is also investigated. In partic-

ular a time division multiplexing is considered for the general scenarios, and a

small modi�cation is applied in the MT for some particular cases where there is

a strict need for simultaneous monitoring of some converters. An experimental

setup composed of three buck converters, a constant power load, and a resistive

load is implemented to emulate a dc microgrid. The current, the voltage and the

droop loops are tested, reporting a close match between the obtained experimen-

tal results from the monitoring unit and the values expected from the measured

transfer functions. The accuracy obtained in the estimates of the stability mar-

gins, in both steady-state and transient conditions, validates the e�ectiveness of

the proposed approach. The reported results also show that the bus voltage and

the inductor current are not signi�cantly a�ected by the small-signal perturba-

tions injected for stability monitoring purposes if the provisions discussed in this

chapter are applied. In conclusion, the proposed scheme is fast, accurate, and

simple, and represents a promising candidate for adaptive control and auto-tuning

of power converters within dc microgrids.





Chapter 3

Autotuning of DC microgrid power

converters

3.1 Introduction

Di�erent approaches are reported in the literature to adaptively tune the con-

trol parameters of power converters during their normal closed-loop operation.

In many works [40, 46, 49, 50, 80�83], the entire frequency response of the loop

under study is identi�ed and the proportional-integral-derivative (PID) gains of

the controller are adjusted to achieve the desired behavior for that loop. Identi-

�cation of the frequency response is performed by either narrow-band injections,

such as sine sweep [40], or wide-band injections, such as pseudo-random binary se-

quences (PRBSs) [46,80�82]. Other system identi�cation techniques are reported

in [49,50,83], that address di�erent methods to estimate the loop transfer function,

followed by tuning and correction tasks. The above-mentioned methods, however,

require to capture long sequences of data and perform to Fourier Transform, need-

ing, thus, an auxiliary processor in the implementation.

Some other tuning approaches are proposed in [69, 84], that bring with less com-

putational e�ort, as they do not require capturing long sequences of data and

47
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performing Fourier Transform. In these methods, some limit-cycle oscillations are

created in the system, for example, by introducing a perturbations on the output

voltage during the converter soft-start. The oscillation frequency is then mea-

sured and used for proper placement of the zeros of PID compensator. The itera-

tions continue till the oscillation frequency equals the desired crossover frequency.

Also, a low-pass �lter is applied to force the desired phase margin at the refer-

ence crossover frequency. However, these limit-cycle-based methods, also called

as relay-feedback methods, have less identi�cation capabilities with respect to the

frequency response measurement methods. Also, based on the relay-feedback ap-

proach, a relatively large oscillation can be induced in the output of the converter,

although for a short period of time.

Extension of the Middlebrook's analog injection technique [51], to the digitally-

controlled power converters, is the basis of some other studies [85]. The concept of

these methods is to �rstly, �nd the crossover frequency and phase margin of a con-

trol loop, and then to tune the PID parameters of that loop, in order to make the

crossover frequency and phase margin follow some given references. More speci�-

cally, in this technique, a small-signal perturbation is injected into the converters

control loops, and the loop gain at the injection frequency is measured. Then, the

injection frequency is adjusted (with an additional PI regulator) to �nd the unity-

gain frequency, i.e., the crossover frequency. At this frequency, the phase-shift

between the signals before and after perturbation point, gives the phase margin.

This technique requires an e�ectively low signal processing e�ort, and it is able

to perform accurately even in presence of load transients. and it gives the possi-

bility to control the perturbation amplitude. However, continuous monitoring of

the stability margins needs to adjust the injection frequency with an additional

regulator, whose design and digital implementation would require some further

steps.

Some model reference-based tuning approaches are proposed in [67, 68]. In this

techniques, a perturbation with constant frequency�equal to the desired crossover

frequency�is assumed; removing, thus, the need to the above-mentioned regula-

tion of the injection frequency. The small-signal perturbation is injected into a

generic loop, and by processing the signals right before, and right after the injec-

tion point, the desired crossover frequency and phase margins is obtained based

on continuously changing the PID parameters.

This chapter applies a similar concept as [68] to on-line tuning of dc microgrid

power converters. Two simple signal processing algorithms are presented to auto-

tune a generic control loop within power converters. Both approaches are based on

injecting a perturbation at the reference crossover frequency in the feedback path
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of the loop under study. In addition, this work takes account for the situation in

which an unfeasible phase margin is desired. This can happen when the applied

PI or PID provides its maximum allowable phase to compensate a generic loop, at

the reference crossover frequency; but, still the phase margin of that loop is less

than the desired reference phase margin. To tackle this issue, an additional loop

is added to the autotuning block, which adjusts the reference crossover frequency

based on the error between maximum reachable phase margin and the reference

phase margin. Hence, the loop under study, is able to always work at its maximum

allowable bandwidth. To summarize, the proposed techniques:

• are simple and require a short execution time.

• allow the loop under study to achieve the reference phase margin at the

maximum achievable bandwidth.

• are robust to noise and perturbations coming from the other converters con-

nected to the common dc bus. Thus, these techniques allow multiple con-

verters to auto-tune their regulators, simultaneously and independently.

The remainder of this chapter is arranged as follows. Section 3.2 presents the main

concept of the proposed autotuning techniques for dc microgrid power convert-

ers. Section 3.3 describes the proposed signal processing algorithm and di�erent

design aspects. In Section 3.4, an experimental prototype of a dc microgrid is

implemented, in which, one of the proposed autotuning techniques is tested.

3.2 Concept Description

Fig. 3.1 shows the basis of unity-loop-gain measurement and tuning, without inter-

rupting the feedback path. The technique is based on the fact that, the ratio be-

tween the signals before and after perturbation, gives the loop gain: T = −sy/sx.
So, a small-signal perturbation, at the reference crossover frequency, is injected

into a generic loop T , in order to stimulate and acquire the system behavior at

that frequency. Then, the signals sx, sy are being processed, and used to update

the PID parameters, to achieve certain performance for the loop T .

To have a clearer insight on the main idea of this technique, let us remind that, by

de�nition [51], a control loop transfer function shows unity gain at the crossover

frequency fc:

|T (j 2πfc)| = |
−sy(j 2πfc)

sx(j 2πfc)
| = 1 (3.1)
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~ε∗ = 0
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Fig. 3.1. Autotuning of a generic control loop T of digitally-controlled power
converters. The compensator gains (kp, ki, kd) are tuned by the matrix G1 (or
G2) to reach zero error ~ε, i.e., to achieve reference stability margins (f∗c , φ

∗
m).

The error ~ε can be de�ned either based on the estimation technique 1 in 3.3.1,
or based on the estimation technique 2 in 3.3.2.

At this frequency, the phase shift between the two signals sx and sy is the phase

margin:

φm = 180 + ∠T (j 2πfc) = ∠sy(j 2πfc)− ∠sx(j 2πfc) (3.2)

Then, the goal of autotuning is to adaptively update the compensator gains ap-

propriately, in such a way that:

1. the crossover frequency of the considered loop T reaches the desired reference

value: fc → f ∗c , then: |T (j 2πf ∗c )| = |sy(j 2πf ∗c )/sx(j 2πf ∗c )| → 1.

2. the phase margin of T converges to the reference phase margin: φm → φ∗m,

then: ∠sy(j 2πf ∗c )− ∠sx(j 2πf ∗c )→ φ∗m.

In order to meet the two requirements mentioned above, di�erent signal processing

methods can be considered [67, 68]. Regardless of the way to process, the two

signals sy and sx need to have a phase-shift equal to φ∗m at the desired crossover

frequency f ∗c .

Hence, as long as there exist a unity loop gain frequency fc (i.e., |T (j2πf)| > 1

for some frequencies), these techniques are able to tune the PID gains in order to

make fc equal to the injection frequency f ∗c . Unlike [85], in which the injection

frequency needs to be regulated with an additional PI.
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3.3 Proposed tuning techniques

In the following two possible ways are proposed to de�ne the tuning error vector

~ε. The obtained ~ε based on estimation technique 1 is processed by G1 to tune

kp, ki, kd, and the obtained ~ε based on estimation technique 2 is processed by G2.

In both cases, enforcing ~ε to converge to zero, will imply the successful achievement

of the reference crossover frequency and the reference phase margin.

3.3.1 Estimation technique 1

As shown in Fig. 3.2, the �rst proposed technique to obtain ~ε is based on two

principles: a) the di�erence between the amplitudes of sx and sy shows the con-

vergence to the reference crossover frequency. b) the di�erence between the phases

of sx and sy shows the convergence to the reference phase margin.

To better explain the estimation technique 1 in Fig. 3.2, let us assume that a sine

small-signal perturbation sz of amplitude δz, with frequency equal to the desired

crossover frequency f ∗c is injected into a generic control loop of the power converter.

sysz
sx

−T (j2πf ∗
c )

δz sin(θ)

1
s

2πf ∗
c

+

sin(θ) cos(θ)

LPF LPF

sRx + jsIx

sin(θ) cos(θ)

LPF LPF

+ − sIysRysRx sIx

= |sx|ej∠sx
sRy + jsIy
= |sy|ej∠sy

~ε =

[
εm
εφ

]
+ −

∠sy

|sy||sx|

∠sx

εφεm
φ∗
m

− +

Fig. 3.2. Estimation technique 1.
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This results in a perturbation with the same frequency f ∗c in the signals sx, sy.

sx = |sx| cos(2πf ∗c t+ ∠sx), sy = |sy| cos(2πf ∗c t+ ∠sy) (3.3)

These sinusoidal signals can be projected into a common reference frame de�ned

by the in-phase (i.e., sin) and the quadrature (i.e., cos) components of the ref-

erence crossover frequency. The obtained projections can be represented in any

two-dimensional reference frame, like, for example, the complex plane. Herein,

the projections are performed through multiplication by sin and cos terms of the

reference crossover frequency [72]. For example, projection of sx gives:

sx(t) sin(2πf ∗c t) = −|sx|
2

sin(∠sx) +
|sx|
2

sin(4πf ∗c t+ ∠sx) (3.4)

sx(t) cos(2πf ∗c t) =
|sx|
2

cos(∠sx) +
|sx|
2

cos(4πf ∗c t+ ∠sx) (3.5)

The same can be written for sy. According to the basic trigonometric rules, after

multiplication of two sin terms with similar frequency f ∗c , we obtain a dc value

plus a high frequency component (at twice f ∗c ). The dc values give the imaginary

and the real components of the signal sx at f
∗
c (similarly for sy). In order to remove

the high-frequency component at 2f ∗c , some �rst-order low-pass �lters (LPFs) are

used, as shown in Fig. 3.2. If the cut-o� frequency of the LPFs flp is much lower

than 2f ∗c , then, the high frequency components in (3.4) and (3.5) can be discarded.

This implies an accurate estimation of the real and imaginary components of sx:

sIx = − |sx|
2

sin(∠sx), sRx = |sx|
2

cos(∠sx). These values can then be used to �nd the

magnitude and the phase of sx: s
R
x + jsIx = |sx|ej∠sx . Similarly, one can derive

sRy , s
I
y, than can be represented in the polar form: sRy + jsIy = |sy|ej∠sy .

Based on |sx|, |sy|, ∠sx and ∠sy, the error vector ~ε can be de�ned as follows:

~ε =

[
εm

εφ

]
=

[
|sx| − |sy|

φ∗m − (∠sx − ∠sy)

]
(3.6)

Then, as mentioned above,G1 is used to appropriately tune the PID gains kp, ki, kd,

so that both components of the error vector εm, εφ can e�ectively converge to zero.

Reaching the zero error ~ε = 0, means to achieve the reference crossover frequency

f ∗c and reference phase margin φ∗m for the loop T .
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3.3.2 Estimation technique 2

In the second proposed estimation technique shown in Fig. 3.3, sx(j 2πf ∗c ) is shifted

by φ∗m/2 and sy(j 2πf ∗c ) is shifted by −φ∗m/2, so that a phase-shift of φ∗m is enforced

between the two signals sx and sy at f
∗
c [86].

Scheme of the proposed signal processing technique to derive the error vector

~ε is shown in Fig. 3.3. Similarly to the previous case, the real and imaginary

components of sx and sy can be found: sRx , s
I
x and sRy , s

I
y. Then, sx is shifted

by φ∗m/2, using the complex-domain multiplication, and sy is shifted by −φ∗m/2.
Finally, the phase-shifted vectors are subtracted to de�ne the error vector ~ε that

can be represented in any two-dimensional reference frame, like, for example, the

complex plane:

~ε = εR + jεI = sxe
jφ∗m/2 − sye−jφ

∗
m/2 (3.7)

That can be expressed in terms of sx and sy:

~ε = (sRx + jsIx) ∗
(
cos(φ∗m/2) + jsin(φ∗m/2)

)
−(sRy + jsIy) ∗

(
cos(−φ∗m/2) + jsin(−φ∗m/2)

) (3.8)

sysz
sx

−T (j2πf ∗
c )

δz sin(θ)

1
s

2πf ∗
c

+

sin(θ) cos(θ)

LPF LPF

sRx + jsIx

cos(φ
∗
m

2
) + j sin(φ

∗
m

2
)

sin(θ) cos(θ)

LPF LPF

sRy + jsIy

cos(−φ∗m
2
) + j sin(−φ∗m

2
)

+ −

~ε

sIysRysRx sIx

εR + jεI

Fig. 3.3. Estimation technique 2.
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According to (3.8), the complex components of the error vector (εR, εI) can be

expressed as follows:

εR =
(
sRx cos(φ

∗
m/2)− sIxsin(φ∗m/2)

)
−
(
sRy cos(−φ∗m/2)− sIysin(−φ∗m/2)

)
(3.9)

εI =
(
sRx sin(φ∗m/2) + sIxcos(φ

∗
m/2)

)
−
(
sRy sin(−φ∗m/2) + sIycos(−φ∗m/2)

)
(3.10)

At this point, the G1 is applied to appropriately tune the PID gains kp, ki, kd,

so that the real and imaginary components of the error vector εR, εI both can

e�ectively converge to zero. Reaching the zero error ~ε = 0, means to reach the

reference crossover frequency f ∗c and the reference phase margin φ∗m for the loop

T .

Notably, in both techniques of Fig. 3.3 and Fig. 3.2, the projection of the signals

sx, sy along sine and cosine terms of a given crossover frequency f ∗c , leads to the

rejection of any other frequency component that is di�erent from f ∗c . Therefore,

this approach is robust to noise and perturbations coming from other converters,

connected to the common dc bus. This is because, at each converter, the e�ect of

other converters with di�erent perturbation frequencies�di�erent values of f ∗c�

is discarded, thanks to the orthogonality property. Similarly to [72], the LPFs

can be further slowed down, in order to make the approach valid for the case of

multiple converters, that their injection frequencies are very close to each others.

More details on this can be found in [72].

3.3.3 Design of the tuning loop

To process the error vector ~ε that is obtained in the estimation technique 1, a

tuning matrix G1 is applied. Similarly, ~ε obtained based on the estimation tech-

nique 2, is processed by G2. In general, design of G1 or G2 requires a model

of the MIMO plant (from the PID gains up to the error vector). However, due

to the system non-linearities, and possible changes in the system con�guration,

a rigorous modeling of this MIMO loop is not trivial and would require further

information. Instead, herein, some simplifying assumptions are used, which allow

to approximate the MIMO plant, and to design the tuning matrix. For brevity,

herein, just the design aspects of G2 are described. Of course, similar reasoning

and assumptions can be used in the case of G1, as well.
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Fig. 3.4. MIMO feedback system resulting from the tuning scheme shown in
Fig. 3.1.

Let us assume that, G2 consist of only some integral terms:

G2(s) =


g1/s g4/s

g2/s g5/s

g3/s g6/s

 (3.11)

in which, the terms g1-g6 are designed based on the desired behavior for the multi-

input multi-output (MIMO) feedback system shown in Fig. 3.4.

Assumption 1

Dynamics of the tuning loop is mostly determined by the LPFs used in Fig. 3.3,

with a transfer function Glp. As explained above, the cut-o� frequency of the LPFs

flp must be signi�cantly smaller than 2f ∗c to have a precise estimation of real and

imaginary components of sx, sy. Based on this condition, and since the rest of the

estimation process is much faster than the low-pass �ltering part, assumption 1

represents a reasonable approximation of the system dynamics. Hence, the MIMO

open-loop gain under study can be de�ned as: H = Glp ∗Kh; being, Kh, a 2-by-3

static gain matrix from the PID gains up to the error vector:

Kh =

[
kh1 kh3 kh5

kh2 kh4 kh6

]
=

[
∂εR

∂kp
∂εR

∂ki

∂εR

∂kd

∂εI

∂kp
∂εI

∂ki

∂εI

∂kd

]∣∣∣∣∣
f=f∗c

(3.12)

By referring to Fig 3.3, it is possible to write:

sx(j2πf) =
1

1 + T (j2πf)
sz(j2πf) (3.13)

sy(j2πf) = − T (j2πf)

1 + T (j2πf)
sz(j2πf) (3.14)
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Then, by substituting (3.13) and (3.14) in (3.7), we can get:

kh1 + jkh2 =
∂~ε(j2πf)

∂kp

∣∣∣∣
f=f∗c

=
∂
(
sx(j2πf)ejφ

∗
m/2 − sy(j2πf)e−jφ

∗
m/2
)

∂kp

∣∣∣∣∣
f=f∗c

= sz(j2πf)
∂

∂kp
(
ejφ

∗
m/2 + T (j2πf)e−jφ

∗
m/2

1 + T (j2πf)
)

∣∣∣∣
f=f∗c

(3.15)

that can be derived based on the di�erentiation identities, as:

kh1 + jkh2 = sz(j2πf)

(
1 + T (j2πf)

)
· e−jφ

∗
m/2 ∂T (j2πf)

∂kp(
1 + T (j2πf)

)2

∣∣∣∣∣
f=f∗c

− sz(j2πf)

(
ejφ

∗
m/2 + T (j2πf)e−jφ

∗
m/2
)
·
∂T (j2πf)

∂kp(
1 + T (j2πf)

)2

∣∣∣∣∣
f=f∗c

= −j2sz(j2πf)sin(φ∗m/2)

∂T (j2πf)
∂kp(

1 + T (j2πf)
)2

∣∣∣∣∣
f=f∗c

(3.16)

in which, we can consider a zero angle for the injection signal sz, thus: sz(j2πf
∗
c ) '

δz. Because, as mentioned above, the common reference frame�to which the sig-

nals sx, sy are projected�is de�ned by the reference crossover frequency. At this

point, if the loop gain T is not known a priori, some approximations around ref-

erence crossover frequency may be considered, such as the assumption introduced

below.

Assumption 2

The magnitude, and the phase of T around reference crossover frequency (i.e.,

|T (j2πf ∗c )|, and ∠T (j2πf ∗c )) are about 0 dB , and φ∗m − 180 deg, respectively.

This assumption is considered based on the behavior of the tuning loop around

the steady-state point. In order to �nd the rate of change in T with respect to

changes in the proportional gain, we can assume a generic plant transfer function

Gpl, then:

∂T (j2πf)

∂kp

∣∣∣∣
f=f∗c

=
∂
(
Gpl(j2πf) · (kp + ki

j 2πf
+ kd ∗ (j 2πf))

)
∂kp

∣∣∣∣∣∣
f=f∗c

= Gpl(j2πf
∗
c )

(3.17)
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in which, Gpl(j2πf
∗
c ) can be found by using Assumption 2, and based on the fact

that T (j2πf ∗c ) = Gpl(j2πf
∗
c ) ·

(
kp + ki

j 2πf∗c
+ kd · (j 2πf ∗c )

)
' 1ej(φ

∗
m−180).

Gpl(j2πf
∗
c ) =

1ej(φ
∗
m−180)

kp + ki
j 2πf∗c

+ kd · (j 2πf ∗c )
(3.18)

Thus, by using (3.18) in (3.17) and replacing the result in (3.15), it is possible to

�nd kh1 , k
h
2 . Therefore, the design of the tuning loop is not limited to the cases

that a complete model of the system is available.

Similarly, the other components of the matrix Kh can be found:

kh3 + jkh4 =
∂~ε(j2πf)

∂ki

∣∣∣∣
f=f∗c

, kh5 + jkh6 =
∂~ε(j2πf)

∂kd

∣∣∣∣
f=f∗c

(3.19)

Hence, one can �nd the MIMO plant transfer function around the operating point

(the reference crossover frequency and the reference phase margin). Accordingly,

the tuning loop can be designed.

3.3.4 Unfeasible reference phase margin

In order to investigate the feasibility of the tuning goal φm → φ∗m at the reference

crossover frequency f ∗c , let us write the phase margin of T in terms of the plant

transfer function and the compensator phase, at f ∗c :

φm(j 2πf ∗c ) = 180 + ∠T (j 2πf ∗c ) = 180 + ∠Gpl(j 2πf ∗c )

+∠(kp +
ki

j 2πf ∗c
+ kd ∗ (j 2πf ∗c ))

(3.20)

Thus, the PID gains must be chosen so as to provide the required phase compen-

sation: φ∗m − 180 − ∠Gpl(j 2πf ∗c ). It can happen that, the applied PID provides

its maximum allowable phase θmax, but still φm(j 2πf ∗c ) is less than φ∗m. In other

words, the desired φ∗m is not feasible at the requested crossover frequency f ∗c .

Let us assume that the voltage control loop of a buck converter�that works in

parallel with another similar converter�is being tuned. Theoretically, we expect

that a certain φ∗m is achievable when both converters are connected to the dc bus;

while, when the second is disconnected, φ∗m is no longer feasible at the requested

crossover frequency f ∗c . For the estimation technique 1, the infeasibility can be

understood from non zero angle di�erence: εφ 6= 0. In the case of estimation tech-

nique 2, the infeasibility can be understood either from non zero real or imaginary

component of the error signal: εR 6= 0 or εI 6= 0. Fig. 3.5 shows an example
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f ∗
c

Fig. 3.5. Simulation results of the tuning technique 2 in Fig. 3.3, applied to the
voltage loop of a buck converter (converter #1), that works in parallel with a

similar converter (converter #2).

of implementing the tuning technique 2 in the voltage loop of converter #1. The

control structure and parameters detailed in Section 3.4. As can be seen, εR is zero

when the two converters work in parallel., and it becomes non-zero when converter

#2 is disconnected, showing thus the infeasibility of φ∗m for a single converter case.

This issue can be tackled in several ways. One possibility is to detect the unfeasible

phase margin based on the non-zero error vector (εφ 6= 0 in the tuning technique

1 and |~ε| 6= 0 in the technique 2). As shown in Fig. 3.6, |~ε| is processed by an

additional regulator (herein just an integral part kex,1/s) to decrease the reference

crossover frequency f ∗c up to point at which the reference phase margin is then

achievable. This additional loop should be much slower than the tuning loop.

It can also happen that the reference phase margin is less than the maximum
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Fig. 3.6. Modi�ed version of the tuning scheme shown in Fig. 3.1, allowing to
decrease the reference crossover frequency in order to always reach the reference

phase margin.
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Fig. 3.7. Simulation results of applying the modi�ed tuning technique shown in
Fig. 3.6 to the voltage loop of a buck converter (converter #1), that works in

parallel with a similar converter (converter #2).

achievable phase margin in a given bandwidth. In this case, ideally, the algorithm

should allow to increase the reference bandwidth frequency to an upper bound.

This is, however, not possible based on the approach of Fig. 3.6. For the same

example in Fig. 3.5, the method shown in Fig. 3.6 is applied, and the results

are shown in Fig. 3.7. As can be seen, although this additional loop successfully

decreases the initial reference f ∗c,i to make φ∗m achievable at f ∗c , but, when the

converter #2 is reconnected again to the bus, the system fails to retrieve the

initial f ∗c . This issue can be solved by looking also at the angle of the error vector

∠~ε. Then, f ∗c can be either increased or decreased based on the sign of ∠~ε. This

is similar to the common-practice of maximum power point tracking techniques

addressed in the literature [87], that, however, bring with some non-linearities.

Herein, we propose to use the scheme shown in Fig. 3.8 in order to tackle the issue
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−T = sy/sx
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]
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+
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∠(kp + ki
j 2πf∗c

+ kd ∗ (j 2πf ∗c ))θmax

or
[
G2

]

Estimation technique 1 or 2

Fig. 3.8. Modi�ed version of the tuning scheme shown in Fig. 3.1, allowing to
track maximum reachable bandwidth, under achievement of the reference phase

margin.
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Fig. 3.9. Simulation results of applying the modi�ed tuning technique shown in
Fig. 3.8 to the voltage loop of a buck converter (converter #1), that works in

parallel with a similar converter (converter #2).

of unfeasible reference phase margin. Based on this method, f ∗c can be properly

adjusted (by including an integral part kex,2/s), in order to allow the loop T to

always achieve the desired phase margin φ∗m. To better clarify this aspect, let us

consider two possible cases: i) when the maximum achievable phase margin is less

than φ∗m, then f
∗
c will be decreased to make the reference phase margin feasible, ii)

when the maximum achievable phase margin is more than the reference φ∗m, then

f ∗c will increase to a given upper bound. Thus, the loop under study will operate

at its maximum allowable bandwidth, under achievement of the reference phase

margin. It is also worth mentioning that, this external loop must be much slower

than the tuning loop so that f ∗c can be almost constant during the transient of

tuning loop. For the same example in Fig. 3.5, the tuning scheme shown in Fig. 3.8

is applied, and the results are shown in Fig. 3.9. As can be seen, when the converter

#2 is disconnected, the initial reference f ∗c,i is decreased so that φ∗m is achievable

at f ∗c . On the other hand, when the converter #2 is reconnected again to the

bus, the system successfully retrieves the initial f ∗c , meaning that the loop T is

always operating at its maximum allowable bandwidth, under achievement of the

reference phase margin.

3.3.5 Application to the dc microgrid power converters

The DER converters operating in a dc microgrid usually involve multiple control

loops. The proposed technique can be applied to the PID regulator of any loop

within power converters, as long as that loop can be assumed as a linear time

invariant (LTI) system. An example of DER converters operating in dc microgrid

is shown in Fig. 3.10. As can be noticed, it includes the inductor current and

the output voltage loops, that can be designed based on standard procedures, as

described in the literature, for example, in [39]. In addition, the droop loop is

used to address di�erent needs of dc microgrids such as power sharing [18]. The
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Fig. 3.10. Droop-controlled DER converter equipped with the proposed auto-
tuning technique addressed in Fig. 3.8.

droop loop adopted here modi�es the output reference voltage as:

vref = Vsp − kdr · io (3.21)

where vref is the output voltage reference, Vsp is the dc bus voltage set point at

no-load condition, kdr is the droop coe�cient, and io is the output current. In

this case, due to the buck topology, the output current io can be replaced by

the inductor current iL, as they are equal in the steady state, and no additional

sampling is needed. The droop coe�cient and the voltage set point used in this

work are chosen based on the well-known droop control design methods in the

literature, such as [88], [89].

3.4 Case Study and Experimental Results

The prototype considered in this work is shown in Fig. 3.11, which emulates an

islanded dc microgrid. It consists of three droop-controlled buck converters, each

implementing the structure shown in Fig. 3.10, with system parameters listed in

Table 3.1.

The converters have equal droop coe�cients kdr = 1.33 V/A, and the voltage set-

point is Vsp = 200 V. Also, the current regulator Gi(s) is the same for all the three

converters (the proportional term=0.2, and the integral term=8). But, the voltage

regulators Gv(s) are chosen di�erently. In the voltage regulator of converter #2,
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Fig. 3.11. The laboratory setup emulating an islanded dc microgrid. Each power
converter implements the structure shown in Fig. 3.10.

the proportional term is 0.084, and the integral term is 870, while for converter

#3 the proportional and the integral terms are 0.042 and 435, respectively. Gv(s)

of converter #1� in which the tuning technique is implemented� is a PID with

the initial proportional, integral, and derivative terms equal to 0.084, 870, and

0.00001, respectively. In this work, for brevity, only the experimental validations

of the estimation technique 2 ( shown in Fig. 3.3) are reported.

The proposed adaptive tuning algorithm is used to tune the PID parameters of

the voltage regulator Gv(s) of converter #1 in the setup shown in Fig. 3.11, where

the load is just a resistor RL = 150 Ω. In this test, the tuning goal is to achieve

f ∗c = 500 Hz, and φ∗m = 75 deg, for the droop loop. The tuning matrix G2 is

designed based on the assumptions and approximation mentioned in Section 5.5.C.

In particular: g1, g4, g6 ' 0, g2 = 2.5, g3 = 6250, g5 = 0.00023. Experimental

results of the real and imaginary components of the tuning-error vector are shown

in Fig. 3.12. As can be seen, within a short time after starting the tuning, both εR,

Parameter Symbol Value

Input voltage Vin 380 V

Nominal bus voltage Vbus 200 V

Nominal power Pnom 3 kW

Output side inductance Lout 1.6 mH

Output side capacitance Cout 110µF

Switching frequency fsw 12.5 kHz

Load Resistance RL 150 Ω

Table 3.1: Parameters of the setup shown in Fig. 3.11
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vbus (2 V/div), offset=200 V 198.6 V

tuning starts

io1 (2 A/div)

εI ( 0.15 /div) 0

0εR ( 0.15 /div)

Fig. 3.12. Experimental results of tuning Gv(s) of converter #1, showing the
convergence of both εR, εI to zero, which means that the desired stability mar-

gins are achieved. Time scale: 0.5 sec/div.
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0.084
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tuning starts

Fig. 3.13. Experimental results of tuning Gv(s) of converter #1, showing the
required changes in the PID gains in order to obtain the desired stability margins.

Time scale: 1 sec/div.

εI converge to zero, con�rming the correct achievement of the desired crossover

frequency and phase margin. Fig. 3.13 shows the experimental results of theGv(s)

gains of converter #1. As can be seen, the PID gains vary from the initial values

mentioned above, to the �nal, steady-state values of 0.285, 1190, and 0.000014,

respectively, for the proportional, integral, and derivative terms. It is also worth

highlighting that, the bus voltage ripple, due to the tuning perturbation, stays

within a reasonably small range (less than 0.2% of the nominal value). This means

that, the small-signal perturbation amplitude δz is designed in such a way that

the tuning process does not disturb the normal operation of the system (herein,

δz = 0.4V ).
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In order to evaluate the correctness of the achieved PID gains, the actual stability

margins of the droop loop, before and after tuning, are found by means of the

Sweep Frequency Response Analysis (SFRA) tool [79]. Based on SFRA, the droop

loop of converter #1 in Fig. 3.11 is perturbed frequency-by-frequency. Then, by

evaluating the Fourier Transform of the inputs and outputs, the frequency response

is calculated, and used to �nd the stability margins.

The analytical model of the droop of converter #1 before tuning, compared with

the experimentally-measured frequency response is shown in Fig. 3.14. Similarly,

after tuning theGv(s) gains, the analytical model of the droop loop of converter #1

together with the experimental measurement results is shown in Fig. 3.15. In both

cases, good matching between analytical models and experimental measurements

can be observed, tha con�rms the correctness of the performed analysis. It is also

worth noticing that, the crossover frequency and phase margin of the droop loop,

before applying the tuning are respectively, fc = 365 Hz, and φm = 65 deg. After

tuning, on the other hand, the calculated stability margins are fc = 530 Hz, and

φm = 76 deg, which are almost equal to the reference stability margins (in this

experiment: f ∗c = 500 Hz, and φ∗m = 75 deg). Hence, both of the conditions 1

and 2, mentioned in Section 3.2 are satis�ed: fc → f ∗c , with around 5% error, and

φm → φ∗m, with around 1% error.

In order to verify the performance the proposed tuning technique shown in Fig. 3.8,

in the case that an unfeasible phase margin is desired, the same setup as Fig. 3.11

has been considered. To make the situation slightly di�erent, the load subsystem is

changed to a 1.5 kW CPL. The same tuning matrix G2 as the previous experiment

is also used here. Experimental results of this test are shown in Fig. 3.16. As
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Fig. 3.14. Analytical model and experimentally-measured (SFRA) frequency
responses of the droop loop of converter #1, before tuning Gv(s).
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Fig. 3.15. Analytical model and experimentally-measured (SFRA) frequency
responses of the droop loop of converter #1, after tuning Gv(s).

can be seen, the error vector ~ε is initially non-zero; meaning that the desired

phase margin for the droop loop (φ∗m = 70 deg) is not achievable at the reference

crossover frequency f ∗c = 600 Hz. In this case, because of the speci�c operation

condition of the MIMO loop as addressed by (3.15), just the imaginary part of the

error εI depends on the phase, and shows non-zero initial value. After activating

the external loop in Fig. 3.8 to track the maximum allowable bandwidth, f ∗c is

decreased to around 470 Hz, thus, allowing the droop loop to achieve the desired

reference phase margin φ∗m = 70 deg.

vbus (1 V/div), offset=200 V

600 Hz

199.5 V

εI ( 0.2 /div) 0

0εR ( 0.2 /div)0

Start the maximum

-0.1

f ∗
c (220 Hz/div)

470 Hz

bandwidth tracker

Fig. 3.16. Experimental results of the error vector and the reference crossover
frequency, before and after activating the external loop in Fig. 3.8, that tracks

the maximum allowable bandwidth. Time scale: 1 sec/div.
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3.5 Summary

Two on-line tuning techniques for the dc microgrid power converters are discussed

in this chapter. Based on these techniques, a small-signal perturbation at the de-

sired crossover frequency is injected into a generic control loop of power converters.

Then, the signals right before, and right after the perturbation point are processed

to de�ne an tuning error. The PID gains of the compensator are then tuned to

make the error signal converge to zero, i.e. to reach the reference crossover fre-

quency and phase margin. In addition, the situation of unfeasible reference phase

margin at a given reference crossover frequency, is also taken into account. The

proposed tuning method is applied to a laboratory setup composed of three droop-

controlled converters. According to the reported experimental results, the voltage

regulator parameters are adjusted appropriately, leading the tuning error reach

to zero. Besides, the experimental frequency responses of the converter, before

and after tuning show that, the desired stability margins for the droop loop are

achieved with a good accuracy.



Chapter 4

Applying PRBSs for loop gain

identi�cation and adaptive tuning

4.1 Introduction

The stability monitoring and autotuning techniques described in Chapter 2 and

Chapter 3 are very simple, do not need lengthy data measurements, and also

do not need an auxiliary processor in the implementation. However, they just

provide us with the control loop behavior around 0 dB crossing frequency and 180

deg crossing frequency (i.e., they just give us the stability margins). Although this

can be enough for stability studies, but it does not provide us with the control

performance of a generic loop over the entire bandwidth. An example of this issue

can be a loop with multiple 0 dB crossover frequencies, which can be a limitation,

or can add further complexity to stability monitoring addressed in Chapter 2.

Thus, in order to have a full picture about the control performance of a generic

loop over the entire bandwidth, we need to measure the whole frequency response

of that loop.

As mentioned in Chapter 1, several approaches are proposed to measure the loop

gains of digitally-controlled power converters. The existing methods are based on

67
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exciting the system either by the frequency sweep of a narrow-band signal, such

as sine waves [40, 41], or by a wide-band signal, such as impulse [42], or PRBSs

[43�45]. Consequently, the loop gain is obtained by applying the fast Fourier

transform (FFT). The main advantage of wide-band perturbation is that, it can

excite multiple frequency components at once, without needing the time consuming

frequency sweep used in the narrow-band case. This signi�cantly reduces the

measurement time.

Among many possible wide-band injections [44], PRBS is interesting for switched-

mode power supply (SMPS) applications, because of the frequency resolution, the

short time required for identi�cation, and the possibility of adjusting the injection

bandwidth. Also, the peak factor is very low due to the binary nature, which

makes it well-suited for sensitive systems that require a perturbation with small

amplitude [37]. Furthermore, it can be generated simply, by means of feedback

shift registers.

Details of PRBS-based identi�cation techniques is given in the literature [43,83,90].

These studies assume a generic control loop of digitally-controlled power converters

as an LTI system. Fig. 4.1 shows a generic loop Ts within a power converter,

in which a small-signal PRBS u is injected in the feedback loop. For such an

LTI system, the sampled behavior can be described based on the discrete-time

convolution concept [91]:

sout(n) =
∞∑
i=1

h(i)u(n− i) + sn(n) (4.1)

where sout(n) is the sampled output signal, u(i) is the sampled input perturbation

signal (PRBS), h(i) is the system impulse response, and sn(n) is the disturbance

during that sampling period, that can be the switching and quantization noise.

Switched Mode

−so
sref

+

soutsin

Ts

ADC
Power Converter

DPWM

+Compensator

u
Gu,in Gu,out

PRBS generator

Fig. 4.1. Loop gain measurement by injecting a PRBS signal u at any point of
the digital feedback loop, for example, before the compensator.
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The cross correlation of the perturbation signal u and the output signal sout can

be de�ned as follows:

Ru,out(k) =
∞∑
n=1

u(n)sout(n+ k) =
∞∑
n=1

h(n)Ru,u(k − n) +Ru,n(k) (4.2)

where Ru,u(k) represents the autocorrelation of perturbation signal u, and Ru,n(k)

is the cross correlation of the perturbation signal u and the noise signal sn. If

the PRBS is a good approximation of the white noise, then the following two

properties hold [90]:

Ru,u(k) ' δ(m), Ru,n(k) ' 0. (4.3)

Of course, if the perturbation signal is a pure white noise, then the approximations

in (4.3) become accurate. Fig. 4.2a shows a pure white noise between −1 and 1,

and Fig. 4.2b shows a single period of PRBS. Their corresponding autocorrelation

functions Ru,u(k) are shown in Fig. 4.2c and Fig. 4.2d, respectively. As can be

seen, the auto-correlation of a PRBS is very similar to a delta function. Thus,
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(d) Autocorrelation of the PRBS

Fig. 4.2. A pure white noise and a PRBS, together with their corresponding
autocorrelations.
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some of the probable errors in the results of PRBS-based identi�cation will be

due to the di�erence between autocorrelation of PRBS (Fig. 4.2d) and the ideal

delta function (Fig. 4.2c). This �gures report a continuous-time example. Similar

conclusion can be made for the case of discrete-time [43].

By using (4.3) in (4.2), the cross correlation equation becomes the discrete-time

impulse response of the system:

Ru,out(k) ' h(k). (4.4)

Consequently, by evaluating the discrete Fourier transform (DFT) of the cross cor-

relation results, we can transform the obtained impulse response to the frequency

response of Gu,out shown in Fig. 4.1.

Gu,out(jw) ' DFT{Ru,out(k)}. (4.5)

Similarly, Gu,in can also be found by calculating the DFT of the cross correlation

between the perturbation signal u and the loop input signal sin, as Gu,in(jw) '
DFT{Ru,in(k)}. Finally, the frequency response of the loop under study T can be

evaluated as follows:

T (jw) =
Gu,out(jw)

Gu,in(jw)
. (4.6)

An important property of PRBSs, which is less elaborated in the literature, is their

controllable frequency content. In other words, it is possible to generate several

PRBSs that each have di�erent frequency components [92]. This feature is particu-

larly interesting for multiple-input multiple-output (MIMO) system identi�cation,

where several orthogonal injections are required. Multiple orthogonal PRBS in-

jection is discussed in some studies. For example, in [92] and [74], the stability of

ac grid-connected systems is investigated by performing on-line measurements of

dq domain grid impedance. To this end, two orthogonal PRBSs, are injected into

d and q axes. Thus, the dq impedances are simultaneously measured in a single

measurement cycle, and the operating conditions of the system remain e�ectively

constant during the measurement. Similarly in [93], authors propose the use of

periodic ternary sequences for dq grid-impedance measurements, considering the

probable non-linearities involved in power-electronics systems. In [32], multiple

orthogonal PRBSs are used to measure the converters output impedances in a

multi-converter system to investigate the stability conditions based on impedance.

However, the necessity and the application of multiple orthogonal PRBSs in si-

multaneous identi�cation of several control loops within a DER converter are not

speci�cally addressed.
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This work aims to extend the same concept described in [37,46], from a single-loop

identi�cation to the simultaneous identi�cation of multiple loops within dc micro-

grid power converters. When injecting the PRBS in a generic control loop, its

amplitude must be properly set, based on the signal-to-noise ratio (SNR) in order

to excite the dynamics of that loop over its entire bandwidth. Usually, the control

loops of a multi-loop system, have di�erent SNR levels, and di�erent bandwidths.

So, the injection amplitude at each loop, must be adjustable based on the SNR

level of that loop, and independently from the other loops. To this end, multiple

orthogonal PRBSs can be injected into di�erent control loops, at the same time.

This will allow to independently set the injection amplitudes and thus, gives the

possibility to simultaneously identify several loops. As the injections excite the

system at di�erent frequency components, simultaneous identi�cation of multiple

loops can be performed, without the need for cross-correlation or other signal-

processing steps, as discussed in [43]. Since all the identi�cations are achieved in

only one measurement cycle, the overall measurement time is relatively low [92].

Besides, the system operating conditions remain e�ectively constant during the

measurements, which is of paramount importance for accurate monitoring and

tuning actions. To summarize, this work proposes to apply multiple orthogo-

nal PRBS injections in simultaneous monitoring of several control loops within

dc microgrid power converters. Besides, the necessity of having orthogonal per-

turbations for the simultaneous identi�cation of several loops is experimentally

shown. Finally, an adaptive tuning algorithm is presented to adjust the digital

compensator based on the identi�cation results, in order to reach certain dynamic

performances.

The remainder of this chapter is organized as follows. Section 4.2 presents the ba-

sics of the orthogonal PRBS generation, and its application to dc microgrid power

converters. Section 4.3 describes the system under study and the corresponding

small-signal models. In Section 4.4, an experimental prototype of a dc microgrid is

implemented, and the converters control loops are identi�ed simultaneously, by us-

ing orthogonal PRBSs. The identi�cation results are then used in adaptive tuning

of the voltage regulator parameters, in order to reach a certain desired dynamic

performance.
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4.2 Simultaneous frequency response measurement of mul-

tiple control loops

This work aims to measure the frequency responses of multiple control loops,

by simultaneous injection of orthogonal PRBSs. Although in some cases, there

may be no strict need to multiple PRBSs, i.e., a single PRBS might be enough

to identify several loops, depending on their speci�c transfer functions and their

SNR levels. An example is the injection of a PRBS at the most external loop, and

measuring several loops by separately choosing the input-output points of each

loop, required for the FFT process. However, this is not always possible. In the

outlined scenario, if the outer loop is much slower than the inner loops�which is

normal in multi-loop systems�then, the amplitude of the PRBS injected at the

most external loop is not enough to excite the inner loops at high frequency ranges.

While, it successfully identi�es the outer loop over its bandwidth. This aspect is

further discussed in Section 4.4. Therefore, ideally, the PRBS amplitude should

be adjustable depending on the loop under investigation, and independently from

the other loops. In this context, presence of a separate PRBS at each loop, shows

its merit.

4.2.1 Generating orthogonal excitations

Orthogonal PRBSs can be generated in di�erent ways [94, 95]. Herein, the algo-

rithm proposed in [94] is adopted, which is based on feedback shift registers, as can

be seen in Fig. 4.3. The same algorithm is used in [92] for generating two orthog-

onal PRBSs. While, herein, the concept is extended to generate M orthogonal

PRBSs, in the following three steps [96]:

(i) On top of Fig. 4.3, an N -bit-length shift register is used to generate a peri-

odic PRBS. As described in [94], the initial state of the register can be any

value except 0,0,. . . ,0. Then, by means of a feedback term, 2N − 1 possible

combinations of the N -bit binary number are synthesized. The feedback

term, herein, is built by using the XOR operation. Hence, the �rst sequence,

PRBS1, also known as maximum-length binary sequence (MLBS), is gen-

erated. A comprehensive list of possible feedback connections to produce

MLBSs can be found in [94]. The generated MLBS is then, mapped between

−KMLBS and KMLBS, in order to produce a symmetrical signal, with an

average close to zero. Based on the number of bits, the MLBS length can be



Chapter 4. Applying PRBSs for loop gain identi�cation and adaptive tuning 73

written as:

lMLBS = 2N − 1 (4.7)

The energy spectrum of MLBS is shown in Fig. 4.4. As can be noticed, the

energy spectrum follow a sinc2 function, in which the power drops to zero

dB at the generation frequency of the sequences, which can be de�ned as

follows:

fgen = fs/kgen (4.8)

where fs is the sampling frequency at each loop, that herein, is considered

equal to the switching frequency of the converters (fs = fsw). The factor kgen

is a positive integer de�ning the desired measurement bandwidth. Choice

of kgen is further detailed later in this Section. The r-th component of the

MLBS spectrum is:

fMLBS
r =

fgen
2N − 1

· r, r = 1, 2, 3 . . . (4.9)

(ii) There are several ways to generate another PRBS, that is orthogonal to

PRBS1 [94]. For instance, in Fig. 4.3, a 2-bit shift register�whose initial

value can be either 0,1 or 1,0� is used to produce the sequence 0,1,0,1,

. . . , or 1,0,1,0, . . . . By adding the repeated sequence 0,1,0,1, . . . , to the

original MLBS, we are actually doubling the MLBS, and inverting every

KMLBS 2

XOR

︸︷︷︸ N+1
2

N−1
2 ︸︷︷︸
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(MLBS)
PRBS1

1
Z

1
Z

1
Z

1
Z

1
Z

XOR

KIRS12

(IRS1)
PRBS2

r1 = 2 ︸︷︷︸

1
Z

1
Z

2

PRBSm+1

(IRSm)
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Z

Fig. 4.3. GeneratingM orthogonal PRBS signals (including an MLBS andM−1
IRS signals), by using an N -bit feedback shift register. N is an odd integer in

this example.
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other digit of the doubled sequence. At the simplest case, for N = 2, a

possible MLBS is the periodic sequence: 1,1,0,1,1,0, . . . , which after XOR

with 1,0,1,0, . . . , creates the new sequence 0,1,1,1,0,0,0,1,1,1,0,0, . . . . As

can be noticed, the new sequence is the double of MLBS, having inverted

every other digit of it. So, the length of the new sequence, that is usually

referred to as inverse-repeated sequence (IRS), is twice the length of the

original MLBS. This, in frequency domain, is equivalent to excite the half of

each frequency component of the original MLBS. Thus, and because of the

inversion property [94], the new signal PRBS2 does not have energy at same

frequencies as PRBS1, as shown in Fig. 4.4. In other words, IRS1 (PRBS2)

is orthogonal to MLBS (PRBS1). Finally, IRS1 is mapped between −KIRS1

and KIRS1 , in order to produce a symmetrical signal with an average close

to zero.

(iii) Similarly, the sequence 0,0,1,1,0,0,1,1, . . . can be added to the original MLBS

in order to generate IRS2 (PRBS3), that is orthogonal to the two previous

signals PRBS1, PRBS2. The same procedure can be repeated to generate an

arbitrary number (M) of orthogonal PRBS signals (MLBS and M − 1 IRS

sequences). As can be noticed in Fig. 4.4, the produced PRBS sequences

have power at di�erent frequencies and, thus, they are uncorrelated over

their common period, which is lIRSm . The length of each IRS sequence can

be written as follows:

lIRSm = lm ∗ (2N − 1), m = 1, ...,M − 1 (4.10)
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Fig. 4.4. Energy spectra of the PRBSs generated based on the algorithm shown
in Fig. 4.3. The generated PRBSs are orthogonal over their common period

lIRSm .
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in which, lm = 2m. Based on Fig. 4.4, the r-th component of each IRS

spectrum is:

f IRSmr =
fgen
lIRSm

· (2r − 1), r = 1, 2, 3, . . . (4.11)

Notably in (4.11), for any value of m and r, the frequency components of

di�erent PRBSs do not overlap each other.

It is worth mentioning that in Fig. 4.4, the power spectra of the IRS signals have

an instant drop to zero at fgen
rm

and its harmonics.

A minor drawback of this algorithm is the fact that, when generating each new IRS

signal that is orthogonal to all the existing PRBSs, we go down with a factor of

two in the frequency domain, as can be seen in Fig. 4.4. This implies an increase

in the identi�cation time by a factor of two for each additional loop. This is,

however, still much faster than performing one-by-one measurements of several

loop gains [44].

Regarding the PRBS generation parameters, it is worth noticing that, 1 ) choice

of N is a tradeo� between the number of identi�ed points, and the identi�cation

speed. A smaller N , according to (4.10) will lead to the shorter length of MLBS

and IRS, thus a faster identi�cation can be achieved. On the other hand, if we

need a higher frequency resolution, according to (4.9), we should choose a higher

N [92]. 2 ) kgen is chosen according to the desired measurement bandwidth. For

identifying high-bandwidth loops, fgen must be high, then based on (4.8), kgen

must be low. On the other hand, for the slow loops, kgen should be high, so

that, fgen is low, and the �rst component of the identi�ed frequency response

(fgen/lMLBS) locates in a lower range. In addition, it is important to notice that

kgen must be at least two, to avoid aliasing. According to these three requirements,

the value of kgen should be chosen [92, 94]. 3 ) In general, all the PRBS ampli-

tudes are di�erent (KMLBS 6= KIRS1 6= KIRSm), because the perturbations are

injected in multiple loops with di�erent SNR levels. Thus, ideally, each amplitude

must be adjustable, independently form the others. More details on the choice of

perturbation amplitudes is given in Section 4.4.

4.2.2 Using orthogonal PRBSs in dc microgrid power converters

Let us suppose that, there exist M generic control loops within a DER converter

operating in the dc microgrid. In this work, each loop is assumed as a linear

time invariant (LTI) system. As mentioned above, this chapter proposes to use
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Fig. 4.5. Applying M orthogonal PRBSs to simultaneous identi�cation of M
control loops within a dc microgrid power converter.

M orthogonal PRBSs to monitor the frequency responses of all the loops within a

dc microgrid power converter, simultaneously. The orthogonal PRBSs generated

by the algorithm shown in Fig. 4.3, are applied to the multiple control loops of

a DER converter, as displayed in Fig. 4.5. As can be noticed, in addition to

the inner current and voltage loops, the DER converter can, in general, involve

some outer control loops, such as the droop loop, the power loop, the virtual

impedance loop, etc [26]. Therefore, the number of control loops within a dc

microgrid power converter will determineM in Fig. 4.3 and Fig. 4.4. As mentioned

above, the higherM leads to the higher measurement length, and thus, the higher

identi�cation time.

4.2.3 Loop gain measurement in multiple converters

As mentioned above, dc microgrid is a multi-converter environment. So, the per-

turbation injected in a certain converter can also have an e�ect on the other

converters connected to the common dc bus [72]. Therefore, if several converters

inject perturbations at the same time, the resulting perturbations on the dc bus

can combine and lead to a reduction in the precision of the identi�ed models, as

discussed in chapter 2. This issue can be managed in various ways, depending on

the application.
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One possible way is to force the PRBSs of each converter to be not only uncorre-

lated to each others, but also uncorrelated to the PRBSs of the parallel convert-

ers. This, of course, means to have a primary assumption when setting up the

monitoring units of the converters, or to have a communication between di�erent

converters. In addition, for high number of parallel converters, each identifying

M control loops, the number of orthogonal sequences largely increases. This, as

mentioned above, will highly increase the identi�cation and processing time, that

is not desirable.

Herein, a supervisory control is adopted based on which, di�erent injection time

slots can be assigned to di�erent converters. Hence, the monitoring units of mul-

tiple converters are activated sequentially and without overlaps in their injection

periods.

4.3 Case study

The islanded dc microgrid considered in this work is shown in Fig. 4.6. It consists

of three buck converters with similar system parameters as listed in Table 4.1. The

load subsystem, herein, consists of only a resistive part RL. Each buck converter

implements the structure shown in Fig. 4.7. As can be seen, three control loops are

included: the inductor current loop, the output voltage loop, and the droop control

loop. The current and the voltage regulators are designed based on standard

procedures, as described in the literature, for example, in [39].

In particular, the current loop bandwidth is chosen around one-tenth of the switch-

ing frequency fsw = 12.5 kHz (herein 1000 Hz). Then, the voltage loop bandwidth

dc bus

io2

io1

DER1
+
−

io3

Load

Converter #1

DER2
+
−

Converter #2

DER3
+
−

Converter #3

Fig. 4.6. The dc microgrid model under study.
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Parameter Symbol Value

Input voltage Vin 380 V

Nominal bus voltage Vbus 200 V

Nominal power Pnom 3 kW

Output side inductance Lout 1.6 mH

Output side capacitance Cout 110µF

Switching frequency fsw 12.5 kHz

Load Resistance RL 150 Ω

Table 4.1: Parameters of the setup shown in Fig. 4.6

is set to around half of the current loop bandwidth. As listed in Table 4.2, all the

converters have equal current regulators. But, the voltage regulator of converter

#3 is di�erent from those of converters #1 and #2, as it can happen in a real dc

microgrid that di�erent converters have di�erent parameters.

The converters also implement the droop controller, which is widely used in the

literature [17, 18] to address various needs of dc microgrids (e.g., bus voltage reg-

ulation and power sharing among di�erent sources). The droop loop adopted in
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Fig. 4.7. Structure of the DER converters considered in Fig. 4.6. In this work,
the current and the droop control loops (of converter #1) are simultaneously

monitored.
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this work modi�es the output reference voltage as:

vref = Vsp − kd · io (4.12)

where vref is the output voltage reference, Vsp is the dc bus voltage set point

at no-load condition, kd is the droop coe�cient, and io is the output current.

It is worth highlighting that, in the control scheme displayed in Fig. 4.7, the

inductor current is sensed and used in the droop loop. Due to the buck converters

topology, the inductor current and the output current are equal in steady-state,

thus no additional sensing is required. The droop coe�cient and the voltage set

point used in this work are listed in Table 4.2. These parameters are chosen based

on well-known droop control design methods in the literature, such as [88], [89].

Particularly, the voltage set point is designed at the nominal dc bus voltage Vbus.

The droop coe�cient is selected by considering the allowable voltage range ∆vo,

and the nominal output current (In = 15), by considering: kd = ∆vo/In. In this

study, the droop loop also involves a �rst-order LPF with the cut-o� frequency flp

(see table Table 4.2) in order to eliminate the high frequency noise of the sampled

signal [17].

Based on the structure shown in Fig. 4.7, at each converter, the small-signal rep-

resentation, from the input ax (or bx) up to the output ay (or by), can be derived

as Fig. 4.8. According to Fig. 4.8a, the open current loop transfer function is:

GC(s) =
ây
âx

= Gi(s)Gdel(s)Gid(s) (4.13)

where, the sign �ˆ� indicates the small-signal perturbations. The current regulator

transfer function is shown by Gi(s), and Gdel(s) = e−sτ approximates the delay

Parameter Symbol Value

current loop

Current regulator of all converters Gi 0.02 + 74.89/s

voltage loop

Voltage regulator of buck #1, #2 G#1,#2
v (s) 0.21 + 544/s

Voltage regulator of buck #3 G#3
v (s) 0.1 + 272/s

droop loop

Voltage set point Vsp 200 V

Droop coe�cient kd 1.33 V/A

LPF cut-o� frequency flp 25 Hz

Table 4.2: Regulators parameters of the converters in Fig. 4.6
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(a) Current loop GC(s).
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2πflp
s+2πflp

Gvi(s)
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(b) Droop loop GD(s).

Fig. 4.8. Small-signal representation of the open loop gains under study.

due to digital control and PWM, where τ is in the scale of the switching period

Tsw = 1/fsw. Gid(s) is the power-stage transfer function from the duty ratio to

the inductor current [39]:

Gid(s) =
îL

d̂
=

Vin(sCoZL(s) + 1)

s2ZL(s)LoCo + sLo + ZL(s)
(4.14)

where Co, Lo, and Vin are the buck capacitance, inductance, and input voltage,

respectively. For a single converter, ZL(s) is equal to the resistive load seen from

the converter terminal RL. In case there is one (or more) additional converter(s)

connected to the common dc bus, ZL(s) is the total impedance seen from the

converter terminal, as explained in many studies, such as, [39, 97]. So, in the dc

microgrid shown in Fig. 4.6: ZL(s) = RL ‖ Z#2
o (s) ‖ Z#3

o (s), where Z#2
o (s) and

Z#3
o (s) are the closed loop output impedances of the converter #2 and converter

#3, respectively. More details on how to �nd the output impedance of a buck

converter can be found in [39]. It is worth remarking that, in Fig. 4.7 the current

loop�equation (4.13)� is chosen in such a way that the measurements are not

a�ected by the voltage loop.

Similarly to the current loop, and based on the block diagram shown in Fig. 4.8b,

the open droop loop transfer function can be written as follows:

GD(s) =
b̂y

b̂x
= Gv(s)G

c
C(s) [Gvi(s) + kdGlp(s)] (4.15)

where, Glp(s) represents the LPF transfer function and Gvi(s) is the power-stage

transfer function from the inductor current to the output voltage:

Gvi(s) =
v̂o

îL
= ZL(s) ‖ 1

sCo
(4.16)
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and Gc
C(s) is the closed current loop transfer function:

Gc
C(s) =

GC(s)

1 +GC(s)
(4.17)

A simulation model of the dc microgrid shown in Fig. 4.6 is developed in MAT-

LAB/SIMULINK. The orthogonal PRBS generation algorithm shown in Fig. 4.3

is herein applied with kgen = 8, N = 7. In this work, M = 2 (so m = 1, and

r1 = 2), because, herein, only the inductor current loop, and the droop loop are

identi�ed. Similarly, other orthogonal PRBS signals can also be generated and

injected into the other loops that might exist in the DER converters. As shown

in Fig. 4.7, the MLBS perturbation is injected at point (1) to excite the current

loop and the IRS is injected at point (2) to excite the droop loop of one of the

converters shown in Fig. 4.6 (e.g., converter #1). Then, the frequency response of

the current loop GC(jω) is calculated by applying the superposition theorem with

logarithmic averaging process [98]:

GC(jω) =

(
P∏
p=1

ay,p(jω)

ax,p(jω)

)1/P

(4.18)

where P is the total number of injected perturbation periods, and ax,p(jω) is

the FFT of the measured input sequences at the excitation period p, where p =

1, 2, · · · , P . Likewise, ay,p(jω) is the FFT of the measured output sequences at

the excitation period p. The frequency response of the droop loop GD(jω), from

the input bx up to the output by can be computed, in a similar way.

Simulation results for simultaneous identi�cation of GC(jω) and GD(jω) are re-

ported in Fig. 4.9a and Fig. 4.9b, respectively, and are compared with the ana-

lytical models found in (4.13) and (4.15). As can be seen, within the measurable

bandwidth, a precise identi�cation of each loop gain is achieved. This simulation

is performed without considering the noise e�ect, which will be more detailed in

the next section. The frequency response of the droop loop is just plotted in the

low frequency range, because its bandwidth is very low (compared to the one of

the current loop), and the higher frequency behavior is not of speci�c interest for

this study.



Chapter 4. Applying PRBSs for loop gain identi�cation and adaptive tuning 82

M
ag

n
it

u
d

e
(d

B
)

P
h
as

e
(d

eg
)

Frequency (Hz)

10 100 1000

0

40

-50

-150

-20

0

20

Frequency response of the current loopFrequency response of the current loop

-100

2000

Analytical model
MLBS identification results

(a) GC(jω) identi�cation based on injecting MLBS at
point (1) of Fig. 4.7

M
a
g
n

it
u

d
e

(d
B

)
P

h
as

e
(d

eg
)

Frequency (Hz)

15

0

-80

-120

-160
10

-40

100

Frequency response of the droop loop

Analytical model

IRS identification results

-15

200

(b)GD(jω) identi�cation based on injecting IRS at point
(2) of Fig. 4.7

Fig. 4.9. Analytical model of the current loop, in (4.13), and the droop loop, in
(4.15), compared with the simulation results of simultaneous multiple loop gain

identi�cation for converter #1.

4.4 Experimental validation

A laboratory prototype of the system shown in Fig. 4.6 is implemented to emulate

an islanded dc microgrid. The same parameters as the simulation model, listed in

Table 4.1, and Table 4.2 are used. The PRBS identi�cation algorithm discussed in

Section 4.2 is implemented in the digital control platform of the converters. In or-

der to validate the correctness of the identi�cation results, the experimental setup

is tested by means of the Sweep Frequency Response Analysis (SFRA) tool [79].

Based on SFRA [40], the loop under study is perturbed frequency-by-frequency,
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then by evaluating the FFT of the inputs and outputs, the frequency response is

calculated.

4.4.1 Simultaneous monitoring of two loop gains

When injecting the PRBSs, we must choose the perturbation amplitudes according

to the two following conditions:

• Condition 1: E�ects of the small-signal perturbations on the output currents

and the bus voltage must be reasonably low in steady-state, so that they do

not disturb the system operating point.

• Condition 2: E�ects of the small-signal perturbations on the output currents

and the bus voltage must be larger than the quantization errors and the noise

levels.

The transfer function from the perturbation point to the bus voltage Gpv(s), and

the transfer function from the perturbation point to the inductor current Gpi(s)

can be analytically derived (or estimated to some extent). Then, for any system

under study, KIRS must be large enough to obtain:

|Gpv(f)| ·KIRS � snv, |Gpi(f)| ·KIRS � sni, (4.19)

where snv and sni are the noise levels on the bus voltage and the inductor current,

respectively. By looking at di�erent frequency ranges of the transfer functions

above, the minimum value of the IRS perturbation amplitude can be determined.

Similar discussion can be made for also the selection of KMLBS.

In order to ful�ll both Condition 1 and Condition 2, each PRBS amplitude must

be adjustable based on the loop under study, and independently from the other

loops. This can be achieved only if there exists a separate PRBS injection at each

loop. In some cases, although, a single PRBS injection at the most external loop,

with an appropriate amplitude is enough to excite two or more control loops, and

measure their loop gains, as they might have similar SNR levels. However, this is

not always the case.

To further address this issue, a small sinusoidal signal sp = Kp cos(2πfpt) is in-

jected in the simulated model of the structure shown in Fig. 4.7. The aim is to

understand if the inner (current) loop can be e�ectively excited through small-

signal perturbation in the outer (droop) loop. The injection sp is �rstly inserted
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fp [Hz] 10 100 1000

When sp, with amplitude Kp = 0.08 is inserted at point (1) of Fig. 4.7

|ax| 0.0005 0.05 0.175

When sp, with amplitude Kp = 3 is inserted at point (2) of Fig. 4.7

|ax| 0.045 0.44 0.175

Table 4.3: E�ect of small-signal perturbation in di�erent loops on ax

at point (1) of Fig. 4.7 (in converter #1), to directly perturb the current loop.

This will lead to some perturbations with the same frequency (fp), on ax, and

accordingly on the output signals. Then, sp is inserted at point (2) of Fig. 4.7 to

perturb the current loop through perturbations in the droop loop. In this case, as

can be seen in Table 4.3, the perturbation amplitude Kp is signi�cantly increased

to reach the same value of ax as the previous case, at high frequencies, which is

important for the current loop. However, under this large Kp, the value of ax at

low frequencies becomes extremely larger than the case in which sp was inserted

at point (1). In particular, at 10 Hz, |ax| = 0.045 which is 90 times higher than

the value of ax, when sp was inserted at point (1). Of course, this is not desirable,

because it will lead to a large ripple also on the output signals. So, in order for

the Conditions 1 and 2 to be both met, an independent perturbation at each loop

is required.

To verify this aspect also in the experiment, the following test is performed. Only

the IRS signal is injected at point (2) of Fig. 4.7, in one of the three converters

working in parallel (e.g., converter #1 in Fig. 4.6). This perturbation leads to

small-signal variations on the inductor current and the output voltage. Then, the

current loop and the droop loop are, respectively, identi�ed by measuring ax, ay,

and bx, by, and averaging them over 32 excitation periods (P=32), to remove the

noise e�ect. After calculating the FFT of the measured signals, the current loop

gain is evaluated based on (4.18). Similarly the frequency response of the droop

loop is also obtained.

The experimental identi�cation results based on single IRS injection are reported

in Fig. 4.10a and Fig. 4.10b. The identi�ed loop gains are compared with the

actual frequency responses of the loops found by SFRA. As can be noticed, the

droop loop GD(jω) identi�cation is achieved with a good accuracy. Because the

IRS is actually injected at the droop loop, and its amplitude KIRS is adjusted

according to the SNR level of the droop loop (herein, KIRS = 0.2). In other
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Fig. 4.10. Experimental results when converter#1 is perturbed by only injecting
IRS at point (2) of Fig. 4.7. The current loop identi�cation is not accurate

around the crossover frequency.

words, both Condition 1 and Condition 2 are satis�ed for the droop loop. On the

other hand, the current loop GC(jω) identi�cation shows a large error, specially
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at high frequencies. This is because the e�ect of injecting IRS at point (2) of

Fig. 4.7 on ax and ay is very low with respect to the noise level, as expected by

Table 4.3. In other words, Condition 2 is not satis�ed for the current loop. So,

the information regarding the most interesting part of the current loop behavior,

which is around its crossover frequency, is not provided. As discussed above, KIRS

cannot be extremely increased to solve this problem, otherwise Condition 1 will not

be respected, and the system operating point might be disturbed. The ripples on

the bus voltage and the inductor currents, introduced by the single IRS injection

are shown in Fig. 4.10c. As can be seen, the bus voltage ripple does not exceed 1

percent of the nominal value. Also, the ripples on the inductor currents are very

small with respect to the nominal values.

In order to perform simultaneous identi�cation of the two control loops in an

accurate way, both MLBS and IRS signals must be injected at the same time.

The MLBS is injected at point (1) of Fig. 4.7, to identify the current loop of one

of the three converters working in parallel (Fig. 4.6), and the IRS is injected at

point (2), to identify the droop loop of the same converter. Herein, we assume that

in a speci�c time-slot, only one of the converters is allowed to inject the small-signal

perturbations (e.g., converter #1). MLBS and IRS injections lead to small-signal

perturbations on the signals ax, ay, bx, by. The e�ects of these two perturbations,

however, are orthogonal and their combination does not cause inaccuracy in the

identi�cation. The signals ax, ay, bx, by are measured and averaged over the same

number of periods as the previous experiment (P=32), in order to remove the noise

e�ect. Then, the FFT analysis is performed and the loop gains are found based

on (4.18).

Fig. 4.11a and Fig. 4.11b report the experimental results of the MLBS-based cur-

rent loop identi�cation, and the IRS-based droop loop identi�cation, respectively.

The identi�cation error of the current loop in Fig. 4.10a, is signi�cantly improved

over the bandwidth, as can be seen in Fig. 4.11a.The close matching between the

actual frequency responses of the two loops found by SFRA, and those identi�ed

on-line, proves the performance of the adopted technique in rapid identi�cation

of multiple loop gains. The fact that each loop has a separate perturbation sig-

nal whose amplitude can be adjusted according to the SNR level of that loop,

leads to more accurate results with respect to the previous experiment. It is also

worth noticing that, the droop loop identi�cation in Fig. 4.11b is performed with

the same accuracy as Fig. 4.10b, because the presence of an uncorrelated pertur-

bation signal does not a�ect the identi�cation process. In this experiment, the

perturbation amplitudes KMLBS and KIRS are set, respectively, to 0.08 and 0.2,
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Fig. 4.11. Experimental results when converter #1 is perturbed by two orthog-
onal PRBSs. The signals IRS, and MLBS are respectively injected at point (2),

and point (1) of Fig. 4.7.
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which leads to almost the same perturbation on the output signals as the previous

experiment, as shown in Fig. 4.11c.

Regarding Fig. 4.11, it is important to notice that, all the identi�cations are ob-

tained in one measurement cycle. So, apart from being fast, the method also

guarantees that the system operating conditions remain constant during the mea-

surement. This is of paramount importance for accurate monitoring and further

tuning actions, because, in some cases, the microgrid con�guration can change

rapidly [37].

The less accurate identi�cation at high frequencies can be improved in several

ways, such as cross-correlation, increasing the number of averagings, increasing

the PRBS generation frequency fgen, etc. [43,44]. As an example, the current loop

identi�cation in Fig. 4.11a is repeated with a higher fgen, and the results (just

magnitudes) are reported in Fig. 4.12. To this end, kgen is decreased from 8 to

4, to change fgen, based on see (4.8). This, as can be noticed in Fig. 4.12, leads

to a better identi�cation in higher frequency ranges, at the price of less frequency

points.

4.4.2 An application of the identi�ed models

After successfully identifying the frequency responses of di�erent control loops,

the digital compensator of each can be appropriately tuned to achieve desired

dynamics, as done in many works such as [46,67,82,83]. For brevity, this work only

reports the adaptive tuning of voltage regulator, which is performed to achieve the

reference phase margin φ∗m,d and the reference crossover frequency f
∗
c,d for the droop

loop. Similar to the experiments discussed above, the three converters are working

in parallel, but the PRBS-based identi�cation and tuning is only performed in one

of the converters (e.g., converter #1).
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Fig. 4.13. Application of the proposed identi�cation method in adaptive tuning.
bx, by are sent to the supervisory controller, where, i) the frequency response
of G�that is the open loop gain without considering the compensator�at the
reference crossover frequency f∗c,d is found: G(f

∗
c,d) ii) the voltage regulator Gv is

designed accordingly, to reach the reference phase margin φ∗m,d and the reference
crossover frequency for the droop loop GD = G ·Gv. Finally, the updated Gv is

sent back to the digital controller.

As displayed in Fig. 4.13, the digital controller sends bx, by to the supervisory con-

troller, through a communication interface. In this work, the supervisory control

tasks are implemented by MATLAB which is running in parallel while the proto-

type is working. In MATLAB, bx , by are averaged over the number of excitation

periods P , then FFT analysis is done to identify the frequency response of the

droop loop GD(jω). As the open loop gain without considering the compensator

Gv can be found as G = GD/Gv, the magnitude and phase of G, at the desired

crossover frequency can be estimated: |G(f ∗c,d)|, ∠G(f ∗c,d). At this point, the new

Gv must be accordingly designed, so that GD can have the crossover frequency

and the phase margin, respectively, equal to f ∗c,d and φ
∗
m,d. So:

• The magnitude of Gv, must be |Gv(f
∗
c,d)| = 1

|G(f∗c,d)| , so that GD(f ∗c,d) = 1.

• The phase ofGv, must be ∠Gv(f
∗
c,d) = φ∗m,d−π−∠G(f ∗c,d), so that ∠GD(f ∗c,d) =

φ∗m,d − π.

Similar adaptive tuning methods are used in [83,99�101]. Finally, the updated Gv

is sent back to the digital controller, as shown in Fig. 4.13.

Assuming that the orthogonal PRBSs are injected periodically with the cycle Tp,

as represented in Fig. 4.14. The perturbation time T1 is the time required for all

the excitation periods T1 = P ∗ lIRS/fs. Herein, a high number of averaging is
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used (P=32) to remove the noise e�ect, so T1 ' 7 s. But, in less noisy conditions

T1 can be much smaller. All the signal processing part, plus the time required for

the communication (that depends on the Baud-Rate of the interface) is T2, which

in our case is less than 9 s. Therefore, in this experiment, the total perturbation,

identi�cation and tuning time Tt is less than 16 s. Hence, multiple orthogonal

PRBSs are proposed to be injected periodically with cycle TP = 20 s.

In this work, the proportional gain Kpv and the integral gain Kiv of the volt-

age regulator Gv = Kpv + Kiv/s, are updated to achieve the reference crossover

frequency f ∗c,d = 100 Hz, and the reference phase margin φ∗m,d = 85 deg, for the

droop loop GD(jω). Fig. 4.15 shows the Gv parameters (Kiv, Kpv), during the

proposed tuning algorithm. As can be seen, after the �rst cycle of perturbation

and identi�cation, the Gv gains are increased to provide the larger bandwidth for

the droop loop. The phase margin is also kept high to ensure a stable operation.

Vbus (2 V/div), offset= 200 V

Update Gv

Kpv (0.01 /div)

Tp

Tt

T1

Kiv (125 /div)

0.027

185
140

0.018

︸︷︷︸
Start tuning

T2

︸ ︷︷ ︸︸ ︷︷ ︸

Time scale: 10 s /div

Fig. 4.15. Experimental results of tuning the Gv parameters (Kiv, Kpv), based
on PRBS identi�cation results.
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are successfully achieved.

For the next cycles, Kiv and Kpv stay almost constant, because the system is in

steady-state. Although, in case of any change in the microgrid, the Gv gains will

be again tuned to reach the above-mentioned stability margins. To show the e�ec-

tiveness of the implemented tuning algorithm in reaching the the desired dynamics,

the two experimentally-found frequency responses of the droop loop identi�cation

(before and after tuning Gv) are shown in Fig. 4.16. As can be seen, the estimated

crossover frequency and phase margin of the droop loop after tuning (f ′c,d, φ
′
m,d),

converge to the desired reference values (f ∗c,d, φ
∗
m,d).

4.5 Summary

This chapter proposes to use simultaneous injection of multiple orthogonal PRBSs

into di�erent control loops of SMPS converters, for on-line loop gain identi�cation.

Based on this approach, the frequency responses of the loops under study can be

measured in a single experiment, thus, providing a rapid loop gain monitoring.

A laboratory prototype of the dc microgrid composed of three droop-controlled

converters is implemented, and discussed. The current loop and the droop loop of

one of the converters are simultaneously identi�ed by a) injecting a single PRBS in

the most external loop, b) injecting two orthogonal PRBSs in the two loops under

study, at the same time. In the second case, the identi�cation results show a good

matching with the actual transfer functions of the experimental setup, found by

the SFRA tool. Therefore, the necessity of having multiple excitations to perform

multiple loop gain identi�cation is experimentally con�rmed. Finally, a tuning
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algorithm is implemented to achieve desired dynamics for the droop loop, based

on the identi�cation results. To conclude, the good accuracy of the identi�ed

models, the short identi�cation time, and the fact that this technique can be

extended to all the control loops within DER converters, makes it practical for dc

microgrid applications.



Chapter 5

Using the monitored loop gains for

dc bus impedance estimation and

damping

5.1 Introduction

Monitoring a generic control loop within dc microgrid converters can provide us

with the stability and performance of that loop, by also takes account for the

e�ect of other converters connected to the same dc bus. However, the loop gain

information of some loops might not give a comprehensive and microgrid-level

assessment of the stability. In this context, this chapter aims to provide a system-

level stability criteria, that in this work, is obtained based on the information of

some DER converter loop gains.

An example of dc microgrid is shown in Fig. 5.1, in which, each power converter

usually has multiple control loops. As can be seen, a multi-converter system can be

divided in a source-side subsystem and a load-side subsystem. Interaction stability

Most parts of this Chapter are carried out in the power electronics group at the University
of South Carolina, SC, USA. The kind support of prof. Enrico Santi during this work is highly
appreciated.
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Fig. 5.1. An example of dc microgrid with several power electronic converters,
each having multiple control loops. The whole system is divided into a source

subsystem, and a load subsystem

of such a system has been typically investigated in many publications following

the approach proposed by Middlebrook in [34]. To this end, the source subsystem

equivalent impedance (shown as ZS in Fig. 5.1) and the load subsystem equivalent

impedance (shown as ZL in Fig. 5.1) must be calculated. Fig. 5.2a shows the

equivalent Thèvenin model of the dc microgrid composing of the source and the

load subsystems, which are each modeled through their equivalent impedances.

Then, the con�guration shown Fig. 5.2 will be closed-loop stable if and only if the

Nyquist plot of ZS/ZL for all the frequencies does not encircle the point (−1, 0)

(or it encircles (−1, 0) as many times anticlockwise as ZS/ZL has right-half plane

(RHP) poles) [34,102].

The above-mentioned Middlebrook criterion limits the impedance ratio ZS/ZL�

that is also called minor loop gain�into the unity circle on the complex plane.

This is a restrictive condition that is not always easy to meet, and it can sometimes

lead to the need for bulky input �lters [103]. Some less restrictive forbidden regions

îs

+

v̂o

−

ZLv̂s
+

ZS

−
ZS ZL

(a) Equivalent Thèvenin model of an
interconnected system composing of
the source and the load subsystems.

v̂s
YS

îs

ZL

v̂o

(b) The feedback sys-
tem associated with

Fig. 5.2a.

Fig. 5.2. Impedance-based representation of an interconnected power converter
system.
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(a) (b)

Fig. 5.3. Some examples of di�erent forbidden regions for the minor loop gain,
that are less conservative than the Middlebrook criterion (unity circle) [104].

for the minor loop gain are proposed in the literature [60,104�107]. Fig. 5.3 shows

some of these forbidden regions.

The impedance-based method is shown to be an e�ective tool for small-signal

stability analysis, since it features the property of modularity by dividing the

whole interconnected system into source and load subsystems. Besides, all the

physical components and control parts of the power converter are intrinsically

considered in the measured impedances. So, both source and load subsystems can

be regarded as �black boxes�, thus, eliminating the need to prior knowledge about

their internal structures and parameters.

Impedance-based stability analysis, however, has some limitations, such as sensi-

tivity to the component grouping and power �ow direction [61]. To tackle these

issues, the passivity-based stability criterion (PBSC) has been proposed in the lit-

erature [62]. This criterion, together with the allowable impedance region (AIR)

criterion [63], assesses the stability of an interconnected power converter system by

only looking at the dc bus impedance. As shown in Fig. 5.1, the dc bus impedance

(Zbus) can be de�ned as the parallel combination of the source subsystem out-

put impedance (ZS) and the load subsystem input impedance (ZL). PBSC and

AIR allow us to not only assess the stability of an interconnected system, but

also investigate its dynamic performance, and design some stabilization control, if

needed [63].

So far, di�erent bus impedance-based stabilization techniques have been proposed

in the literature. One approach is to augment the controller of the load-side
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converter, for instance, by adding a positive feed-forward controller [63, 64, 108],

in order to eliminate the high peak of the bus impedance amplitude. A second

approach is to damp the high-peak resonance of the bus impedance by acting

on the source-side converter. This can be done by either updating the existing

controller gains [46], or by adding a damping term in the control, as done for

example, in [32].

The above-mentioned bus stabilization methods are all based on bus impedance

measurement, which requires long data sequences, and Fourier Transform to be

performed, requiring, thus, an auxiliary processor for implementation. However,

it turns out that one can use data available inside the digital controller of the

source converter to e�ectively estimate the peak value of bus impedance, thus

eliminating the need for direct impedance measurement. Usually, in the output

impedance ZS of both voltage-controlled and droop-controlled DER converters, a

peak appears in the mid frequency range [32,109], as shown in Fig. 5.4. Assuming

the commonly-used proportional-integral-derivative (PID) controllers, the peak

of ZS usually occurs around the bandwidth frequency of the voltage (or droop)

control loop [32,97,109�114]. If this peak is high enough, it can interact with the

load subsystem impedance ZL, thus, creating a resonance in the bus impedance

at the same frequency range.

By assuming that the bus impedance resonance is around the bandwidth frequency

of the voltage (or droop) loop, this work proposes to use the phase margin of the

voltage (or droop) loop, in order to estimate the peak value of the bus impedance.

The online phase margin monitoring of a generic control loop within dc microgrid

power converters is addressed in [73]. The concept is based on the extension of

Middlebrook's analog injection technique [51] to the digitally controlled power
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converters. To this end, a small-signal perturbation is injected in a generic control

loop during its normal operation, and the injection frequency is adjusted until it

reaches the unity loop gain frequency (i.e., crossover frequency). At this frequency,

the phase shift between the signals before and after perturbation yields the phase

margin. This research shows that the obtained phase margin can be e�ectively

used to estimate the peak value of bus impedance. This peak is subsequently

damped by autotuning the controller gains of the voltage loop, so as to satisfy

PBSC and AIR requirements.

In brief, the proposed monitoring and stabilization technique

• removes the need for impedance measurement, and thus, for an auxiliary

processor.

• is simple and has low implementation complexity.

• is robust to noise and perturbations that might come from other converters

connected to the common dc bus.

The remainder of this chapter is organized as follows. Section 5.2 brie�y explains

the PBSC and AIR based on dc bus impedance. Section 5.3 provides small-signal

representation of the source converter loop gain, by including the load subsys-

tem e�ect as a separate term. These equations are then used to re-write the bus

impedance equation as a function of the source converter loop gain., and then to

estimate the peak value of bus impedance based on the source converter phase

margin. Section 5.4 extends the bus impedance estimation to a system with two

(or more) source converters, which is of particular interest for dc microgrid appli-

cations. Section 5.5 presents the proposed online bus impedance monitoring and

damping approach. Section 5.6 describes the considered case study and presents

experimental validation of the technique.

5.2 Interaction stability based on bus impedance

Recently, the interaction stability of an interconnected power converter system,

as shown in Fig. 5.1, has been studied based on dc bus impedance [62]. Bus

impedance Zbus is de�ned as the parallel combination of the source subsystem

impedance ZS, and the load subsystem impedance ZL:

Zbus = ZS||ZL =
ZSZL
ZS + ZL

(5.1)
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In order for PBSC to be satis�ed, a) Zbus should not contain any right-half-plane

(RHP) poles; b) For all frequencies, the real component of Zbus must be positive

(Re{Zbus(jω)} ≥ 0∀ω). This is equivalent to have the phase of bus impedance

con�ned withing the −90 deg, +90 deg sector [115].

The PBSC gives general insight on stability of the system under study; however, it

does not give information regarding dynamic performance. For example, as shown

in Fig. 5.4, in the mid frequency range the magnitude of ZS exhibits a peak that

can be comparable with the magnitude of ZL (while the phases have around 180

deg di�erence). This, according to (5.1), results in a resonant peak in the bus

impedance. Even though this resonance may not be large enough to violate the

PBSC, it can cause an oscillatory behavior for the bus voltage, thus deteriorating

the system dynamic performance.

To overcome this limitation, the AIR has been introduced [63]. In particular, a

simpli�ed representative function of the bus impedance, with one large resonance

in the mid frequency range is considered [32].

Zbus = Zbus,0
sωo

s2sωo/Qbus + ω2
o

(5.2)

where Zbus,0 is the characteristic value of bus impedance, ωo is the resonance

frequency, and Qbus is the Q-factor. In order for AIR to be satis�ed, the normalized

bus impedance ( Zbus
Zbus,0

) must be con�ned within a semi-circle in the right half-

plane, centered at (0,0), with a radius equal to the maximum allowable peak

factor Qmax [32]. Fig. 5.5 shows this concept by plotting the allowable region for

the normalized bus impedance.

Passive

AIR

Qmax
Zbus

Zbus,0

Active

Fig. 5.5. PBSC together with AIR requiring the Nyquist contour of the normal-
ized bus impedance to be con�ned within an allowable region.
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As explained above, the high-peak resonance in the bus impedance shows the

dynamic performance and stability condition of the interconnected power converter

system. In order to damp the mentioned high peak of the bus impedance, it is

necessary to either decrease the peak value of the source output impedance [32], or

increase the magnitude of the load input impedance [63, 64] around ωo. This will

guarantee an improved performance on the bus. In both cases, however, the bus

impedance measurement and re-design needs the frequency response measurement

of both source and load impedance. This, of course, needs long data sequences,

and Fourier Transform to be performed, requiring, thus, an auxiliary processor

for implementation. To tackle these issues, in this Chapter we aim to estimate

the bus impedance based on some loop gains measured locally, inside the digital

control platform of a generic DER converter. However, this estimation, and the

resulting stability analysis is based one some assumptions as detailed in Section 5.3.

Therefore, although it simpli�es all the process, but it is not a comprehensive and

rigorous analysis tool. To do such a complete and general analysis, one should

refer to the bus impedance measurement discussed above [32].

5.3 Representation of bus impedance in terms of loop gain

In this section, �rstly, an expression for the source converter loop gain is derived,

in which, the e�ect of all the other source and load converters connected to the

bus, is taken into account. Then, (5.1) is re-written to provide a representation of

bus impedance based on voltage (or droop) loop gain.

5.3.1 Loop gain of the source converter

The typical multi-loop control structure of a generic DER converter is shown in

Fig. 5.6. In particular, inductor current iL and output voltage vo control loops

are considered. When the switch Sw is open, a constant reference voltage is

considered (vref = Vsp). However, for power sharing among parallel DERs [18],

the switch Sw can be closed, enabling thus the droop loop (vref = Vsp − kd · io);
where kd is the droop coe�cient and io is the output current. The inductor current

and output voltage regulators Gi(s), Gv(s) are usually designed for the nominal

load, and are based on well-known control design approaches in the literature [39].

However, in a dc microgrid environment, where several source and load converters

are connected to the dc bus, the dynamic behavior of some loops can vary from the

designed performance. To clarify this aspect, herein, we indicate as ZT the overall
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Fig. 5.6. A generic droop-controlled or voltage-controlled DER converter.

impedance seen from a converter terminal looking into the dc bus, as shown in

Fig. 5.6.

A block diagram of the converter in Fig. 5.6 is shown in Fig. 5.7, where the rest

of the microgrid is represented by the equivalent impedance ZT . For simplicity,

herein, we refer to the voltage-controlled case. The power-stage transfer functions

Gid(s), Gii(s), Gvi(s), and Giov(s), respectively stand for the transfer function

from duty ratio to inductor current, from output current to inductor current, from

inductor current to output voltage, and from output current to output voltage.

Their speci�c expressions for di�erent converter topologies are well documented

in the literature, for example in [39].

Fig. 5.7 can be further simpli�ed in the form of Fig. 5.8a, and then Fig. 5.8b.

According to Fig. 5.8a, the transfer function from output current to output voltage,

with only current loop closed (i.e., output impedance of the current-controlled

Gvi(s)Gid(s)Gi(s)Gv(s)

iL
vod

vref

io

Gii(s)power
stage Giov(s)

current
loop

voltage
loop

1
ZT (s)

Fig. 5.7. Small-signal representation of the voltage-controlled DER converter
(Fig. 5.6, when the switch Sw is open).
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Fig. 5.8. Simpli�ed versions of the small-signal model in Fig. 5.7.

converter), can be expressed as follows.

Zc
o(s) = Giov(s) +

Gii(s)Gvi(s)

1 +Gi(s)Gid(s)
(5.3)

The open voltage loop transfer function, with no load, is:

Tv(s) = Gv(s)Gvi(s)
Gi(s)Gid(s)

1 +Gi(s)Gid(s)
(5.4)

Expressions (5.3) and (5.4) are independent of other load and source converters

connected to the dc bus.

According to Fig. 5.8b, the closed loop output impedance of the source converter

is:

ZS(s) =
Zc
o(s)

1 + Tv(s)
(5.5)

By considering the e�ect of the rest of the system on a generic source converter

through equivalent impedance ZT , the new voltage loop gain can be written as

follows.

Tv,l(s) = Tv(s).
1

1 + Zco(s)
ZT (s)

(5.6)
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Combining (5.5) and (5.6), one can re-write the voltage loop gain:

Tv,l(s) = Tv(s).
1

1 + ZS(s)
ZT (s)

(1 + Tv(s))
(5.7)

Let us assume that (5.7) represents the loop gain of a generic DER converter,

connected to a certain number of source and load converters. Now, if a new source

converter is connected to the dc bus, the only change in (5.7) will be in ZT , where

the previous value must be combined in parallel with the output impedance of the

new source converter.

As mentioned above, the bus impedance resonance, usually, appears in the mid

frequency range, where the magnitude of the source output impedance ZS is com-

parable with the magnitude of the load input impedance ZL (with 180 deg phase

shift due to the negative incremental impedance of the feedback controlled load

converter). This conclusion can also be reached using (5.7). To show this, we

must notice that, if the load-subsystem is all that we see from the terminal of a

source converter, then ZT is equal to the input impedance of the load ZL. Thus, in

(5.7), if ZS(jω)→ −ZT (jω), for some ω = ωo, then Tv,l(jωo)→ −1, meaning that

the loop gain crosses 0 dB at ωo, with approximately zero phase margin, therefore

at the edge of instability. This example shows the equivalence between loop gain

and bus impedance in detecting the interaction stability issues. However, a de-

tailed analytical equivalence between the two approaches is presented in the next

subsection.

5.3.2 Bus impedance estimation

Representation of bus impedance in terms of the voltage loop gain, can be simply

found by combining (5.1) and (5.7):

Zbus(s) =
ZT (s)

(
Tv(s)− Tv,l(s)

)
Tv(s)

(
1 + Tv,l(s)

) (5.8)

In order to obtain a simpler relationship between Zbus(s) and Tv,l(s), let us focus

on the mid frequency range, i.e., around the resonant frequency ωo. By writing

(5.8) in the polar form, we get:

kbe
jθb =

kT e
jθT
(
|Tv(jωo)|ej∠Tv(jωo) − |Tv,l(jωo)|ej∠Tv,l(jωo)

)
|Tv(jωo)|ej∠Tv(jωo)

(
1 + |Tv,l(jωo)|ej∠Tv,l(jωo)

) (5.9)
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where, kb = |Zbus(jωo)|, θb = ∠Zbus(jωo), kT = |ZT (jωo)|, θT = ∠ZT (jωo). Further

simpli�cation is possible if we consider that the 0 dB crossing of the loop gain

typically occurs around ωo:

Assumptions

It is assumed that the bus impedance resonance appears at a frequency close to

the crossover frequency of the voltage loop, for both cases of with and without

load e�ect:

|Tv(jωo)| ' 1 (5.10a)

|Tv,l(jωo)| ' 1 (5.10b)

The validity of these assumptions is discussed in the next subsection.

Using the assumptions (5.10a) and (5.10b), the absolute value of (5.9) can be

written as follows:

kb '
kT |ej∠Tv(jωo) − ej∠Tv,l(jωo)|

|1 + ej∠Tv,l(jωo)|
(5.11)

which can be simpli�ed as:

kb '
kT

√
1− cos

(
∠Tv(jωo)− ∠Tv,l(jωo)

)√
1 + cos

(
∠Tv,l(jωo)

) (5.12)

According to (5.12), the peak value of bus impedance can be obtained, internally,

inside a source converter, by only measuring the phase margin of the voltage loop,

and the magnitude of the impedance seen from the terminal of the source converter.

Needless to mention, ∠Tv(jωo) is already known, because the initially designed

phase margin of the voltage loop is known (φm = 180 deg +∠Tv(jωo)). Based on

Taylor series of the square root function, one can obtain some approximations for

(5.12). For example, herein, we limit the initially designed phase margin of the

voltage loop φm, to a reasonable range, e.g., from 40 deg to 65 deg. Then:

kb '
0.5kT

| sin
(
∠Tv,l(jωo)

)
| (5.13)

5.3.3 Validation of the bus impedance estimation

A question that needs to be addressed is the accuracy of the estimated bus

impedance formula (5.13), and of the assumptions (5.10) used to derive it. This
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is done through a literature search (for the assumptions), and a simulation-based

investigation (for the assumptions and the estimation formula).

A literature review of papers addressing multi-converter dc bus stability shows

that the peak value of source converter impedance ZS occurs close to the voltage

loop bandwidth. If the peak of ZS is comparable with the magnitude of ZL, then,

according to (5.1), it results in a resonant peak in the bus impedance around

the voltage loop bandwidth. Results of the literature search are summarized in

Table 5.1. For brevity only a relatively small number of papers is included [32,97,

109�114], all reporting cases where the peak value of ZS in either voltage-mode or

droop-mode operation, occurs around the voltage loop bandwidth.

In a simulation model, the accuracy of the estimation in (5.13), and the assump-

tions in (5.10) is evaluated by considering a system with a single buck converter

as the source and a CPL as the load. The output inductance, output capaci-

tance, nominal power, and nominal voltage of the source converter are, respec-

tively, 1.5 mH, 110µF, 3 kW, and 200 V. The source converter has a current loop

designed at 1200 Hz bandwidth, and a voltage loop, supposed to have di�erent

bandwidths fc from 100 Hz to 300 Hz. The voltage loop is designed with a good

phase margin (e.g.,φm = 60 deg), for the nominal resistive load. However, when it

is connected to a 2.85 kW CPL (thus, kT = 14 Ω), the phase margin φm,l = 180 deg

+∠Tv,l(jωo) decreases, as shown in Fig. 5.9a. For di�erent values of φm,l, the peak

value of bus impedance k̃b is estimated using (5.13). Table 5.2 summarizes the k̃b

estimates, compared with the values read from Fig. 5.9b, i.e., kb = |Zbus(jωo)|.

Reference system under study discussion

[32] multi-converter dc power
distribution system

a resonance terms is added to the conventional PI voltage
regulator to damp the peak value of source output

impedance, which is close to the voltage loop bandwidth

[109] multi-converter dc power
distribution system

nonlinear droop control is proposed to �atten the source
output impedance, which has a peak around the voltage loop

bandwidth

[111,112] dc power distribution system
with single source and multiple

load converters

di�erent speci�cations are discussed to avoid the interaction
between load subsystem impedance and source output
impedance, which has a peak around the voltage loop

bandwidth

[110,113] cascaded dc system composed
of a source and a load

converter

impedance interaction between the two converters is avoided
by reducing the peak value of the source impedance, that

appears around the voltage loop bandwidth

[97,114] dc microgrid with multiple
source and load converters

frequency-dependent droop coe�cients are proposed to shape
the source output impedance and remove the mid frequency

peak that occurs near the voltage loop bandwidth

Table 5.1: Some examples for the assumption that peak value of ZS occurs
close to the voltage loop bandwidth.
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Fig. 5.9. Loop gain Tv,l and bus impedance Zbus. The phase margins read from
Fig. 5.9a, and the peak values of bus impedance read from Fig. 5.9b, are listed

in Table 5.2.

As can be seen, the estimations are accurate, and can be relied on, for online

monitoring and tuning actions. Another point, worth noticing regarding Fig. 5.9

and Table 5.2 is that, for higher peaks of the bus impedance, the phase margin is

lower. This con�rms the equivalence between bus impedance and loop gain for the

stability assessment of an interconnected power converter system. Table 5.2 also

reports the resonance frequency ωo, and the load-a�ected voltage loop bandwidth

fc,l. As can be noticed, in all the cases, ωo is close to the voltage loop bandwidth

(i.e., 2πfc ' ωo), with a good approximation, verifying thus, the assumption in

(5.10a). Besides, since in all the cases 2πfc,l ' ωo, the second assumption (5.10b) is

also reasonable. However, for a di�erent system with several source converters the

second assumption might be less valid. To make sure that this will not signi�cantly

a�ect the estimation, herein, we consider 0.8 ≤ |Tv,l(jωo)| ≤ 1.2, and calculate

(5.9) with such an approximation. It turns out that the �nal result of kb has at

most 10 % error with respect to the case when we consider |Tv,l(jωo)| ' 1. Hence,

the assumption in (5.10b) will lead to a good approximation in di�erent cases, as

well.

fc fc,l
ωo
2π

φm,l
(Fig. 5.9a)

k̃b kb =
|Zbus(jωo)|
(Fig. 5.9b)

100 Hz 92 Hz 78 Hz 1.5 deg 49 dB 49.8 dB

200 Hz 194 Hz 165 Hz 29 deg 23 dB 22.4 dB

300 Hz 290 Hz 240 Hz 45 deg 19.9 dB 19 dB

Table 5.2: Bus impedance estimation based on (5.13)
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It is worth remarking that the above estimation method for the peak value of bus

impedance may not hold for rare cases, where the bus impedance resonance does

not appear around the voltage loop bandwidth frequency. This can be the case

for non-PID controlled converters, or when the bandwidth of the voltage loop is

not much lower than the bandwidth of the current loop.

5.4 Extension to the case of multi-source system

As mentioned in Section 5.3, the expression in (5.7) is also valid for the situation

in which, several DER converters are connected in parallel. In this case, the term

ZT in (5.7) is the load input impedance in parallel with the output impedances of

the other source converters. This is another way to explain the de�nition of ZT ,

which was described as the equivalent impedance seen from a source's terminal

looking into the dc bus. For a simple case, where there are two DER converters in

parallel, the voltage loop gain of source converter #1 can be found by rewriting

(5.7) as follows:

T#1
v,l (s) = T#1

v (s).
1

1 + ZS(s)
ZT (s)

(1 + T#1
v (s))

= T#1
v (s).

1

1 + ZS(s)

ZL(s)||Z#2
s (s)

(1 + T#1
v (s))

(5.14)

where Z#2
s stands for the output impedance of source converter #2, and T#1

v is the

open voltage loop transfer function of source converter #1 in no load condition.

Likewise, the loop gain of source converter #2 (T#2
v,l ), by taking account for the

output impedance of source converter #1 can also be found. Then, by following

a similar procedure as the case of single source converter, the bus impedance

estimation can be presented as:

kb '
0.5kT

| sin
(
∠T#1

v,l (jωo)
)
|

=
0.5(kl||k#2

s )

| sin
(
∠T#1

v,l (jωo)
)
|

(5.15)

where kl is the magnitude of load input impedance, and k#2
s is the magnitude of

Z#2
s .

To validate the estimation in (5.15), a similar model as Section 5.3.3 is considered.

A similar buck converter is added to the source subsystem. In this case, to achieve

current sharing, the droop loop is also considered by closing the switch Sw in

Fig. 5.6 (the droop coe�cient kd = 2.6 V/A). The current regulators of the two

converters are the same. The voltage loop bandwidth of source converter #2 is

�xed at f#2
c = 200 Hz, while the one of source converter #1 is supposed to have

di�erent bandwidths f#1
c from 100 Hz to 300 Hz. For these values the phase margin
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Fig. 5.10. Loop gain T#1
v,l (when the droop loop is also closed), and bus

impedance Zbus. The phase margins read from Fig. 5.10a, and the peak val-
ues of bus impedance read from Fig. 5.10b, are listed in Table 5.3.

of source converter #1 φ#1
m,l changes, as shown in Fig. 5.10a. Also, the peak value

of bus impedance k̃b will have di�erent estimated values based on (5.15). Table 5.3

summarizes the k̃b estimates, compared with the values read from Fig. 5.10b, i.e.,

kb = |Zbus(jωo)|. As can be seen, the estimations are accurate, and can be relied

on, for online monitoring and tuning actions. It also can be noticed that the

bus impedance resonance appears close to the crossover frequency of the source

converter with lower voltage loop bandwidth. These results also show that overall

stability of the system with two source converters is improved compared to the

case of a single source. This, can be noticed in peak bus impedance, and phase

margin which have respectively, lower and higher values with respect to the case

of single-source (Table 5.3). The same accuracy in the bus impedance estimation

can be achieved based on the phase margin of converter #2 (φ#2
m,l), which is herein

skipped for brevity.

It is worth mentioning that, the similar process can be followed for an arbitrary

number N of parallel source converters. Based on the phase margin of the voltage

f#1
c f#2

c
ωo
2π

φ#1
m,l

(Fig. 5.10a)

k̃b kb =
|Zbus(jωo)|
(Fig. 5.10b)

100 Hz 200 Hz 110 Hz 12 deg 29 dB 31 dB

200 Hz 200 Hz 190 Hz 38 deg 19.7 dB 19.5 dB

300 Hz 200 Hz 220 Hz 50 deg 17.8 dB 17 dB

Table 5.3: Bus impedance estimation based on (5.15)
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(or droop) loop of each of the parallel DER converters, a good approximation of

the peak bus impedance can be achieved. Thus, the stability situation (or the

damping level of the dc bus) can be somehow estimated from the voltage (or

droop) loop gain of each DER converter that works in parallel with many other

converters.

kb '
0.5kT

| sin
(
∠T#1

v,l (jωo)
)
|

=
0.5(kl||k#2

s || . . . ||k#N
s )

| sin
(
∠T#1

v,l (jωo)
)
|

(5.16)

where k#N
s is the magnitude of the output impedance of source converter #N

(ZN
s ).

5.5 Proposed online monitoring and tuning technique

As concluded in the previous section, phase margin of the voltage loop φm,l can be

e�ectively used to estimate the peak value of the bus impedance k̃b. In order to �nd

the phase margin of a generic control loop, without measuring the entire frequency

response of that loop, some approaches have been proposed in the literature [52,

72]. These approaches are based on extending the Middlebrook's analog injection

technique [51] to the digitally-controlled power converters. The main idea is to

inject a small-signal perturbation into a control loop during its normal operation,

and to regulate the injection frequency until the unity loop gain frequency (i.e.,

the crossover frequency) is reached.

|Tv,l(j 2πf̃c,l)| = |vy(j 2πf̃c,l)|/|vx(j 2πf̃c,l)| → 1 (5.17)

At this frequency, the phase shift between the signals before and after perturbation

(vy and vx) provides the phase margin.

φ̃m,l = 180 + ∠Tv,l(j 2πf̃c,l) = ∠vy(j 2πf̃c,l)− ∠vx(j 2πf̃c,l) (5.18)

As can be seen, the �rst step is to calculate the magnitude of the loop gain |vy|/|vx|,
at the injection frequency. The error compared to 1 (unity loop gain) is processed

by an additional regulator, whose output is the injection frequency. According

to [72], |vy| and |vx| can be found by multiplying each signal by the sine and

cosine terms of the injection frequency, and then low-pass �ltering the results.

Thanks to the orthogonality of sinusoidal signals with di�erent frequencies, the

magnitude extraction is not a�ected by noise or other perturbation frequencies on

the dc bus. Thus, the estimates of f̃c,l, φ̃m,l can still be accurate when di�erent

converters are connected to the common dc bus, and a perturbation with di�erent

frequency is injected into each of them.
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Fig. 5.11. Proposed online monitoring and tuning scheme. The peak bus
impedance k̃b is estimated online, based on the phase margin of the voltage
loop. The compensator gains of the voltage regulator (kp, ki) are, then, tuned

by the matrix A to keep the bus impedance in an allowable region.

Herein, we propose to use the monitored phase margin to estimate the bus impedance,

based on approximation (5.13). Using (5.13) requires the continuous measurement

of kT . Notice that kT can be obtained using measurements available within the dig-

ital controller, where we already sample the outgoing current and the bus voltage

at the injection frequency:

kT = |ZT (j 2πf̃c,l)| '
|vo(j 2πf̃c,l)|
|io(j 2πf̃c,l)|

(5.19)

Fig. 5.11 shows a diagram of the proposed monitoring and tuning technique, which

uses loop injection without interrupting the feedback path. More speci�cally, it

consists of three steps:

i. Apply the monitoring tool detailed in [72] to estimate the crossover frequency

f̃c,l and the phase margin φ̃m,l of the voltage loop.

ii. Estimate the peak value of bus impedance. In particular, ω̃o ' 2πf̃c,l, and k̃b

can be found based on (5.13), noticing that: ∠Tv,l(jωo) ' −180 deg +φ̃m,l.

iii. Autotune the compensator gains of the voltage regulator (kp, ki), in order to

keep the bus impedance in an allowable impedance region.
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Regarding Fig. 5.11, it is worth remarking that, the small-signal perturbation

on the output voltage: v̂o(j 2πf̃c,l) is equal to v̂x(j 2πf̃c,l) = v̂y(j 2πf̃c,l). Thus,

calculation of kT only needs the output current io in addition to the signals used

in the loop gain monitoring part (vx, vy).

The 2-by-2 tuning matrix A is designed based on the external loop plant, similarly

to [67,85]. Herein, for simplicity, A is assumed to consist of only integral terms:

A(s) =

[
a1/s a2/s

a3/s a4/s

]
(5.20)

The integral gains a1, a2, a3, a4 are chosen numerically; based on the small-signal

variations of the crossover frequency and peak bus impedance, under changes

in the proportional and integral gains of the voltage regulator [85]. It is worth

mentioning that the reference value for the peak of bus impedance k∗b is chosen

so as to satisfy the PBSC and AIR, discussed in Section 5.2. If the peak of bus

impedance always maintains a desired margin with respect to the load subsystem

impedance, we can make sure that the system is always damped. In particular,

herein a 4 dB gain margin between the bus impedance and the load subsystem

impedance is considered: k∗b/kT=-4 dB. This margin is obtained by following a

design procedure similar to [32]. Notice also that, comparing with (5.13), this

corresponds to a voltage loop phase margin of 45 deg.

5.6 Case Study and Experimental Results

Fig. 5.12 shows the prototype considered in this work, which emulates an islanded

dc microgrid. It consists of two buck converters. The source-side converter emu-

lates a DER converter, and the load-side converter acts as a CPL over the band-

width of the source converter. The setup parameters are listed in Table 5.4. The

proposed peak bus impedance monitoring and tuning tool shown in Fig. 5.11 is

implemented in the digital controller of the source converter (dSPACE DS1104 in

this prototype).

The source converter controller contains two control loops: the inductor current

loop, and the output voltage loop. The current and the voltage regulators (Gi(s),

Gv(s)) are designed based on standard procedures [39], for a nominal resistive

load. In particular, the current loop bandwidth and phase margin are, respec-

tively, 1 kHz, and 80 deg, and the voltage loop bandwidth and phase margin are,

respectively, fc = 100 Hz, and φm = 55 deg. However, when connecting the source
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Fig. 5.12. The laboratory setup emulating an islanded dc microgrid. The source
converter implements the online monitoring and tuning tool in Fig. 5.11.

converter to the CPL, the stability margins of the voltage loop signi�cantly change,

while those of the current remain almost the same.

In order to validate the proposed monitoring and tuning approach, the voltage loop

gains and the bus impedances in di�erent cases are plotted and compared with

the experimentally measured ones. To obtain the measurements, a small-signal

pseudo-random binary sequence (PRBS) is injected on top of the converter's duty

cycle, to stimulate the system over a wide-frequency range. The desired transfer

function is, then, found by performing Fourier Transform of the input and output,

and calculating their ratio. PRBS-based frequency response measurement is well

known because of its accurate and fast online measurement features, and it is well-

documented in the literature [46,94]. Notice that these measurements are used for

validation only and are not needed for the adaptive control technique implemen-

tation. A detailed investigation about PRBS-based bus impedance measurement

is addressed in [32], based on which, a PRBS is injected in the control feedback

Parameter Symbol Value

Input voltage Vin 200 V

Nominal bus voltage Vbus 100 V

Nominal power Pnom 1 kW

Output side inductance Lo 1 mH

Output side capacitance Co 90µF

Switching frequency fsw 20 kHz

Table 5.4: Parameters of the setup shown in Fig. 5.12
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of the source converter to measure the load input impedance. Likewise, another

PRBS that is orthogonal to the �rst one, is injected in the control feedback of

the load converter to measure the source output impedance. As the perturba-

tions are orthogonal, they can be injected at the same time without a�ecting the

identi�cation result. Then, the parallel combination of the obtained source and

load impedances is computed as the bus impedance. In this chapter, the approach

discussed in [32] is used to measure the bus impedance, while the implementation

details are skipped to save space.

5.6.1 Before tuning

As mentioned above, the 450 W CPL leads to a decrease in the phase margin of

the voltage loop (i.e., from 55 deg to 20 deg), as shown in Fig. 5.13. Accord-

ing to (5.13), this phase margin estimates a peak value of about 30 dB for the

bus impedance (using kT = 1002

450
). To further validate this estimation, the bus

impedance is experimentally measured and plotted in Fig. 5.14. As can be seen

the actual value of the peak bus impedance is 27 dB, which is close to the peak

value estimated based on the phase margin.

The above experiment is repeated with less CPL power (i.e., 225 W). Also for

this case, the voltage loop gain and the bus impedance are respectively shown in

Fig. 5.15 and Fig. 5.16, in both of which the analytical models are compared with
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Fig. 5.13. Analytical and experimentally measured voltage loop gain Tv,l, with
PCPL = 450 W.
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Fig. 5.15. Analytical and experimentally measured voltage loop gain Tv,l, with
PCPL = 225 W.

the experimental measurement results. Similarly to the previous case, the esti-

mated bus impedance based on the phase margin (i.e., 27 dB) is near to measured

value in Fig. 5.16 (i.e., 24.5 dB).

Regarding the �gures Fig. 5.13, Fig. 5.14, Fig. 5.15 and Fig. 5.16 it is worth high-

lighting that in all cases the analytical models match well with the experimentally-

measured frequency responses. This veri�es the correctness of the performed anal-

ysis.

Fig. 5.17 shows the experimental results of the monitored crossover frequency and

phase margin, as well as the peak bus impedance. In addition, the performance of
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Fig. 5.16. Analytical and experimentally measured bus impedance Zbus, with
PCPL = 225 W.

the proposed monitoring tool under a transient in the system is evaluated. In par-

ticular, when the CPL power is decreased from 450 W to 225 W, the phase margin

is increased and the peak bus impedance is decreased. This is an interpretation of

(5.1), according to which, the less CPL power implies the less destabilizing e�ect.

The contrary holds for the case when the CPL power is increased from 225 W to

450 W. Notably in Fig. 5.17, the estimated phase margins are close to the mea-

sured ones in Fig. 5.13 and Fig. 5.15. Also the peak values of bus impedance are

near to the measured values in Fig. 5.14 and Fig. 5.16. Based on Fig. 5.14, it

k̃b (8 dB/div), offset: 30 dB

φ̃m,l

(35 deg/div)

offset: -100 deg

19 deg
34.5 deg

30 dB

f̃c,l (45 Hz/div)

Vbus 20 V/div, offset:100 V 100 V

105 Hz

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1

Time (sec)

PCPL:225W→ 450WPCPL:450W→ 225W

27 dB

Fig. 5.17. Experimental results of the proposed monitoring tool in steady-state
and under transient.
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can be seen that the phase of the bus impedance is con�ned within the −90 deg,

+90 deg sector. Also, the bus impedance only includes RHP poles, although the

poles are not herein plotted, due to space limits. Thus, based on the discussion

of Section 5.2, the PBSC is not violated. However, the relatively large resonance

in Zbus leads to a low damping level in the interconnected system. This is also

con�rmed by the phase margin of 20 deg in Fig. 5.13, which considerably deviates

from the original one (55 deg). Therefore, we should tune the voltage regulator

of the source Gv(s), in order to damp the bus impedance, which also will increase

the phase margin.

5.6.2 After tuning

The tuning action is implemented on the source converter of the setup shown in

Fig. 5.12 (by keeping the CPL power at 450 W). To implement the tuning, in

this work, we set the reference value of the peak bus impedance k∗b to 22 dB,

which is chosen based on the 4 dB gain margin criterion discussed in Section 5.5.

This will limit the bus impedance inside an allowable region. On the other hand,

the estimations of this work are based on assuming the resonance frequency of bus

impedance to be close to the designed bandwidth of the voltage loop fc. Therefore,

in general, the reference crossover frequency should stay close to the originally-

designed bandwidth, i.e., ω∗o ' 2πfc. Nevertheless, in the following experiment,

we slightly increase the reference crossover frequency (from 100Hz to 125 Hz),

in order to evaluate the performance of the proposed estimation and monitoring

unit under some discrepancy between the voltage loop bandwidth and the bus

impedance resonance frequency (ω∗o ' 2π125 rad/s). In this work, a diagonal

tuning matrix A is used, with the following integral gains: a1 = 0.001, a2 = 0

,a3 = 0, a4 = 0.28.

Experimentally-measured frequency response of the voltage loop, after tuning the

Gv(s) parameters, is shown in Fig. 5.18. In this �gure, the analytical model of the

voltage loop is plotted by applying the updated values of ki, kp. As can be seen,

the new phase margin is 50 deg, con�rming, thus, the successful improvement of

the dynamic performance. Using this value to estimate the peak bus impedance

based on (5.13), gives 23 dB. The close matching between the new value of the

peak bus impedance and the reference value, con�rms the correct tuning of the

voltage regulator, that leads to the desired damping of the bus impedance. It is

worth mentioning that, a similar test with ω∗o ' 2π100 red/s is also performed and

similar damping is observed. However, for brevity, the results of this additional

experiment are not herein reported.



Chapter 5. Using the monitored loop gains for dc bus impedance estimation and
damping 116

-30

-15

0

15

30

M
ag

n
it

u
d

e(
d

B
)

101
102

103

Frequency (Hz)

-240

-180

-120

-60

P
h

as
e(

d
eg

)
Analytical model

PRBS-based experimental results

fc,l = 125 Hz

φm,l = 50 deg

Fig. 5.18. Analytical and experimentally measured voltage loop gain Tv,l, after
tuning Gv.

-10

0

10

20

30

M
ag

n
it

u
d

e(
d

B
)

101
102

103

Frequency (Hz)

-100

-50

0

50

100

P
h

as
e(

d
eg

)

Analytical model

PRBS-based experimental results

kb = 21.5 dB

Fig. 5.19. Analytical and experimentally measured bus impedance Zbus, after
tuning Gv.

Similarly to the case before tuning, also here the accuracy of the implemented mon-

itoring tool is veri�ed by bus impedance measurement. Experimentally-obtained

frequency response of the bus impedance is compared with the analytical model

(plotted by using the new ki, kp) in Fig. 5.19. As can be seen, a good match-

ing is observed between the analytical model and the experimental measurements.

Also, the 21.5 dB peak value of bus impedance highlights two important points:

a) correctness of the implemented monitoring tool, despite the existing di�erence

between bus impedance resonance and crossover frequency of the voltage loop

b) successful damping of the bus impedance by means of the proposed tuning

approach.
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0 0.05 0.1 0.15 0.2 0.25 0.3 0.35 0.4 0.45 0.5

Time (sec)

Start tuning
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Fig. 5.20. Experimental results of the proposed monitoring and tuning unit.

k̃b monitored online
(Fig. 5.17, Fig. 5.20)

k̃b estimated based on
φm,l (Fig. 5.13, Fig. 5.18)

kb measured
(Fig. 5.14, Fig. 5.19)

before tuning 30 dB 30 dB 27 dB

after tuning 22.5 dB 23 dB 21.5 dB

Table 5.5: Summary of the experimental results of the peak value of bus
impedance

Fig. 5.20 shows the experimental results of the proposed monitoring and tuning

unit. In particular, the crossover frequency, the phase margin, and the peak bus

impedance are shown. As can be seen, when starting to tune the PI gains, the esti-

mated phase margin increases and the peak bus impedance accordingly decreases,

as expected by the bus impedance damping goal. The monitored value of phase

margin after tuning is close to the measured one in Fig. 5.18. Also the peak value

of bus impedance is near to the measured value in Fig. 5.19. Also the crossover

frequency increases to around the reference value.

Table 5.5 summarizes the experimental results of the peak value of bus impedance

before and after tuning. The estimations based on the phase margin, as well as

those monitored online are also included. As can be seen, a good matching can be

observed both before and after tuning, con�rming the accuracy of the estimations

as well as the successful achievement of the tuning goal.

Finally, Fig. 5.21 shows the bus voltage, under a step change in the CPL power.

In particular, the step response of the bus voltage both before and after tuning

Gv parameters is displayed. As can be seen, the system is well-stabilized by
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step in CPL power

Time scale: 5 ms/div

Vbus before tuning

(5 V/div)

Vbus after tuning

(5 V/div)

100 V

Fig. 5.21. Experimental results of the bus voltage step response before and after
tuning Gv.

the proposed online monitoring and tuning approach. Notably, despite the high

level of noise in the laboratory prototype, the monitoring unit provides accurate

estimations, and accordingly, the tuning part shows a good performance. Hence,

both time-domain and frequency-domain information of the system con�rm the

e�ectiveness of the proposed stabilization method.

5.7 Summary

This chapter proposes to estimate the peak value of bus impedance in dc mi-

crogrids based on the phase margin of the voltage (or droop) loop of a generic

DER power converter. The Middlebrook's injection method allows to estimate

the crossover frequency and the phase margin of the voltage or droop loop. The

obtained phase margin is then used to estimate the peak value of bus impedance,

based on which, the stability of an interconnected power converter system can

be understood. Subsequently, the voltage regulator parameters can be e�ectively

tuned, in order to damp the bus impedance, ensuring, thus, reliable operation of

the dc microgrid. The proposed monitoring and tuning method is applied to a labo-

ratory setup. In order to validate the estimation accuracy, the frequency responses

of bus impedance and voltage loop gain are experimentally measured. According

to the reported results, the estimated peak values of bus impedance show a good

matching with the values obtained from the measured bus impedance. Experi-

mentally measured loop gains also con�rm the correctness of the phase margins

used to estimate the bus impedance. In addition, the high peak in bus impedance

(low phase margin) is e�ectively damped by using the applied tuning algorithm. In

conclusion, the proposed method eliminates the need for impedance measurement,

is simple to implement, is accurate, and is robust against noise and perturbations



Chapter 5. Using the monitored loop gains for dc bus impedance estimation and
damping 119

that may come from other paralleled converters. These properties make this ap-

proach practical for dc microgrid applications.





Chapter 6

Conclusions and Future Work

Power electronic converters used in a dc microgrid environment are usually equipped

with several control loops. When many converters are connected to a common dc

bus, the performance of some loops can be di�erent from the behavior designed for

the standalone converter, depending on the number, topology, and control of the

interconnected converters. Thus, in order to know the performance of each loop in

real-time, it is important to perform online and continuous stability monitoring.

The monitored data can be e�ectively utilized to tune the controller of the loop

under study, with the aim to keep a desired dynamic performance for each power

converter, regardless of the interconnected converters.

This work �rstly, investigates an on-line stability monitoring technique for power

converters operating in dc microgrids. The technique is inspired by the Middle-

brook's injection method, and allows to estimate and monitor the stability margins

of any control loop under consideration (e.g., current, voltage, or droop control

loops). Since we target a multi-converter environment, the presence of multiple

perturbations coming from the monitoring units of several converters is also taken

into account. For the experimental validation, a laboratory setup composed of

three buck converters, a CPL, and a resistive load is implemented to emulate a

dc microgrid. Then, the proposed monitoring tool is applied to di�erent control

121
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loops. The obtained accuracy in the estimated stability margins, both in steady-

state condition and under a transient, validate the e�ectiveness of the proposed

monitoring technique.

Then, two di�erent on-line tuning techniques are proposed, which are both based

on injecting a small-signal perturbation at the desired crossover frequency into a

generic SMPS control loop. The signals right before, and right after the injection

point are then processed and, subsequently, some error vectors are de�ned. Finally,

the regulator parameters are tuned to make the error signal converge to zero,

allowing, thus, to achieve the desired phase margin and crossover frequency. In

addition, the situation in which an unfeasible phase margin is desired, is also

taken into account. This case can happen when the applied regulator provides its

maximum allowable phase to compensate a generic control loop, at the reference

crossover frequency; but, still the phase margin of that loop is less than the desired

reference phase margin. These tuning techniques are also experimentally veri�ed

in the laboratory setup described above.

As the stability margins monitored online do not give a full picture of the control

performance, sometimes it might be necessary to monitor the loop gain frequency

response over the entire bandwidth. To do so, this work proposes to use PRBSs

because of their well known advantages, i.e., the short identi�cation time, the

adjustable injection bandwidths, the simple generation algorithm, the low peak

factor, and most importantly, the possibility to generate several PRBSs with dif-

ferent frequency components (orthogonal PRBSs). In this research, we propose

simultaneous injection of multiple orthogonal PRBSs into di�erent control loops

of dc microgrid power converters. By doing so, the frequency responses of all the

desired control loops can be measured within a single experiment, providing, thus,

a rapid loop gain monitoring. The proposed identi�cation algorithm is experimen-

tally veri�ed in the dc microgrid setup described above. Also, the necessity of

having multiple excitations to perform multiple loop gain identi�cation is exper-

imentally con�rmed. Finally, the experimental identi�cation results are used in

adaptive tuning of a generic control loop, in order to achieve a desired dynamic

performance.

Although stability monitoring of a generic control loop within dc microgrid con-

verters, takes account for the e�ect of other converters connected to the same dc

bus, but some loops may not provide a comprehensive and system-level stability

assessment. In this context, the dc bus impedance is de�ned in the literature

as the parallel combination all the source and load converters impedances. Bus

impedance has been demonstrated to give a stability measure of the whole dc mi-

crogrid. This work proposes to estimate the peak value of bus impedance based
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on the phase margin of the voltage (or droop) loop of a generic DER power con-

verter. To this end, the monitored phase margin described above is utilized. The

obtained peak bus impedance is then damped by tuning the voltage regulator pa-

rameters, that can ensure a reliable operation for the dc microgrid. Experimental

implementation of this technique proves the applicability of the proposed method

in online estimation and damping of dc microgrid bus impedance.

Based on the experimental results in all of the above-mentioned loop gain injection

cases, the bus voltage and the inductor current are not signi�cantly a�ected by

the small-signal perturbations. Because the provisions discussed in this work are

applied to the perturbation amplitudes.

To summarize, in the context of a smart dc microgrid, the proposed online stability

monitoring is showing merit. This can be followed by the proposed autotuning

methods to ensure a reliable operation of the system. In other cases�where a

full picture about the performance of di�erent loops over the entire bandwidth

is desired�multiple orthogonal PRBSs can be simultaneously injected in several

control loops. This will provide the frequency responses of all the loops in a

single measurement cycle. Finally, in order to further assess the microgrid-level

stability and dynamic performance, the monitored phase margin of some loops can

be e�ectively used to estimate the peak value of the dc bus impedance.

Several aspects of this research can be further investigated in future. In particular:

• Extension of the proposed stability monitoring and autotuning techniques

to the ac microgrids requires a dedicated study. In this case, if we assume to

work in dq synchronous reference frame, we shall deal with MIMO loop gain

measurement and MIMO stability analysis, which is of course, of particular

interest.

• This work proposes to simultaneously inject N orthogonal PRBSs to iden-

tify N generic control loops within dc microgrid power converters, in one

measurement cycle. Based on the orthogonal PRBS generation algorithm

discussed in Chapter 4, this technique leads to an increase in the measure-

ment time by a factor of two, for each additional loop. However, by further

signal processing steps, one can apply a single PRBS with N di�erent mod-

ulation indexes for N di�erent control loops. This way, the identi�cation

time of N control loops remains equal to the one of a single loop. A future

investigation on this is very appealing from many perspectives.

• The proposed bus impedance estimation technique is performed based on the

phase margin of the voltage (or the droop) loop of source-side converters.
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In this case, the main assumption is that, the crossover frequency of the

voltage (or the droop) loop is very close to the resonance frequency of the

bus impedance. The validity of this assumption is shown by a literature

search and some simulation and experimental studies. However, in order to

establish a generic relationship between bus impedance and phase margin,

some future investigations are necessary.
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