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“Those who have handled sciences
have been either men of experiment or men of dogmas.

The men of experiment are like the ant, they only collect and use;
the reasoners resemble spiders,

who make cobwebs out of their own substance.
But the bee takes a middle course:

it gathers its material from the flowers of the garden and of the field,
but transforms and digests it by a power of its own.”
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Abstract
***

The Earth’s critical zone (ECZ) is the near–surface domain that regulates the avail-
ability of most life–sustaining resources. Among all the subdomains of the ECZ, a
crucial role is played by the Soil–Plant continuum (SP), as it is a major performer of
the exchanges of mass and energy between soil and plants (and then atmosphere).
However, despite its importance and its strong interconnection with human activ-
ity, the characterization of this subdomain is still in an early stage, mainly because
of the lack of spatial and temporal information regarding the occurring processes.
To overcome this issue, we present the combination of geophysical measurements
and hydrological modeling in the framework of a hydrogeophysical approach, with
the aim of characterizing the active root zone, i.e. the portion of the root system
involved in the water uptake. In fact, the water uptake is performed by root hair,
the microscopic cell outgrowths whose location is difficult (if not impossible) also
after the removal of the root system from the soil. Nevertheless, determining its
position is fundamental not only for merely scientific purposes, but most of all for
practical applications, as it affects the performing of precision irrigation. Therefore,
in this work I propose the identification of the active root zone on the basis of its
main effect, i.e. the reduction of soil water content over time. This is achieved
by means of 3–D small–scale electrical resistivity tomography (ERT) carried out
combining superficial and borehole electrodes. We monitored the processes occur-
ring in the root zone of three orange trees located in south–eastern Sicily. These
trees are drip irrigated according to different deficit irrigation techniques to improve
the exploitation of the water resource, while the plants’ transpiration is monitored
thanks to sap flow and eddy covariance measurements. More in detail, in the first
case study ERT measurements before and after the cut of the tree are compared,
while in the second case study the ERT monitoring is focused on two orange trees
drip irrigated with different treatments (i.e. full irrigation and partial root drying).
The datasets thus obtained provide interesting insights into the root system activity,
given their abundance of information regarding both atmospheric and underground
phenomena (i.e. transpiration and root water uptake, respectively). In particular,
the ERT time–lapse approach well highlights the portions subject to a decrease in
water content, which can be related to the water uptake put in place by the plants.
Nevertheless, the interpretation of the resistivity patterns, although combined with
agronomic information, can be rather intricate. A proper hydrological modeling pro-
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vides a solution to this problem, even if choosing the most suitable approach requires
a specific mathematical analysis. To do this, we developed a synthetic case study
with two identical hydrological models, one of which describing also the activity of
an orange tree. These models resemble the real datasets provided by the ERT mea-
surements, without all the uncertainties introduced by the geophysical acquisition
and the model calibration. The location of the active root zone is reconstructed
from the combination of these two models by means of Taylor series expansion, with
particular reference to the effects of the approximation thus introduced. The final
aim is to evaluate the proposed numerical procedure for a future application on one
of real case study presented in this work.
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Sommario
***

La Earth’s critical zone (ECZ) rappresenta la porzione più esterna del pianeta Terra
ed è sede di numerosi processi che regolano la disponibilità della maggior parte delle
sostanze necessarie alla vita. Tra i vari sottodomini in cui essa può essere suddivisa, il
continuum Suolo–Pianta (SP) svolge un ruolo cruciale, in quanto è uno dei maggiori
regolatori degli scambi di massa ed energia tra suolo e piante (e quindi atmosfera).
Nonostante la forte interconnessione con l’attività umana, la caratterizzazione del SP
è ancora in una fase embrionale, principalmente legata alla mancanza di informazioni
sia spaziali che temporali riguardo ai processi che lo caratterizzano. In questo lavoro
presentiamo quindi una combinazione di tomografia di resistività elettrica (ERT) e
modellazione idrologica secondo l’approccio idrogeofisico, con l’obiettivo di carat-
terizzare la “active root zone”, ossia la porzione del sistema radicale coinvolta nel
processo di assorbimento di acqua dal suolo. Più nel dettaglio, questo processo è
messo in atto dai peli radicali, delle microscopiche estroflessioni la cui localizzazione
è difficile (se non impossibile) anche in seguito alla rimozione del sistema radicale
dal suolo. Ciononostante, la sua localizzazione è fondamentale soprattutto da un
punto di vista agronomico, poiché necessaria per una corretta applicazione delle tec-
niche di irrigazione di precisione. In questo lavoro presento quindi due casi studio
in cui l’active root zone è identificata sulla base del suo effetto principale, ossia la
diminuzione di contenuto idrico del suolo. I casi studio presentati comprendono tre
alberi d’arancio situati nel sud–est della Sicilia ed irrigati mediante diverse tecniche
di microirrigazione (nota anche come “irrigazione a goccia”). In particolare, nel
primo caso studio sono comparate misure ERT acquisite prima e dopo il taglio della
pianta, mentre nel secondo caso studio il monitoraggio ERT è focalizzato su due
aranci irrigati con diverse tecniche (piena irrigazione e disseccamento parziale delle
radici). Il monitoraggio ERT dei processi in atto è effettuato sulla piccola scala (cioè
sulla singola pianta) grazie alla combinazione di elettrodi superficiali ed in pozzo,
permettendo così una acquisizione ed una rappresentazione tridimensionale del dato
geofisico. Parallelamente ha luogo anche il monitoraggio agronomico, grazie al quale
la traspirazione è determinata mediante misure di sap flow e di eddy covariance. I
dati così ottenuti forniscono molte informazioni rispetto ai diversi processi in atto, sia
atmosferici (traspirazione), che nel sottosuolo (assorbimento di acqua dal suolo). In
particolare, il monitoraggio ERT in time–lapse è in grado di mostrare quali porzioni
del dominio investigato siano soggette ad una diminuzione del contenuto idrico, la
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quale può essere collegata all’attività radicale. Nonostante la quantità e qualità
dei dati a disposizione, l’interpretazione dei risultati (specialmente in termini quan-
titativi) risulta comunque piuttosto complessa. Una soluzione può essere fornita
da un’appropriata modellazione idrologica, sebbene la scelta dell’approccio migliore
richieda una specifica analisi matematica. Sotto quest’ottica abbiamo sviluppato
un caso sintetico costituito da due modelli idrologici identici, dove uno quali de-
scrive anche l’attività di una pianta d’arancio. Questi modelli hanno lo scopo di
ricreare dei dataset riconducibili all’output delle misure ERT, senza però tutte le
incertezze introdotte dall’acquisizione geofisica e dalla calibrazione del modello. La
ricostruzione della “active root zone” è quindi ottenuta dalla combinazione di questi
due modelli mediante l’espansione in serie di Taylor, con particolare attenzione alle
approssimazioni così introdotte. L’obiettivo finale è quello di valutare questa proce-
dura numerica per una futura applicazione ad uno dei casi studio reali presentati in
questo lavoro.
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Introduction
***

Fig. 1.1: Earth’s critical zone representation. Modified from Chorover et al. [2007]

The Earth’s critical zone (ECZ) is defined by the National Research Council
[2001] as the thin outer layer of planet Earth, where the interactions between air,
biota, soil, water, and rock occur. In other words, this domain ranges from the top
of the vegetation to the bottom of aquifers, as shown in Fig. 1.1, and therefore com-
prises atmosphere, biosphere, as well as hydrosphere, pedosphere, and lithosphere.
The ECZ is location for several interacting processes that operate on second–to–
eon timescales and atomic–to–global space scales (e.g. geological evolution, climatic
changes, water cycle, etc.) [Brantley et al., 2007]. In fact, this interfacial domain
regulates the availability of most life–sustaining resources and is also strongly inter-
connected with human activity. In particular, ECZ and human activity have strong
feedbacks, as they modify each other [Richter and Mobley, 2009]. Moreover, the
U.S. NSF National Program [2016] states that 30-50% of global land surface and
50% of freshwater have been used by humans, while croplands and pastures are now
overcoming forest cover as major biome on Earth. Along with the increase in hu-
man population, the ECZ is subject to an intensification of the operating stressors,
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especially in terms of exploitation of the water resource, production of food, and use
of the energy sources, with strong effects on their sustainability and development
[National Research Council, 2001]. In particular, in the next four decades, the need
for food and fuel is assumed to duplicate, while the demand for clean water shall
increase of 50% [Banwart et al., 2013].

The importance of the Earth’s critical zone is therefore unquestionable and the
understanding of the interactions of the ECZ’s many components represents a sig-
nificant scientific challenge [National Research Council, 2001; Richter and Mobley,
2009]. To achieve this goal, a wide range of disciplines (e.g. hydrology, geochemistry,
soil science, etc.) is currently involved and operates at different scales by means of
an interdisciplinary approach, where theory and (often only punctual) observations
are integrated [Richter and Mobley, 2009; Lin, 2010; Banwart et al., 2013]. Even if
the Earth’s critical zone is the only domain easily accessible to direct observations
[National Research Council, 1991] and despite all the efforts made so far, the char-
acterization of this system still requires further improvements. In particular, many
questions regarding the coupling of physical, chemical, and biological processes and
their spatial and temporal occurrence are still unanswered [U.S. NSF National Pro-
gram, 2016]. To face these crucial issues, a major step forward may be provided
by the application of non– (or minimally–)invasive geophysical techniques. These
cost–effective and relatively fast methodologies allow the monitoring of the domain
of interest at different scales both in time and space. Moreover, the data thus ob-
tained can be linked to the information supplied by other disciplines through an
appropriate modeling process, so as to apply a holistic approach (e.g. Hinnell et al.
[2010]; Camporese et al. [2015]; Rossi et al. [2015]).

To test this idea, we decided to focus on three subdomains of the Earth’s critical
zone: (i) the hyporheic zone (HZ, Orghidan [2010]) of an alpine river, (ii) an artificial
embankment, reconstructed after its collapse during a flood event, and (iii) the Soil–
Plant continuum in orange trees. Since this last subdomain is the most interesting
and challenging ECZ subsystem, among those investigated during my Ph.D. work,
we deemed it necessary to focus on it in this dissertation. Nevertheless, some of the
results obtained in the other case studies can be found as attachments to this work
(see A.1 and A.2, respectively).

1.1 Outline: the Soil–Plant continuum

The Soil–Plant–Atmosphere continuum (SPA, Fig. 1.2) is the subdomain of the
Earth’s critical zone defined by the movement of water from the soil to the atmo-
sphere through plants [Ritchie, 1981; Lambers et al., 2008a]. Recently, this system
has experienced an increasing interest from several scientific communities (e.g. hy-
drologists, ecologists, etc.) [Rodriguez-Iturbe and Porporato, 2004], mainly because
of the strong impact of plants on the water cycle, due to evapotranspiration (ET)
and root water uptake (RWU) [Porporato et al., 2002]. In particular, the Soil–Plant
subsystem (SP) is location of fundamental exchanges of both mass and energy [Pin-
ton et al., 2007], whose understanding has crucial consequences on eco–hydrology,
precision agriculture, and sustainable water management, as well as modeling of soil
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Fig. 1.2: Schematic representation of the main processes characterizing the Soil–Plant–Atmosphere
continuum.

and atmosphere processes [Lynch, 1995].

The SP subsystem is a rather complex domain, where plant metabolism, plant
physiology, and plant gross morphology are influenced mainly by the role of water at
different scales (e.g. water availability in the soil, water loss through stomata, etc.)
[Passioura, 1982]. Particular interest relies on the role of soil as a water reservoir,
and on the plant stress arising from a deficient water supply in the root zone [Ritchie,
1981]. This last condition may be a consequence of the soil properties or resulting
from the application of deficit irrigation techniques, which consist in providing an
amount of water lower than full crop–water requirements [Fereres and Soriano, 2007].

Therefore, the RWU patterns result from the combination of different parame-
ters, such as plant root distribution, type of irrigation, soil texture, and hydraulic
conductivity variability [Ritchie, 1981; Cohen et al., 1983; Pinton et al., 2007]. In
particular, the application of different irrigation treatments, combined with a fixed
plant spacing and cultural activities (e.g. pruning, picking, the use of fertilizers,
etc.), could influence the actual extent and location of the active root zone, i.e. the
portion of the root system responsible for the root water uptake. More in detail,
the RWU is put in place by the root hair [e.g. Pinton et al., 2007; Segal et al.,
2008], i.e the microscopic cell outgrowths responsible for water and nutrients col-
lection from the soil. Given the root hair dimensions, it is very difficult, if not
impossible, to observe it experimentally, also after the removal of the root system
from the soil. Therefore, the RWU patterns can be difficult to capture even with
dense networks of point sensors [Jayawickreme et al., 2014]. Thus, there is a growing
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demand for near–surface observing technologies for soil characterization, especially
for the improvement of precision irrigation techniques [Van Alphen and Stoorvogel,
2000; Sadler et al., 2005]. In this framework, applied geophysics provides useful
tools to monitor, e.g., the movement of water in the vadose zone (e.g. Binley et al.
[2002]; Deiana et al. [2007]). As a matter of fact, typically applied methodologies are
based on punctual measurements that cannot supply spatial information regarding
the investigated domain. On the contrary, electrical resistivity tomography (ERT)
is probably the most suitable technique, as it is capable of investigating the soil in
both two (2–D) and three dimensions (3–D) modes [Binley and Kemna, 2005; Bin-
ley, 2015] and, above all, ERT is a minimally invasive approach. Moreover, the key
parameter of ERT is resistivity, which is strongly dependent on several factors, but
mainly on water and solute content (variations) [Archie, 1942; Binley and Kemna,
2005; Binley, 2015]. Therefore, the active root zone may be located on the basis of
its effects (i.e. soil water content variations) on a three–dimensional scale, by means
of ERT measurements.

The literature provides several examples describing the application of ERT to the
Soil–Plant continuum, demonstrating the potential of this emerging research area,
[e.g. Jury et al., 2011]. Werban et al. [2008] and Zanetti et al. [2011] opted for a 2–D
set–up on small–scale laboratory samples, focusing on diurnal soil–water redistribu-
tion and on differentiation of root samples of trees rooted in dikes, respectively. Still
choosing a 2–D approach, Amato et al. [2008] applied ERT to the field, in order to
determine the root biomass distribution along tree rows. Jayawickreme et al. [2008]
targeted their 2–D measurements on determining subsurface soil moisture changes,
instead. A step forward to the three–dimensional set–up is presented by Amato et al.
[2009], which use a superficial distribution of electrodes on plastic containers filled
with soil and alfalfa grass. A real 3–D instrumentation distribution is employed by
Garré et al. [2011], since their investigated domain consists of a lysimeter equipped
with electrodes on the lateral surface, with a focus on soil water content variations
and on root length density, while other authors opted for the combination of sev-
eral geophysical techniques [al Hagrey, 2007; Vanderborght et al., 2013]. A full 3–D
ERT approach is used by Boaga et al. [2013] and al Hagrey and Petersen [2011],
who combine superficial and borehole electrodes at the decimetric scale. More in
detail, Boaga et al. [2013] based their work on a field application in an apple or-
chard, while al Hagrey and Petersen’s work [2011] is based on a forward modeling
approach. These studies show the adaptability of ERT to the characterization of the
Soil–Plant continuum, even if difficulties in the interpretation of the measured elec-
trical resistivity patterns remain (especially when dealing with field studies). Still,
some guidelines can be gathered, in order to optimize the application of ERT to the
SP domain: (i) choose a decimetric scale, to better deal with the spatial variability
of RWU patterns [Michot et al., 2003], (ii) adopt a time–lapse scheme (i.e. observe
the variations taking place with respect to a background condition) to reduce the
impact of the factors influencing the bulk resistivity [Michot et al., 2003], and (iii)
conduct the time–lapse acquisitions with a high temporal frequency, in order to
avoid temporal aliasing [Koestel et al., 2009].

Although these works provide useful and promising insights into the application
of electrical resistivity tomography for the characterization of the SP continuum,
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a complete exploitation of the obtainable information could be carried out only
through appropriate modeling processes, where all available data (e.g. geophysical
data, micrometeorological data, hydrological data, etc.) are combined [Hinnell et al.,
2010; Camporese et al., 2015]. This integrated approach belongs to the field known as
hydrogeophysics [e.g. Rubin and Hubbard, 2005; Vereecken et al., 2006; Binley et al.,
2010, 2015], which is aimed at coupling geophysical data with hydrological models.
One of the most evident advantages of this modus operandi is the possibility of
including spatial information provided by ERT into models describing the movement
of water in the vadose zone. In this way, the limited information content provided
by punctual measurements can be overcome (e.g. Hinnell et al. [2010]). However,
to the best of our knowledge, a combination of ERT and hydrological modeling has
never been applied to locate the active root zone, except for a first one–dimensional
attempt by Cassiani et al. [2015], even if the exact position of the active root zone
plays a pivotal role in precision agriculture (e.g. Srayeddin and Doussan [2009]).
In fact, many authors focus on other aspects of the SP continuum modeling, like
choosing the best approach to describe RWU, i.e. considering it as a chain process
based on resistance laws [Schneider et al., 2010] or relying on potential transpiration
rates and stress functions [Jarvis, 2011], while other authors move to the micro–scale
and model the rhizosphere from X–ray or synchrotron images (e.g. Schmidt et al.
[2012] and Keyes et al. [2013]).

In this dissertation we present two case studies where small–scale 3–D ERT is
applied on different drip–irrigated orange trees located in south–eastern Sicily, to
characterize their active root zone. Our main goals comprise the assessing of field
applications of small–scale 3–D ERT, in terms of both qualitative description of SP
interactions and location of active root zone dynamics, as well as improving the
SP continuum characterization thanks to the combination of the ERT data with
numerical models. In the first example (chap. 3), we carry out ERT measurements
on a single tree, combining acquisitions while the tree is living and then after its
cutting. Thus, we can monitor the same domain both with and without the activity
of the orange tree. In the second example (chap. 4), we concentrate on two 8–year
old trees watered by means of deficit precision irrigation. More in detail, one tree
is fully irrigated, while the other one is watered with half of water lost by means
of evapotranspiration. In both cases, the datasets obtained are rather complex (in
terms of resistivity patterns) but are also rich of information and their comparison
highlights differences that may be related to the different irrigation treatments.
Finally, in chap. 5 and chap. 6 we develop a synthetic case study to assess the
applicability of a 3–D approach to detect the location of the active root zone. Given
the novelty of this procedure, we focus on the development of both mathematical
and numerical features, necessary for a future application to a real case study.
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2

Electrical resistivity

tomography
***

Electrical resistivity tomography (ERT) is a non–invasive active geophysical method
that provides insights regarding an investigated domain on the basis of its electrical
properties. Nowadays, this technique is state of the art in the field known as Hy-
drogeophysics [e.g. Rubin and Hubbard, 2005; Vereecken et al., 2006; Binley et al.,
2010, 2015], given its strong dependance on water content (variations) as well as on
water chemistry. The aim of this chapter is to provide a concise description of this
methodology with the definition of some fundamental concepts.

2.1 Founding principles

ERT, as other geophysical direct current (DC) methods, is based upon Ohm’s law

V = I R (2.1)

where V is the electric voltage [L2 M T−3 A−1], I is the injected current [A], and R
is the resistance [R]. This last parameter is related to other material and geometric
properties. In fact, if we consider a cylinder with length L [L], cross–section CS [L2]
and we apply a potential V to it to allow the flowing of a current I, we have:

R =
ρL

CS

(2.2)

where ρ is the electrical resistivity [R L]. Electrical resistivity can also be defined
as the inverse of electrical conductivity σ (ρ = σ−1). It is important to underline
that electrical resistivity is a property of the considered material and, therefore, it
does not depend on current intensity or electrode array geometry (see sec. 2.2). In
fact, resistivity is particularly suitable for measuring variations in soil water content,
ionic content of the pore water, and other parameters, given its dependence on them
(for further details see Archie [1942]; Binley and Kemna [2005]; Binley [2015]).

As described by Binley and Kemna [2005] and Binley [2015], if we consider an
isotropic three–dimensional (3–D) electrical resistivity distribution ρ(x, y, z), we can
describe the 3–D electric potential V (x, y, z) due to the injection of a current I at a
known position using Poisson’s equation
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∇ ·
(

1

ρ
∇V

)

= −Iδ(x) (2.3)

where ∇ =
∂

∂x
,
∂

∂y
,
∂

∂z
is the nabla operator and δ is the Dirac delta function. The

boundary conditions to eq. (2.3) can be described as follows

– Dirichlet boundary conditions:

V (r → ∞) = 0 (2.4)

where






r =
√
x2 + y2 + z2

z ≤ 0
(2.5)

– Neumann boundary conditions:

σ
∂V

∂x

∣

∣

∣

∣

∣

x=x0

= I0 (2.6)

where r is the distance from the current source [L] and I0 is the imposed current
flux at the boundary [A].

The first solution to eq. (2.3) can be obtained considering two current electrodes
injecting current I from ground surface, with one of them located at an infinite
distance (Fig. 2.1). If we also assume a homogeneous resistivity distribution and a
current sink at infinity we have

V (r) =
Iρ

2πr
(2.7)

Note that the domain is here considered to be semi–infinite for z ≤ 0 (see eq. (2.5)).
However, the typical geoelectrical acquisition employs a combination of four elec-

trodes, called quadrupole, with two current electrodes (C+ and C−, used for the
current injection) and two potential electrodes (P+ and P−, used for the potential
measurement) (see sec. 2.2). Given the linearity of eq. (2.1), in this case the voltage
V can be determined using the superposition principle, thus obtaining

∆V =
Iρ

2π

[(

1

r1

− 1

r3

)

−
(

1

r2

− 1

r4

)]

(2.8)

where r1 is the distance between C+ and P+, r2 is the distance between C− and P+,
r3 is the distance between C+ and P−, and r4 is the distance between C− and P−

(see, for example, Fig. 2.3).
The use of four electrodes is a consequence of the physical properties of both soil

and electrodes [Daily et al., 2004]. The soil is actually an ionic conductor, while the
electrodes are electronic conductors, as they are usually metallic. Therefore, a high
contact resistance may arise (up to 104 Ω), thus hindering the current flux from the
electrodes to the soil. If only two electrodes are used (Fig. 2.2(a)), both contact
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Fig. 2.1: 2–D scheme representing current injection in a homogeneous half space. C+ is the
current electrode, with C− located at an infinite distance. Both current–flow lines (dotted lines)
and equipotential lines (bold lines) are represented. Image taken from [Binley and Kemna, 2005].

resistances and soil resistance would be in series. As a consequence, the measured
value would be the sum of these contributions. On the contrary, if we take advantage
of four electrodes (Fig. 2.2(b)), we can ignore the contact resistances of C+ and C−

(even if it is still present), since only the injected current is measured. V is measured
using electrodes P+ and P−, for which the contact resistances are still present, but
are non influential, as there is no current flux across them. This is guaranteed by
the high internal impedance of the voltmeter used to measure V . Therefore, the use
of four electrodes allows the measurement of the sole soil resistance.

Apparent resistivity

It is possibile to rewrite eq. (2.8) in terms of resistivity:

ρa =
k∆V

I
(2.9)

where k is a term called geometric factor that depends on the chosen array (see sec.
2.2.1), since it can be expressed as

k = 2π

[(

1

r1

− 1

r3

)

−
(

1

r2

− 1

r4

)]−1

(2.10)

The resistivity expressed in eq. (2.9) is called apparent resistivity, as it is the
value corresponding to the real resistivity ρ if we were considering a homogeneous,
flat earth domain [Binley, 2015].
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(a) Two electrodes (b) Four electrodes

Fig. 2.2: Acquisition schemes represented as electrical networks: (a) two electrodes and (b) four
electrodes.

2.2 In situ measurements

As already described above, the general approach consists in injecting a current
into the soil using two current electrodes and then measuring the generated voltage
drop using two other ones. Several configurations (known as arrays) are available,
each with different pros and cons. In addition to this, the survey planning should
take into account also other factors, like the objective of the study, the depth of
investigation, site access, and instrument limitations.

2.2.1 Electrode arrays

An electrode array is a geometric configuration describing the relative position of
current and potential electrodes in a quadrupole [Binley and Kemna, 2005]. The
most commonly used electrode arrays are represented in Fig. 2.3.

Each configuration has its advantages and disadvantages, therefore they should
be chosen according to the specific application and to the expected signal strength
[Seidel and Lange, 2007]. More in detail, Wenner and Schlumberger arrays have
relatively stronger signals with respect to dipole–dipole, as the potential electrodes
are located within the current electrode pair. Moreover, when using a dipole–dipole
array with high electrode pairs separation, the resulting voltage gradients may be
rather low.

Another useful indicator is the sensitivity, which “gives a measure of how the
observed apparent resistivity is sensitive to changes in variation of resistivity of the
subsurface” [Binley, 2015], and can be defined as follows
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Fig. 2.3: Example of the three most commonly used electrode arrays: Wenner, Dipole-dipole, and
Schlumberger. Image taken from [Binley and Kemna, 2005].

S =
∂ log(ρa)

∂ log(ρ)
(2.11)

The Wenner array has average sensitivity to lateral and vertical variability, a good
vertical resolution, but reaches small depths of investigation. The Schlumberger
array is the most sensitive to lateral variations, so it is useful when exploring vertical
variability of the resistivity field. Finally, dipole–dipole has the highest depth of
investigation and is highly suitable for lateral profiling, since the vertical resolution
is rather low [Binley and Kemna, 2005].

2.2.2 Non-homogeneous soil

The equations described in sec. 2.1 have been developed considering a homogeneous
system but, as can be easily imagined, this is not the situation when dealing with
a natural environment. Even if the spatial distribution of the electrical resistivity
is neither homogeneous nor isotropic, the linearity of Ohm’s law is still guaranteed,
therefore eq. (2.8) can be applied also in this case [Seidel and Lange, 2007].

If we consider a two–layer domain (as schematised in Fig. 2.4), we can see how the
current–flux lines are modified given the resistivity variation with depth (compare
with Fig. 2.1). From the comparison of these two pictures (i.e. Fig. 2.1 and Fig.
2.4), we can gather another important piece of information. If we increase the length
of the array, the current lines penetrate deeper. Thus, when the length is short, the
current paths investigate only the upper part of the subsurface domain and therefore
may not explore the lower layer. This means that as the array length increases, the
depth (and volume) of investigation expands. Consequently, the apparent resistivity
is influenced as well, since it depends on the electrical features of both layers.

This principle can be extended to a domain with a higher number of layers and
other heterogeneities, showing how apparent resistivity varies according to both ver-
tical and lateral variations in subsurface resistivity. Considering the definition given
in sec. 2.1, in this case we would have that ρa is not equal to the real resistivity dis-
tribution, as it is referred to a nonhomogeneous domain. Therefore, an appropriate
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Fig. 2.4: 3–D scheme representing a 4–electrode measurement in a nonhomogeneous system. C+

and C− are the current electrodes, P+ and P− are the potential electrodes, ρ1 is the resistivity of
the upper layer, and ρ2 is the resistivity of the lower layer, with ρ1 > ρ2. Both current–flow lines
and equipotential lines are represented. Image taken from [Seidel and Lange, 2007].

data processing, called inversion process, is mandatory to assess the real resistivity
structure (see sec. 2.4) [Binley and Kemna, 2005].

2.3 Survey configuration for electrical resistivity

tomography

Electrical resistivity tomography applies the principles described in the previous
sections to multi–electrode systems, leading to two– and three–dimensional images
of the subsoil. This technique is widely applied given its large adaptability to the
requirements of each case study, as it allows both surface and borehole measurements
(or, as in our case study, a combination of them). Furthermore, ERT is also cost–
effective, fast to apply, and can be considered a non–invasive method.

2.3.1 2–D imaging: surface surveys

One of the typical applications of ERT is from the ground surface, where several
electrodes (e.g. 48, 72, or 96) are placed along a straight line to acquire a so–called
2–D cross–section. Location and spacing of these electrodes are chosen according to
the objectives of the survey. The measurement takes place using a resistivity meter,
which automatically switches between current and potential electrodes according to
the chosen sequence thanks to a multiplexer. This instrument also measures and
stores the resulting potential for each quadrupole, as well as other parameters chosen
by the operator. The electrodes are linked to the resistivity meter thanks to one or
more multicore cables. The literature provides many examples of ERT 2–D surveys
in a wide range of conditions (see e.g. [Griffiths and Turnbull, 1985; Kemna et al.,
2002; Busato et al., 2016]).
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Fig. 2.5: Building of a pseudosection using a Wenner array. The different survey levels correspond
to a specific electrode spacing. The circles represent the position of the assigned measurement for
each of two represented spacings. Image taken form [Binley and Kemna, 2005].

The first result of a 2–D survey is a pseudosection, which is a plot of apparent
resistivity as a function of location along the profile and electrode separation. It
has been developed for the first time by Hallof [1957] using a dipole–dipole array.
An example of the construction of a pseudosection is given in Fig. 2.5: Each point
represents a value of ρa , whose position depends on the quadrupole location along
the survey line and on the spacing between electrodes. As a result, the bigger is
the distance between electrodes, the higher is the survey level and, therefore, the
higher is the pseudodepth of the apparent resistivity value (in analogy with what
described in sec. 2.2 regarding the depth of investigation). Here we consider only
a Wenner array, but this approach can be easily extended to the other quadrupole
configurations.

Even if the pseudosection is a useful measurement output, it is important to
underline once again that it does not correspond to the real resistivity distribution,
which can be obtained only through an appropriate inversion process (see sec. 2.4).
In other words, the pseudosection only represents, in a suitable form, the raw data.

2.3.2 3–D imaging: surface and borehole surveys

Two–dimensional surveys can be easily expanded in the third dimension, thanks to
the increasing availability of multichannel instruments and more powerful computa-
tional tools (both hardware and software).

A first example is provided by quasi 3–D imaging (e.g. Cassiani et al. [2006]),
where multiple 2–D transects are combined to gather a 3–D representation. This ap-
proach requires less resources in terms of instrumentation and computational efforts
if compared to the real three–dimensional imaging but, as a consequence, shows low
sensitivity to ρ variations in the direction normal to the survey lines.

To perform a real three–dimensional ERT imaging we can use either a surface
configuration or borehole electrodes (or, as in our case study, a combination of them,
see subsec. 3.2.2 and subsec. 4.2.2). In the first case, electrodes cover a superficial
two–dimensional grid, as described, for instance, by Nyquist and Roth [2005], while
the second case requires an ad hoc instrumentation setup.
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More in detail, the borehole instrumentation usually consists of a plastic pipe
around which the electrodes (e.g. consisting of metallic bands) are wrapped. Each
electrode is then linked to the resistivity meter thanks to a multicore cable. Since
each borehole is equipped with a pipe, the instrumentation placement needs to be
carefully handled, as an appropriate coupling between the electrodes and the soil
is crucial. This process is easier when the pipe is located below the water table,
while in the vadose zone it requires particular care, especially when dealing with a
very dry soil. In fact, below the water table a free electrode cable can be used if
submerged in water, provided that the casing is fully slotted.

Also in this case it is possible to compute a pseudosection, even if the boundary
conditions are different from what described in sec. 2.1. As described by Binley
[2015], the computation of the apparent resistivity has to account for the noninfinite
surface boundary if the electrodes placement is superficial. Therefore, if we consider
an infinitely deep electrode, eq. (2.7) becomes

V =
Iρ

4πr
(2.12)

We can also modify eq. (2.8) considering a current electrode at depth zC+
, a

potential electrode at depth zP+
, and accounting for the surface boundary at z = 0.

As a result we obtain

V =
Iρ

4π

[

1

|zC+
− zP+

| +
1

zC+
+ zP+

]

(2.13)

Likewise, it is possible to describe the geometric factor considering a borehole
quadrupole (see Binley [2015]).

A three–dimensional borehole imaging takes place employing more than two
boreholes and all arrays described before can be applied. Resolution and sensitivity
do not depend only on the electrode spacing, but also on the distance among bore-
holes. In general, the highest sensitivity will be close to the boreholes themselves
and will decrease with the distance from them, therefore this approach is usually
applied on relatively small domains.

2.4 Processing, inversion, and interpretation

The ERT data described in the previous sections need an appropriate elaboration
to be turned into the corresponding resistivity spatial distribution. This process
requires several steps, from error assessment to data inversion, which have to be
handled with particular care.

2.4.1 Measurement errors

ERT measurements are affected by errors that need to be properly considered, as
they could influence and invalidate the inversion process [Daily et al., 2004], leading
to inversion artefacts or heavy smoothing. These errors arise as a consequence of
several physical phenomena:
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– Poor soil–electrode contact, which results in systematic errors on particular
electrodes.;

– Low input voltage and high geometric factors that may lead to low voltage
levels at the potential electrodes, close to the instrumentation resolution;

– Unstable natural self–potentials over time;

– Other random external effects.

An appropriate measurement error assessment is therefore mandatory, in order
to properly consider its effects on the inversion procedure. There are two possible
approaches: The first is based on the measurements repeatability using several in-
jection cycles, but this does not allow the removal of systematic errors; the second
makes use of the so–called reciprocals [Parasnis, 1988; Binley et al., 1995]. This
latter approach is based on the assumption that the switching of the current source
(C+) with the current sink (C−) should give an identical measure with reversed po-
larity. The same should happen when exchanging positive and negative potential
electrodes. Even if there are eight possible combinations, usually the reciprocals are
determined switching current and potential electrodes. The two transfer resistances
thus measured should theoretically be identical, but this does not happen when
dealing with real data. Therefore, the difference between these two values can be
considered as an error estimate

E = Rd −Rr (2.14)

with E being the error for that measurement pair, Rd the direct measure, and Rr

the reciprocal measure.
Since each transfer resistance pair has its own reciprocal error, it is possible to

set an error threshold to remove all the bad measurement pairs. This limit can be
evaluated assuming a Gaussian error model, where the magnitude of the reciprocal
error increases with the magnitude of the resistance:

|e| = a+ b|R| (2.15)

where a is the minimum error level and b is the error increase with R [Binley et al.,
1995].

2.4.2 Forward modeling

Forward modeling is a fundamental part of the inversion process and consists in com-
puting the measurement results starting from a certain distribution of the electrical
properties in the considered domain. In other words, forward modeling allows de-
termining the measured data (e.g. transfer resistance) given a certain model, where
the spatial variation of resistivity is known [Binley and Kemna, 2005]. Kemna [2000]
gives a thorough description of the forward model solution, which can be summarized
as follows.

If we consider a two–dimensional distribution of resistivity (i.e. constant along
the y direction), it is possible to rewrite eq. (2.3) as
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∂x

(

1

ρ

∂ṽ

∂x

)

+
∂

∂z

(

1

ρ

∂ṽ

∂z

)

− ṽk2

ρ
= −I

2
δ(x)δ(z) (2.16)

with ṽ being the transformed potential, described using the Fourier transform

ṽ(x, k, z) =
∫

∞

0
V (x, y, z) cos(ky) dy (2.17)

where k is the wave number. The solution of eq. (2.16) for ṽ has then to be trans-
formed using an inverse Fourier transform to obtain V (x, y, z) (see also LaBrecque
et al. [1996]).

A solution to eq. (2.3) in terms of apparent resistivity is available also when
considering a flat layered earth model. When using the Schlumberger array, the so–
called Stefanescu integral provides the following apparent resistivity [Kemna, 2000]

ρa

(

C+C−

2

)

=

(

C+C−

2

)2
∫

∞

0
T (λ)J1(λr)λ dλ (2.18)

where
C+C−

2
is the semi–distance between the current electrodes, J1 is the Bessel

function of the first kind and order 1, the kernel T (λ) is a function of both layer
thickness and resistivity, and λ is the integration variable (i.e. the wavenumber).

The solution to the forward problem when considering a 2–D or 3–D resistivity
distribution requires the employment of numerical methods (i.e. finite element, FE,
or finite difference, FD), which are based on a representation of the domain realized
by means of a grid or a mesh), made of a number of nodes and elements. Thus, the
solution representing the potential field is provided at each node (or at each element
centroid). A more detailed description of the development of the numerical methods
for the solution of the geoelectrical problem is provided by Binley [2015].

2.4.3 Inverse modeling

Contrary to forward modeling, the inverse problem is aimed at computing the real
resistivity distribution starting from a dataset made of electrical measurements (in
our case, transfer resistances). Nevertheless, the numerical approach is still based
on the principles of forward modeling, since its final aim is to determine a model m
reproducing the real data d within a specified uncertainty (error) level [Binley and
Kemna, 2005; Seidel and Lange, 2007], where

m = {mj} = {ln σj} (j = 1, ...M) (2.19)

is a vector representing the electrical properties distribution to be determined, dis-
cretized into a set of parameters, and

d = {di} = {− lnRi} (i = 1, ...N) (2.20)

is the set of measured transfer resistances. In both cases, the logarithms account for
the wide range of values that describe both parameters, while the minus symbol in
eq. (2.20) is due to the physical dimensions used in eq. (2.19).

16



The resistivity inversion problem is notoriously affected by innate non–unique-
ness, as several (if not infinite) models lead to the same response, within the same
error level. If we also consider that the real dataset d is often incomplete, it is
clear that an appropriate model restriction is mandatory to obtain a solution with
physical and practical significance.

This is commonly achieved through the application of the “Occam’s razor” prin-
ciple, as described by Constable et al. [1987], which consists in considering as the
best solution the smoothest model agreeing with the data within their error level.
This approach is based on solving the inverse problem as a regularized optimization
problem [Tikhonov and Arsenin, 1977], where a given objective function

Φ(m) = Φd(m) + αΦm(m) (2.21)

has to be minimized. In eq. (2.21) Φd is the data misfit defined as

Φd(m) = ||Wd[(d) − f(m)]||2 (2.22)

where || · || is the Euclidean norm, f is the forward model operator, and Wd is the
diagonal data weighting matrix, and Φm(m) is a stabilizing objective function

Φm(m) = ||Wm(m−mref )|| (2.23)

used to add some model constraints relative to a reference model mref , based on a
certain weighting matrix Wm. Finally, α regulates the exchanges between the data
misfit and the model objective function during the inversion.

The minimization of eq. (2.21) can be computed adopting the Gauss–Newton
approach, which leads to the following iterative scheme [Binley, 2015]

(JTW T
d WdJ + αR) = ∆m = JTW T

d (d− F (mk)) − αRmk (2.24)

where J is the Jacobian
(

Ji,j =
{ ∂di

∂mj

})

, mk is the parameter set at iteration k, and

∆m is the parameter set update at iteration k, so as to have

mk+1 = mk + ∆m (2.25)

At each step k, α is reduced until convergence is reached. Finally, the solution is
achieved (i.e. the iteration process is stopped) when the data misfit reaches a value
of 1. To do this, the data error has to be known, but this is possible thanks to
the approach described in subsec. 2.4.1. More details are provided, e.g., by Kemna
[2000].

3–D inverse modeling

The solution of a three–dimensional inverse problem requires significant computa-
tional effort. Some important steps forward have been made thanks to the devel-
opment of finite element algorithms based on unstructured meshes, which allow a
variation of the element dimensions in the inversion domain. The main idea is that
the area with the highest resolution is characterized by more nodes and therefore
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more (tiny) elements (so–called refined grid), while the outer domain (where an ex-
act solution is not required) is described by bigger elements. This allows not only
a better adaptation to the problem geometry (thanks also to the different 3–D ele-
ments geometry available - e.g. tetrahedra or parallelepipedes), but also reduces the
mesh’s dimensions (in terms of nodes and elements), resulting in a lower computa-
tional inversion time.

2.4.4 Time–lapse inversion

The solution of a 2–D or 3–D ERT inversion problem consists in producing a resis-
tivity distribution representing the investigated domain at the measurement time.
But the electrical resistivity tomography is capable of showing the variations in re-
sistivity also over time, with respect to a background condition. This approach is
called time–lapse inversion and has been developed by Daily et al. [1992]. It is based
on the following equation

RT L =
Rt

R0

Rhom (2.26)

where RT L is the resistance ratio, Rt is the transfer resistance of the acquisition at
time t, R0 is the background resistance, and Rhom is the transfer resistance resulting
from a homogeneous resistivity distribution model. Eq. (2.26) is computed for each
measurement belonging to a common–set, which comprises the measurements made
only from the quadrupoles present, and accurate within a given error level, at all
acquisition times.

The resulting, new dataset is then inverted, leading to T − 1 (with T = total
number of acquisitions) images, each representing the variations in terms of resis-
tivity between the background acquisition (t0 = 0) and the current acquisition (t),
expressed as resistivity ratio %. This parameter shows an increase in resistivity over
time when reaches values bigger than 100%, while indicates a decrease in resistiv-
ity for values lower than 100%. It follows that a resistivity ratio % equal to 100%
denotes no resistivity variations from t0 to t.
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3

Bulgherano field site:

data acquisition and analysis

***

In this chapter I present the first case study, consisting of an orange tree located in
an orange orchard in south–eastern Sicily. Here, we took advantage of small–scale
3D electrical resistivity tomography combining superficial and borehole electrodes
to characterize and monitor the active root zone (i.e. the part of the root system
that performs the root water uptake) during the scheduled irrigation. This site is
equipped with an eddy covariance (EC) tower and sap flow probes, to monitor the
tree activity also from an agronomic point of view. Our ERT measurements took
place in two different periods, October 2013 and June 2014, which correspond to
two different conditions of the orange tree. In October the plant was active, so we
followed the scheduled irrigation repeating our measurements at regular intervals.
In June, on the contrary, the tree had been cut, since it was affected with Citrus
Tristeza virus. However, the whole root system and the geophysical instrumentation
were left in place, thus allowing a new irrigation test in the same location of the
previous campaign.

The part of this chapter describing the monitoring of the living tree has been pub-
lished by Cassiani et al. [2015], who used this dataset to develop a one–dimensional
model aimed at determining the extent of the active root zone, with particular at-
tention to the location of the drip irrigators. In this work, I reconsider the 2013
material and add it to the inversion and analysis of the 2014 measurements, as the
whole dataset (i.e. comprising both measurement campaigns) is particularly suit-
able for a three–dimensional hydrological model developed to locate the active root
system. Thus, this case study is appropriate for an application of the procedure
described in chap. 5 to real data.

The main aim of these experiments is to study the applicability of small–scale
3D ERT to characterize and monitor the active root zone of an orange tree, with
particular reference to the occurring phenomena (e.g. root water uptake). This is
possible thanks to the strong dependence of electrical resistivity on soil water content
variations (among other parameters, see sec. 2.1). In particular, the combination of
two different irrigation tests, carried out before and after the cut of the orange tree,
give us different insights into same domain in two different conditions, i.e. with and
without the activity of the tree, respectively.
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3.1 Site description

The studied plant is a 20 year–old orange tree (Citrus sinensis; cv Tarocco Ippolito)
planted in an orange orchard in south–eastern Sicily (Lentini, SR – lat. 37◦16’ N,
long. 14◦ 53’ E). This orchard has an extension of 20 ha and lies in a semi–arid
climate, with average annual precipitation of 550 mm, dry summers (average air
temperature of 28 ◦C), and wetter winters (average air temperature of 7 ◦C). Here,
the tree spacing is equal to 4.0 m within each row, while the spacing between rows is
5.5 m to allow cultural operations (e.g. pruning and picking). The irrigation takes
place thanks to a drip irrigation system (see e.g. Dasberg and Or [1999]) consisting
of four in–line drippers per plant, spaced 1 m. The water discharge per dripper is
equal to 4 l h−1 (i.e. 0.73 mm h−1), so the total amount of water provided to each
tree is 16 l h−1. Irrigation is supplied every day for five hours from May to October.

A thorough description of the soil properties is provided by Aiello et al. [2014]
and is based on a subdivision of the orchard into smaller domains, each with an area
of 18 × 32 m2. Here, 64 undisturbed soil samples (from 32 sampling points) were
collected at depth ranges of 0–0.05 m and 0.05–0.10 m. These undisturbed samples
allowed the determination of soil bulk density, ρb [M/L3], and initial water content,
θi [L3 L−3]. Soil textural properties have been ascertained thanks to 32 disturbed
soil cores collected at depth ranging between 0 and 0.05 m. This assessment is
based on the conventional methods consisting in eliminating the organic matter and
deflocculating the clay fraction [Gee and Bauder, 1986]. Then, the soil classification
is carried out according to the USDA (United States Department of Agriculture)
standard via both textural and hydraulic laboratory analysis [Gee and Bauder, 1986],
taking into account three textural fractions: clay (0–2 µm), silt (2–50 µm), and
sand (50–2000 µm). The results show sandy loam textures for most samples (27
out of 32) and loamy sand textures for the remaining ones. Finally, Aiello et al.
[2014] determined also the van Genuchten water retention model parameters [van
Genuchten and Nielsen, 1985] on the basis of Burdine [1953] conditions. To do this,
they considered the 32 most superficial undisturbed cores and used stainless steel
cylinders with an inner volume of 10−4 m3. For each sample, the volumetric soil
water content at 11 pressure heads were determined by means of a sandbox and a
pressure plate apparatus.

The site is also equipped with water content reflectometers (TDR) probes, aimed
at measuring soil water content variations over time in the portion of soil belonging to
each orange tree. Therefore, each location is equipped with four sensors, two inserted
vertically at 0.20 m and 0.45 m below ground level, and two inserted horizontally at
0.35 m depth, with 0.20 m spacing in between: the former provide information on
the first 0.20–0.-25 m of soil, while the latter were used to detect the passing of the
water plume. The sensors consists of two stainless steel rods connected to a printed
circuit board. More in detail, calibrated Campbell Scientific CS616 water content
reflectometers (±2.5% of accuracy) were installed to hourly monitor the changes of
volumetric soil water content (∆θ).

This orchard has mean leaf area index (LAI) of about 4 m2 m−2, rather constant
in time (referred to the ERT measurement campaign – see subsec. 3.2.2), while the
mean photosynthetic active radiation (PAR) light attenuation is 50% between rows
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and 80% within rows.

The plant we chose for our monitoring, however, was effected by Citrus Tristeza
virus, a pathogen that infects several commercial varieties of Citrus on rootstock
[Moreno et al., 2008]. The symptoms vary according to several factors and, usually,
lead to a quick decline of the plant [Moreno et al., 2008]. For this reason, the tree was
cut during spring 2014, while the root system has been left in place. This allowed
us to carry out the ERT measurements while the plant was living (i.e. while RWU
was taking place), and after the death of the tree (see subsec. 3.2.2).

3.2 Data acquisition

The characterization of this site is carried out from two different points of view,
agricultural and geophysical.

3.2.1 Micrometeorological and sap flow measurements

The orchard considered in this case study is equipped with an eddy covariance
(EC) tower that measures turbulent fluxes in the low atmosphere by means of high
frequency measurements of several parameters, such as water vapour, CO2, three–
dimensional wind speed, and temperature variations. More in detail, this microm-
eteorogical tower is equipped with two CNR 1 Kipp & Zonen (Campbell Scientific
Ltd.) net radiometers at a height of 8 m to measure the net radiation (Rn, [J/T]),
three soil heat flux plates (HFP01, Campbell Scientific Ltd.) located 0.05 m be-
low ground level to measure the soil heat flux density (G, [(J L2)/T]), two sonic
anemometers (Windmaster Pro, Gill Instruments Ltd., at 4 m above ground level,
and CSAT, Campbell Sci., at 8 m) to estimate the three wind speed components,
two fine wire thermocouples to measure air temperature at heights equal to 4 m and
8 m, a gas analyzer (LI–7500, LI–COR) installed at 8 m and acquiring values at
a frequency of 10 Hz. In addition, also low–frequency measurements are taken for
air temperature (HMP45C,Vaisala), humidity (HMP45C,Vaisala), atmospheric pres-
sure (CS106, Campbell Scientific Ltd.), and wind speed and direction (05103 RM
Young). These sensors are located at 4, 8, and 10 m above ground level. Both the
EC system and the EC data analysis are based the EUROFLUX standard defined
by Aubinet et al. [1999].

In addition to micrometeorological measurements, also hourly meteorological
data are available. This service is provided by the Agrometeorological Service of
the Sicilian Region (SIAS), thanks to an automatic weather station located 7 km
from the orchard. Thus rainfall, incoming short–wave solar radiation, air humidity,
air temperature, and wind speed data are supplied. Moreover, the fetch for the dom-
inant wind directions is larger than 550 m, while for the other sectors the minimum
fetch is equal to 400 m.

On the considered tree, sap flow is measured using the heat pulse velocity (HPV)
technique [Swanson and Whitfield, 1981], which is based on the measurement of
temperature variations produced by a heat pulse of short duration (1–2 s). This is
possible thanks to two temperature probes installed asymmetrically on both sides
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Fig. 3.1: 3–D instrumentation set–up for small–scale ERT measurements at the Bulgherano field
site: (a) view in plant and (b) three–dimensional representation. The red circles locate the four
boreholes, the blue circles indicate the superficial electrodes, and the green cross pinpoints the
trunk of the tree. Image taken from Cassiani et al. [2015].

of a linear heater inserted into the trunk. More in detail, here we used two 4 cm
sap flow probes with four thermocouples embedded (Tranzflo NZ Ltd., Palmerston
North, New Zealand). These probes are located on the north and south sides of
the tree, 0.5 m above ground level, and wired to a data logger (CR1000, Campbell
Sci., USA). The thermocouples are therefore located 5, 15, 25, and 45 mm within
the trunk, while the sampling interval is 30 minutes. The data processing took
place according to Green et al. [2003] and consisted in integrating sap flow velocity
over the whole sapwood area. The combination of eddy covariance and sap flow
measurements, with particular reference to Citrus sinensis trees, is described, e.g.,
by Motisi et al. [2012].

3.2.2 Small–scale 3–D ERT acquisitions

The ERT monitoring is aimed at characterizing the active root zone of this orange
tree. Therefore, we took advantage of a 3–D small–scale set–up, where superficial
and micro–borehole electrodes are combined. More in detail, 24 stainless steel super-
ficial electrodes cover a grid with spacing of about 0.21 m, centered on the orange
tree. The edges of this superficial grid correspond to the location of four micro–
boreholes (i.e. a square with side equal to 1.3 m, Fig. 3.1(a)), each one containing
12 electrodes spaced 0.1 m (Fig. 3.1(b)). These electrodes consist of a metallic band
0.03 m high wrapped around a plastic pipe with diameter equal to 1 in (Fig. 3.3(a)).
Thus, the deepest electrodes are located 1.2 m below ground level. The plastic pipe
is made of 13 waterproof segments to allow an internal wiring, as shown in Fig.
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Fig. 3.2: Sector subdivision for irriga-
tion test at the Bulgherano field site.
The red circles locate the four bore-
holes, the blue circles indicate the su-
perficial electrodes, and the green cross
pinpoints the trunk of the tree. Image
taken from Cassiani et al. [2015].

3.3(b).

(a) Pipeline with electrodes (b) Internal wiring

Fig. 3.3: Pipeline with borehole electrodes. (a) The 12 electrodes (metallic bands) are spaced 0.1
m, for a total length of 1.2 m, and (b) the wiring is completely internal.

The first measurement campaign took place in October 2013 and lasted for two
days during irrigation, as summarized in Tab. 3.1. It is important to underline
that during the previous 15 days irrigation had been suspended, therefore choosing
acquisition 00 as background survey (i.e. prior to the beginning of irrigation, see
Tab. 3.1) allows referring all variations due to irrigation and RWU to this relatively
dry condition.

The second measurement campaign was actually an irrigation test, performed
after the cut of the tree canopy. We subdivided the superficial grid into four smaller
sub–sectors (Fig. 3.2), each one irrigated with 25 l of water. We alternated irrigation
on each sector (from S1 to S4) and measurements on the whole domain, as described
in Tab. 3.2.

For each ERT survey we opted for a dipole–dipole skip–0 acquisition scheme (i.e.,
the distance between electrodes forming each dipole is equal to the electrode spacing,
see Fig. 2.3). This array has maximum spatial resolution but poor signal–to–noise
ratio at large separations between potential and electrode pairs (see sec. 2.2.1).
However, given the small–scale we are working at, this last issue is not crucial. The
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Date Acquisition number Starting time Ending time Irrigation schedule

00 10:40 11:00
01 12:00 12:20 11:30 to 16:30

2nd 02 13:00 13:20 4 l h−1

October 03 14:15 14:35 (0.73 mm h−1)
2013 04 15:00 15:20 from each

05 16:00 16:20 dripper
06 17:00 17:20
07 10:15 10:35
08 11:05 11:25 07:00 to 12:00

3rd 09 12:00 12:20 4 l h−1

October 10 13:00 13:20 (0.73 mm h−1)
2013 11 14:00 14:20 from each

12 15:00 15:20 dripper
13 15:45 16:05

Tab. 3.1: ERT acquisitions and irrigation schedule at the Bulgherano field site in October 2013,
while the plant was still living. All times are referred to the local time zone.

Irrigation Acquisitions
Sector Starting time Label Starting time Ending time

M0 11:10 11:30
S1 11:30 M1 11:40 12:00
S2 12:05 M2 12:15 12:35
S3 12:40 M3 12:50 13:10
S4 13:15 M4 14:33 14:53

Tab. 3.2: ERT acquisitions at the Bulgherano field site on 9th June 2014, after the cut of the
tree canopy. S1, S2, S3, and S4 indicate the corresponding sector, as shown in Fig. 3.1. M0 is the
background acquisition for this irrigation test. All times are referred to the local time zone.

sequence used includes all 72 electrodes and 4885 measurements, obtained combin-
ing direct and reciprocal measurements (see subsec. 2.4.1) and so–called “dummy
quadrupoles” for acquisition efficiency using the resistivity meter’s 10 physical chan-
nels. The instrument is an IRIS Syscal Pro resistivity meter. Moreover, the pulse
duration was fixed at 250 ms and the potential minimal reading was set normally
at 50 mV. Prior to each acquisition, we checked the electrical contact between elec-
trodes and soil, in order to verify that the coupling was good enough to allow the
current injection. Each ERT survey lasted 20 minutes.

3.3 ERT data inversion and results

The ERT data at our disposal call for two different types of inversion. The first one
leads to the representation of the absolute resistivity distribution, which allows the
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description of the state of the domain at the survey time, while the latter aims at
highlighting how resistivity varies with respect to a background condition. For all
inversions we used R3t software [Binley, 2013] and a triangular prism mesh, with
27020 nodes and 51068 elements.

3.3.1 Living orange tree

Fig. 3.4: Absolute inversion of the background measurement (2nd October 2013, 11:00 LT). The
variation in resistivity is mainly one–dimensional with depth. Image taken from Cassiani et al.
[2015]

First of all, we concentrated on acquisition 00 (2nd October 2013, see Tab. 3.1),
representing the relatively dry conditions at the field site before the beginning of
irrigation. The first step consisted in removing all measurement pairs (i.e. direct and
reciprocal) with an error higher than 10%, on the basis of the approach described in
subsec. 2.4.1. This value, 10%, is also the error level for the absolute inversion. The
result shows that the upper 0.4 m of the soil has average resistivity of about 40–50
Ωm, while in the lower part resistivity is one order of magnitude smaller, about 5
Ωm (Fig. 3.4). It is reasonable to attribute this contrast to differences in soil water
content and to the presence of the root system, as the characterization of the soil
showed a rather homogeneous condition (see sec. 3.1).

Resistivity variations over time, with respect to acquisition 00, can be highlighted
thanks to the time–lapse approach. In this case, the error level for the inversions has
been lowered to 2%, in agreement with other examples in literature (e.g. Cassiani
et al. [2006]). The dataset has been analyzed according to the steps described in
subsec. 2.4.4. The results for two selected times (i.e. acquisitions 01 and 07) are
shown in Fig. 3.5(b). The main variations are localized in the top 0.4 m of the soil
and, for a matter of clarity, can be split into the two main components: (i) resistivity
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Fig. 3.5: (a) Variation of sap flow (black line) and EC–derived evapotranspiration (blue line)
over time, from midnight of 2nd October 2013. The light blue segments indicate the scheduled
irrigation. Both sap flow and evapotranspiration are nomalized in millimeters, assuming an area
of 20 m2 pertaining to the considered tree. (b) Time–lapse inversion results of two selected times,
with respect to the background condition. For clarity, the upper panels show the areas affected by
a decrease in resistivity over time (i.e. resisitivity ratio <80%), while the lower ones show only the
portions where resistivity increase (i.e. resistivity ratio >110%). Image taken from Cassiani et al.
[2015].

decrease, which takes place in the upper 10–20 cm (i.e., resistivity ratio <80%) and
(ii) resistivity increase, which, on the other hand, occurs at a depth between 20 and
40 cm (i.e., resistivity ratio >110%).

Fig. 3.5(a) represents the evolution of both sap flow (black line) and EC–derived
evapotranspiration (blue line) during the ERT monitoring campaign. In particular,
these values have been normalized in millimeters assuming an area of 20 m2 per-
taining to the tree subject to our geophysical measurements. If we focus on the
first day (2nd October 2013), the maximum sap flow and total evapotranspiration
seem to occur during the irrigation phase. Actually, this is not true, as these two
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phenomena are mainly driven by meteorogical forcing variables (e.g. temperature,
humidity, and so on), if the amount of water provided is equal. This is more clear
on the second day (3rd October 2013), as the irrigation is moved up (from 7:00 to
12:00 LT), while sap flow and total evapotranspiration maxima occur slightly after.

During these first ERT measurements, the electrical conductivity of soil porewa-
ter and irrigation water was monitored as well and in both cases showed rather high
values, of the order of 1300 µS cm−1, which explain the relatively low resistivity
characterizing this site (e.g. Fig. 3.4).

Fig. 3.6: Soil water content variations at Bulgherano field site measured by means of TDR probes
located about 1.5 m from the monitored tree. The peak, well identified by all probes, is due to
the irrigation experiment, which took place after to weeks of non–irrigation. Image taken from
Cassiani et al. [2015].

Finally, also the soil water content was monitored by means of three TDR probes
located at different depths (i.e. 0.20 m, 0.35 m, and 0.45 m below ground level),
about 1.5 m far from the considered tree. As shown in Fig. 3.6, during the first
days all probes show a certain decrease in soil water content (with pauses during the
night), more pronounced on the TDR located 0.35 m below ground level (i.e. about
the depth of the bottom of the RWU zone). On 2nd October 2013, all probes show
an increase in soil moisture content, which is due to the irrigation experiment that
took place after two weeks of non–irrigation. This is particularly clear since these
probes are located near a drip irrigator outside the monitored domain. In general,
the moisture content is much higher than that measured in the ERT–controlled
block. Likely, this is a consequence of the low (or absent) root water uptake outside
the monitored domain. However, it is interesting to notice that all probes registered
a decrease in soil water content from 3rd October 2013 till 7th October 2013, which
can be considered as a consequence of the lateral movement of water put in place
by the strong capillary forces exerted by the dry fine grained soil in the active root
zone closer to the tree.
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3.3.2 Dead orange tree

Fig. 3.7: Time–lapse inversion results of the irrigation test performed on 9th June 2014 after the
cut of the tree. M0, M1, M2, M3, and M4 are the acquisition labels, as described in Tab. 3.2. (a)
Shows the variations with respect to the background (M0) after the irrigation of the first sector
S1, (b) represents the variations are after the irrigation of the sector S2, (c) displays the variations
after the irrigation of sector S3, and (d) shows the variations after the irrigation of the last sector,
S4. (e) is a representation of the sector location provided for comparison (already shown in Fig.
3.2).

After the cut of the tree, we performed an irrigation test aimed at gathering
information regarding the same portion of soil investigated before. The absence of
the canopy avoids the occurrence of all the phenomena induced by the plant activity
(in particular, transpiration and root water uptake). Furthermore, the root system
has been left in place, as well as all the geophysical instrumentation, thus the soil
has been left unaltered between October 2013 and June 2014.

Fig. 3.7 shows the results of the time–lapse inversion process, performed with
the inversion error at 2% (as for the time–lapse inversion described in the previous
section). In this case too, the steps followed to obtain these results are those de-
scribed in subsec. 2.4.4. The variations in terms of resistivity are rather explanatory,
as they clearly locate the different irrigated sectors during the test (i.e. S1, S2, S3,
and S4), moving from Fig. 3.7(a) to Fig. 3.7(d). The infiltration test consisted in
25 l of water per sector, provided in ten minutes prior the beginning of the ERT
measurement. The aim of this test is to obtain a dataset for the calibration of a
hydrological model focused on representing the water infiltration plume, therefore
we deemed not necessary monitoring the variation in electrical conductivity of the
soil pore water, as practically only the infiltration timing matters. However, the
water used for this infiltration test is the same water used during normal irrigation
procedures.
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3.4 Discussion

Given the possible influence due to the borehole placement, which may have dis-
turbed the surrounding soil, we decided to concentrate our analyses and discussion
only on the internal areas.

The ERT measurements that took place while the plant was active well show
(both from the absolute and the time–lapse point of view) that the main activity
occurs in the shallow part of the domain, within the first 0.4 m below ground level.
The resistivity distribution resulting from the absolute inversion process (Fig. 3.4)
is likely to be the consequence of the strong RWU taking place during summer,
whose effects are intensified by the lack of irrigation in the 15 days prior to the
ERT measurements. The higher resistivity (50 Ωm on average) can therefore be
related to a rather dry soil, where the water content is reduced to a minimum by the
plant activity. The time–lapse inversion results confirm the evidence of the absolute
inversion, since all variations occur in the upper part of the domain as well. In
particular, the decrease in resistivity over time takes place in both cases (i.e. at the
two represented times, see Fig. 3.5) only in the first 20 cm below ground level. This
decrease, however, is not as strong as expected, given the relatively high conductivity
of the irrigation water (i.e. about 1300 µS cm−1). This may be due to the RWU
already occurring, which manages to limit the resistivity decrease down to only 20%
of the background conditions. This strong root water uptake is also able to further
increase resistivity at depths ranging between 0.2 m and 0.4 m, making the soil even
drier.

This interpretation is consistent with evidences shown by Tenhunen et al. [2013],
who stated that a decrease in soil water content may be an effect of the root water
uptake. This reduction can be easily detected (also over a three–dimensional do-
main) as an increase in resistivity over time. However, to accept this assumption, it
is necessary to exclude all other factors that may modify resistivity. In particular,
the monitoring of porewater and irrigation water electrical conductivity allows us to
conclude that the observed variations in resistivity over time are not influenced by
porewater conductivity effects, as porewater and irrigation water have similar electri-
cal conductivities. Furthermore, the small interval of time between the background
ERT measurements and the other acquisitions (see Tab. 3.1) lets us to assume root
growth negligible. Moreover, the effects of the presence of the root system on the
resistivity patterns are eliminated thanks to the time–lapse approach (i.e. they can
be considered constant over time, thus leading to a resistivity ratio of 100%).

The irrigation test performed after the cut of the tree provided a dataset particu-
larly useful, as it gave information regarding the sole water infiltration, without any
effects related to the orange tree. Cassiani et al. [2015] used the dataset to develop a
one–dimensional model aimed at determining the extension of the active root zone.
However, the combination of the two datasets (i.e. October 2013 and June 2014),
is suitable also for a three–dimensional modeling, with particular reference to data
assimilation techniques (e.g. Rossi et al. [2015]), which may exploit this dataset for
calibration procedure.
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4

Palazzelli field site:

data acquisition and analysis

***

In this chapter I describe the Palazzelli case study, which comprises two orange trees
located in an orange orchard in south–eastern Sicily. These plants are drip irrigated
with two different treatments, full irrigation and partial root drying, which are aimed
at better exploiting the available water resources. It is reasonable to assume that the
different irrigation treatments lead to different root water uptake patterns, therefore
this dataset is particularly suitable for comparing the effects of a deficit irrigation
technique against full irrigation. This also plays a crucial role given the increasing
application of deficit irrigation techniques, especially in those regions affected by
semi–arid climates [Fereres and Soriano, 2007].

In our sicilian field site, we performed two different monitoring surveys, one rang-
ing from June to September 2014 with acquisitions performed every month (called
long–term monitoring), and the other focused on the variations occurring during
the daily irrigation process (called short–term monitoring). Furthermore, also in
this case study we combined electrical resistivity tomography and sap flow mea-
surements. Therefore, our goals comprise: (i) studying the feasibility of root zone
monitoring by time–lapse 3–D ERT at the small (decametric) scale, (ii) improving
the identification of root–zone water dynamics by integrating ERT with transpi-
ration sap flow data, and (iii) assessing the value of ERT data for a qualitative
description of soil–plant–atmosphere interactions in two different irrigation treat-
ments (i.e. full and deficit irrigation). Once again, we will assume that the increase
(or decrease) of resistivity over time, with respect to a background condition, is due
to a decrease (or increase) in soil water content. This strong assumption holds under
specific circumstances (e.g. monitoring the modifications in electrical conductivity
of the pore water and measuring temperature variations), first of all considering the
root growth negligible in the short time considered during the short–term monitor-
ing. On the other hand, the long–term monitoring is mainly focused on highlighting
the resistivity patterns at the measurement time (i.e. absolute inversion).

The content of this chapter has been submitted for publication to the Journal of
Hydrology:

Vanella D., Consoli S., Cassiani G., Busato L., Boaga J., Barbagallo S., Binley A.,
2016. The use of small–scale electrical resistivity tomography to identify trees root
water uptake patterns. Submitted.
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My contribution to this work concerns the analysis and inversion of the ERT
data, with particular reference to the raw data analysis, the merging of the different
datasets, the creation and assessment of the mesh, and finally the inversion sensu
stricto.

4.1 Site description

The site chosen for this case study is an experimental orange orchard belonging
to the Citrus and Mediterranean Crops Research Center of the Italian Council for
Agricultural Reseacrh and Agricultural Economics Analyses (CRA–ACM, Acireale),
located in Palazzelli (Lentini, SR, eastern Sicily – 37◦ 20’ N, 14◦ 53’ E) and planted
with 8–year–old [Citrus sinensis (L.) Osbeck] cv “Tarocco Sciara” grafted on Carrizo
citrange rootstock [Poncirus trifoliata (L.) Raf. × C. sinensis (L.) Osbeck].

Analyses of texture and bulk density were conducted at the experimental site.The
soil is fairly uniform (in the top 0.1 m) and is classified as sandy–loam, with 69.7%
of sand, 10.5% of clay, and 19.8% of silt, while 1.25% of the volume is made up of
organic matter [Consoli et al., 2014]. Further analyses of texture and bulk density
were conducted on soil samples collected at different depth (i.e. 0.2, 0.4 and 1.0
m). The bulk density is circa 1.32 g/cm−3 and the average water contents at field
capacity (pF=2.5) and wilting point (pF=4.2) were 28% and 14%, respectively.

The orange trees composing this grove are spaced 6 m × 4 m, with mean leaf area
index (LAI) equal to 4.5 m2m−2 and mean photosynthetically active radiation (PAR)
light interception of 75%. These plants undergo several agronomic practices, like
fertilization (three times per year), pruning, harvesting, minimum tillage between
rows, and weed control by herbicides [Consoli et al., 2014]. Given the constant water
scarcity affecting Sicily and the need of improving water use efficiency, among all
these agronomic operations, particular attention must be paid to the four irrigation
treatments applied. In detail, the experimental field is subdivided into twelve blocks
with an extent of circa 600 m2 each. Every block is irrigated with one of the four
irrigation treatments, thus each treatment is replicated three times in a randomized
modality, and comprises 24 plants (three rows with 8 trees each). A representation
of the irrigation randomized blocks is shown in Fig. 4.1. These treatments are
based on crop evapotranspiration (ETc), eventually adjusted by rainfall. ETc is
obtained by multiplying the reference ET (ET0, also known as evaporative demand
of the atmosphere or reference evapotranspiration rate), obtained by the Penman–
Monteith approach [Allen et al., 1998, 2006], by the seasonal crop coefficient (Kc)
for orange orchard (i.e. 0.7 according to FAO–56). ETc is further adjusted for a
reduction coefficient, which depends on the canopy size with respect to the area
pertaining to each tree (within both row and line) in the field [Consoli et al., 2014].
From June to October 2015, irrigation was supplied three times per week, in the
early morning. The different irrigation treatments consist of:

– T1: control treatment. The amount of water provided to each plant is equal
to total evapotranspiration (ETc), using two surface lateral pipes per row close
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T1

T2
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T4

Fig. 4.1: Randomized block design of irrigation treatments at Palazzelli field site. T1, control
treatment: trees are irrigated with an amount of water equal to 100% of total evapotranspira-
tion; T2, a sustained deficit irrigation: trees are watered with 75% of total evapotranspiration;
T3, regulated deficit irrigation: the amount of water per tree is equal to 50% or 100% of total
evapotranspiration according to the phenological stage; T4, partial root drying treatment: each
plant is irrigated with 50% of total evapotranspiration on one side of the tree (the other is kept
dry). The black and red stars indicate the location of the two considered orange trees.

to the trunks. Each tree is drip irrigated thanks to six 4 l h−1 (i.e. 1 mm h−1)
emitters spaced 0.62 m;

– T2: sustained deficit irrigation treatment. Each tree is irrigated with 75% of
total ETc using buried lateral pipes emitting 6 l h−1 (subsurface drip irriga-
tion);

– T3: regulated deficit irrigation treatment (RDI). The water supplied varies
from 50% to 100% of total ETc depending on crop phenological phases, while
the irrigation apparatus is identical to T1;

– T4: partial root drying (PRD). The plants are watered with an amount of
water equal to 50% of ETc on the west side of the tree, while the east side is
kept dry. Fortnightly, the dry and wet sides are switched. The irrigation pipe
is located 0.35 m from the tree trunk and has the same features described for
T1.

The water used for irrigation had medium salinity (EC25◦C of 2.02 dS m−1), pH
equal to 7.30, and alkaline reaction. At the end of the 2015 irrigation season, the
total amount of water supplied by the control treatment (T1) was equal to 266.4
mm, while T4 provided 158.2 mm, with a percentage of water saving of about 41%.

The CRA–ACM orchard is equipped with an automated meteorological station
surrounded by grass, which measures and logs global radiation, relative humidity,
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wind speed and direction, and air temperature on hourly basis. The climate is semi–
arid, with warm and dry summers and wet winters. From June to October 2015 the
total rainfall was 100 mm (from a few episodic events), ET0 was 697 mm, the average
daily temperature was 25 ◦C (± 5.8 ◦C), and the mean relative humidity was 70%
(± 26%). The maximum daily temperature reached peaks of 40 ◦C.

The dynamics of soil water content (SWC, m3 m−3) distribution were monitored
using soil moisture sensors (ECH2O probe, Decagon, Inc.) calibrated against the
gravimetric method. Sensors were installed at a depth of 0.3 m from the soil surface.
In the T4 treatment, soil moisture probes were installed at both eastern and western
side of the trees trunk to provide information on water dynamics of the two sides of
the root–zone system.

At the experimental site, the soil temperature was measured by soil thermocouple
probes (TVAC, Campbell Sci.) located at 0.1 and 0.8 m below ground level. The
soil temperature variation was, on average, 2 ◦C during the ERT acquisitions period
(June–October 2015). Considering that the electrical resistivity is influenced only by
2% from temperature changes of 1◦C [Friedman, 2005], in our case the temperature
effect was neglected because it was low compared to SWC induced changes [Nijland
et al., 2010].

4.2 Data acquisition and analysis

For our measurements, we considered two orange trees, one fully irrigated and one
located in a block where PRD is applied (see the red and black stars in Fig. 4.1,
respectively).

4.2.1 Tree transpiration measurements

As described in the previous case study, also here sap flow is measured by means
of the HPV technique. A 4 cm sap flow probe with two ultra–thin thermocouples
embedded (Tranzflo NZ Ltd., Palmerston North, NZ) was inserted on the southern
side of each trunk, at 0.2 m from the ground, and wired to a data–logger (CR1000,
Campbell Sci., USA). Thus, the thermocouples are located 5 mm and 15 mm into
the trunk. The sampling interval was 30 minutes and the measurements lasted the
whole ERT acquisition period. Also in this case, the data thus obtained have been
processed according to Green et al. [2003].

4.2.2 Small–scale 3–D ERT acquisitions

The monitoring of the root zone activity is carried out by means of small–scale 3–
D electrical resistivity tomography. For each tree we applied the instrumentation
set–up represented in Fig. 4.2, which is based on previously tested schemes (see
e.g., Boaga et al. [2013] and chap. 3) and comprises both superficial and borehole
electrodes. More in detail, we took advantage of nine micro–boreholes equipped
with 12 electrodes each, made up of stainless steel bands wrapped around a plastic
pipe and spaced 0.10 m (i.e. till a depth of 1.2 m). These boreholes pinpoint the
edges of four squares of side 1.3 m (named C1–C2–C3–C4 and Q1–Q2–Q3–Q4 for T1
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Fig. 4.2: Electrodes layout for (a) control treatment T1 and (b) PRD treatment T4 . Each
set–up comprises four quadrants, with 96 superficial electrodes and 108 borehole electrodes. The
red circles indicate the position of each borehole, the blue circles locate the superficial electrodes,
and the green circles pinpoint the orange trees. The black dashed lines correspond to the irrigation
pipe lines, depending on the different treatments (T1 and T4).

and T4, respectively, see Fig. 4.2), one of which is centered on the orange tree (C4
for T1 and Q4 for T4). Each square is equipped with 24 stainless steel electrodes
covering a superficial grid of 0.26 m spacing. Thus, our instrumentation as a whole
comprises 108 borehole electrodes and 96 superficial electrodes. A three–dimensional
representation of the instrumentation set–up is shown in Fig. 4.3.

To better detect root water uptake patterns in our monitored root zones, we car-
ried out both long–term and short–term monitoring, from June to September 2015.
The ERT long–term monitoring comprises measurements taken before the irriga-
tion period (ERT1, June 8th–10th), one month after the beginning of the irrigation
(ERT2, July 14th–17th), and at the end of the irrigation season (ERT3, September
21st–24th). In this case, for each orange tree we considered all four quarters. On the
contrary, the short–term monitoring is focused only on C4 and Q4, i.e. the quarters
containing the trees. In fact, even if we acquired our ERT datasets before and after
irrigation on all sectors for both trees, only C4 and Q4 have been considered for
measurements during the scheduled irrigation. So, since these latter measurements
are focused on the irrigation process, they took place on a hourly basis only during
ERT2 and ERT3. A summary of all 48 acquisitions can be found in Tab. 4.1

Each survey was carried out using a SYSCAL Pro resistivity meter (IRIS Instru-
ments) with the following parameters:

– Ten–channel receiver;

– Pulse duration of 250 ms;

– Potential reading at 50 mV;
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Fig. 4.3: Example of rectangular parallelepiped defined by four micro–boreholes and 24 superficial
electrodes, in blue (plant sector). Each micro–borehole hosts 12 stainless steel electrodes, in red
(i.e., 48 electrodes for each rectangular parallelepiped). The green cylinder indicates the location
of the tree. The set-up is the same for both plants.

We adopted a complete dipole–dipole skip–0 scheme, which shares all the features
described in the previous case study. The sequence used includes 72 electrodes
(i.e. one quarter at a time) and 4885 measurements, optimized combining direct
and reciprocal measurements with dummy–quadrupoles (see subsec. 3.2.2). Prior
to each acquisition, the contact resistances were tested to check their suitability to
inject current and to measure potential differences. This preliminary step showed
that almost all electrodes had a good contact with the ground, even when the soil
was relatively dry. Each acquisition lasted 25 minutes.

During this ERT monitoring, also the soil pore solution was sampled, thanks
to ceramic suction lysimeters (Soil Solution Access Tube, SSAT by IRROMETER
Company, Inc.) located 0.30 m below ground surface. The electrical conductivity
of the pore water was measured in laboratory by means of a conductivity meter
(HD2106.2, delta OHM Italy). The electrical conductivity of the irrigation water
was monitored as well.

4.2.3 Inversion of the ERT data

After removing all the measurements pairs (direct and reciprocal) with an error
higher than the fixed threshold (see subsec. 2.4.1), we determined the geometric
factor of each quadrupole to delete those with unsuitable values (e.g. infinite or
not–a–number). Then, all electrodes have been renumbered in order to combine
the acquisitions on different quarters into the same mesh, considering also that
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Treatment T1 Treatment T4
ERT1 ERT2 ERT3 ERT1 ERT2 ERT3

Time00 C1, C2 C1, C2 C1, C2 C1, C2 C1, C2 C1, C2
(pre–irrigation) C3, C4 C3, C4 C3, C4 C3, C4 C3, C4 C3, C4
Time01

C4 C4 C4 C4
(during irrigation)

Time02
C4 C4 C4 C4

(during irrigation)

Time03 C1, C2 C1, C2 C1, C2 C1, C2
(post–irrigation) C3, C4 C3, C4 C3, C4 C3, C4

Tab. 4.1: Summary of ERT measurements at Palazzelli site for both treatments and both types
of monitoring (i.e. long–term and short–term). C4 and Q4 are the sectors containing the orange
trees. The whole dataset comprises 48 acquisitions.

some boreholes are shared among neighboring sectors. This also allowed checking
and averaging duplicates, i.e. measurements that are present in adjacent sectors.
Subsequently, particular attention has been paid to the mesh construction and to
the evaluation of the model error of the forward solution. To do this, several un-
structured tetrahedral meshes were generated using Gmsh software [Geuzaine and
Remacle, 2009]. We chose this type of mesh, instead of structured triangle prism
discretization, for their capacity to enhance computational efficiency and for the fa-
cilitation of refining grids within distinct regions (outer and inner zones). The mesh
choice is based on the assessment of the forward model error and on the forward
model performance in terms of computation time. In particular, the forward model
percent error Efw was calculated as

Efw =
ρa − ρm

ρa

· 100 (4.1)

where ρm is the resistivity distribution output from the forward model and ρa is
equal to 100 Ωm on the whole domain. The selected mesh is composed of two zones,
the inner zone (with 57.000 tetrahedral elements and 10.527 nodes), and the outer
zone (with 79.529 tetrahedral elements and 12.551 nodes).

The next step consisted in the inversion sensu stricto. As already described in
sec. 3.3 for the previous case study, also for the Palazzelli site it is possible to take
advantage of both absolute and time–lapse inversions. Thus, first of all, we inverted
alla quarters together, when available (see Tab. 4.1), with error level fixed at 10%
and 16%. Then, we applied the principles described in subsec. 2.4.4 for the time–
lapse inversion. Firstly, we considered all sectors together, assuming the acquisition
prior to the beginning of irrigation as background measurement. Here we fixed the
error level at 10%. Secondly, we focused only on the quarters containing the trees
(C4 and Q4, Fig. 4.2), where also measurements during the irrigation are available
(Tab. 4.1). The background condition corresponds to the measurement taken before
the beginning of the irrigation and the error level is fixed at 5%.

We performed both forward model error assessment and ERT data inversion
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thanks to R3t code [Binley, 2013].

4.3 Results

4.3.1 Soil moisture dynamics during the monitoring

campaign

In conjunction with our ERT measurements, also laboratory analyses of both soil
pore solution and irrigation water took place. For this site, the results show a
moderate salinity, with EC25◦C values in the range of 2–3 dS m−1. The observed
variability of electrical conductivity should not cause major alterations in the ERT
monitoring, thus resistivity variations can be considered as mainly related to changes
in SWC. Additionally, also daily average transpiration fluxes have been measured,
reaching 1.9 mm d−1 for T1 and 0.9 mm d−1 for T4, compared to a rate of ETc of
2.1 mm d−1. During the hottest daily hours (i.e., from 12:00 a.m. to 04:00 p.m.
LST), sap flow fluxes were fairly steady due to tree capacitance and physiological
control mechanisms [Motisi et al., 2012].

The variation of soil water content over time is shown in Fig. 4.4 and is com-
pared against field capacity (0.28 m3 m−3), wilting point (0.14 m3 m−3) , rainfall,
and irrigation rates. Furthermore, also the ERT measurement times are indicated.
Regarding T1 (i.e. the control treatment – curve with green triangles), the SWC is
rather constant during the considered period and close to field capacity, except for
the first 5–6 days, when it was closer to the wilting point. On the contrary, the vari-
ation of SWC in T4 is characterized by an alternating trend on both probes (curve
with yellow triangles for the eastern probe and curve with orange triangles for the
western probe), thus perfectly agreeing with the drying–and–wetting cycle typical
of the PRD treatment (see sec. 4.1). In particular, during ERT1 the soil water
content was well below the filed capacity in both treatments, even if a rainfall event
of 23 mm (i.e. effective rainfall) occurred on DOY (day of the year) 160, allowing an
increase of the SWC. During ERT2, the SWC remained fairly close to field capacity
in T1 and slightly lower than this on the T4 west side, while SWC on the east side
remained fairly steady and slightly higher than the permanent wilting point (as ex-
pected). Finally, during ERT3, the condition was opposed to that described for T4
during ERT2, while T1 still presented a high SWC.

4.3.2 Long–term ERT monitoring

The ERT dataset acquired during the long–term monitoring were analyzed in ab-
solute terms (i.e. considering one dataset only at the time). Even if the average
reciprocal errors for the whole quarters in T1 and T4 were respectively of 2.6%
(±1%) and 2.9% (±0.9%) (i.e. rather low), the assumed data error in the inversion
procedure varied from 10% to 16%. In fact, most inversions converged after an ac-
ceptable number of iterations (i.e. 6–8) with the error fixed at 10%. Nevertheless, in
some cases the error has been increased up to 16% in order to get smoother images
or, in other words, to reduce the spacial variability of resistivity in our sections.

38



Fig. 4.4: Soil water content variations over time for both treatments T1 and T4, measured by
means of soil moisture sensors located at a depth of 0.3 m below ground level. The values are
compared against field capacity, wilting point, rainfall, and irrigation rates.

With this higher error, most dataset converged in less than 5 iterations. Finally, the
computational time increased with the number of quadrupoles, which grows from
ERT1 to ERT3, probably because the electrodes–soil contacts improved during the
irrigation season due soil settling around the boreholes.

Fig. 4.5(a) and Fig. 4.5(b) show the results of these first inversions for T1 and T4,
respectively. In particular, these cross–sections show the resistivity distribution at
different depths for the background dataset (i.e. initial condition) collected during
ERT1, ERT2 and ERT3. These images well show different spatial and temporal
patterns of ρ. Since soil textures at the investigated layers in T1 and T4 results quite
homogeneous, with a prevalent sandy–loam composition (see sec. 4.1), the observed
electrical resistivity variations should depend, for the most part, on changes in soil
water content that are caused by a combination of irrigation and root water uptake
dynamics. However, it is important to underline that it is not possible to discern
the effects of the root system from those related only to SWC spatial variations on
the resistivity distribution. This is a strong limit of the ERT absolute inversion,
which can be overcome by integrating other information regarding the root system
(e.g. previous knowledge on the whole root system extension from other orange
trees removed from the soil). Unfortunately, this type of information is not directly
available for this case study, even if it is reasonable to assume a rather shallow root
distribution, as seen, e.g. in chap. 3.

If we focus on ERT1 in both treatments, it is possible to notice that it is char-
acterized by higher resistivity with respect to ERT2 and ERT3, especially at depth
bigger than 0.4 m. These high–resistivity areas are progressively smeared and re-
duced in magnitude as a consequence of the irrigation process. Nevertheless, these
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Fig. 4.5: Absolute inversions of background acquisitions collected during the long–term monitoring
at Palazzelli field site: (a) full irrigation, T1, and (b) partial root drying, T4. Subfigures (c) and
(d) show how average resistivity varies with depth, for T1 and T4, respectively. The black lines
represent the irrigation pipes (if the line is dashed, the pipe is not active).

features are not erased in the following time steps and maintain their general struc-
ture. If compared to the electrical conductivity of pore water (see sec. 4.1), the
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resistivity of these domains can be considered as relatively high (>100 Ωm). So it
is plausible to assume that these areas are related to strong unsaturated conditions.
How such very resistive features can exist at localized locations at depth is not easy
to explain if not calling into play local RWU that would reasonably be intense at
depth during the long period of time (November to May), when the crops are not
irrigated.

In addition, resistivity has been averaged along z, in order to obtain the profiles
represented in Fig. 4.5(c), for T1, and Fig. 4.5(d), for T4. These profiles show more
clearly the average decrease in resistivity taking place from June (ERT1) to October
(ERT3) 2015. In particular, the greatest variations belong to the upper part of the
soil, where mean resistivity values vary from 118 to 16 Ωm in T1 and from 139 to
39 Ωm in T4. This is most likely due to the adopted superficial micro–irrigation
system and in the case of T4 (PRD) also due to the irrigation shift between either
sides of the plant root system.

4.3.3 Short–term ERT monitoring

Fig. 4.6 displays the results of the inversion process in terms of resistivity ratio (in
%) considering all sectors together, where 100% indicates that resistivity is equal
to that in the background condition, values >100% show an increase in resistivity,
while values <100% indicate a decrease in resistivity over time (see subsec. 2.4.4).
For a comparison, the background is showed in Fig. 4.5.

The resistivity variations in these cross–sections highlight complex patterns that
are the result of the interacting processing occurring in the domain of interest, i.e.
the infiltration of the irrigation water and the soil drying due to root water uptake.
It is important to underline that what is shown in Fig. 4.6 is the result of the
cumulative effects of irrigation and evapotranspiration occurred in the entire time–
lapse, therefore it is rather difficult, if not impossible, to identify the contribution
of the single processes. Moreover, the root growth con be considered negligible in
the short amount of time considered (i.e. on a daily base). Hence, only a quali-
tative description is achievable. Nevertheless, it is possible to identify some clear
phenomena:

– Resistivity tends to decrease in specific areas of the domain, i.e. in corre-
spondence of the drippers and below them, creating very consistent patterns
extending from the surface to the bottom of the monitored soil volume (ap-
proximately 1 m below ground);

– Other areas, on the contrary, experience an increase in resistivity over time.
This is likely related to the evapotranspiration taking place, since during the
hottest days it exceeds the amount of irrigated water. As a consequence, soil
water content is likely to be lower in the afternoon with respect to the early
morning situation. The same was observed e.g. by Cassiani et al. [2015],
also in an orange orchard. It is important to underline that some resistivity
increasing areas are located at depth, in correspondence of the deepest roots.
This is more evident comparing the areas with higher absolute resistivity in
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Fig. 4.6: Time–lapse inversions on all sectors of both trees, collected during the short–term
monitoring at the Palazzelli field site. For the two considered treatments, T1 and T4, July and
September results are shown ((a), (b) for T1 and (c),(d) for T4, respectively). These cross–sections
display how resistivity has varied after the end of the irrigation with respect to the background
condition.

Fig. 4.5 (ERT1) with the portions with increasing resistitivity over time in
Fig. 4.6;
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– As described in sec. 4.1, the quantity of water provided to each tree varies
according to the different treatments. In particular, the amount of water used
in T1 is higher than in T4 (i.e. 100% ETc vs 50% ETc, respectively). As a
consequence, the decrease in resistivity in T1 is more evident, with respect
to T4. This is more visible in July, when apparently the amount of water
irrigated in T4 was totally transpired nearly at all depth.

Sectors containing the trees

As described before, the short–term monitoring is aimed also at exploring more in
detail the sectors containing the tree, i.e. C4 for T1 and Q4 for T4 (see Tab. 4.1).
In fact, comparing only pre– and post–irrigation conditions limits the amount of
information regarding the cumulative changes occurred during the irrigation/evap-
otranspiration time. On the contrary, more frequent measurements, albeit limited
to one sector, should lead to a better understanding of the occurring phenomena.

The results of the time–lapse inversions for sector C4, treatment T1, are displayed
in Fig. 4.7. Here, all tree times (inverted with respect to the background condition)
are represented. More in detail, Fig. 4.7(a) refers to 36 minutes after the beginning
of the irrigation, Fig. 4.7(b) shows the variations 89 minutes after the beginning of
the irrigation, and Fig. 4.7(c) represents the changes at the end of the irrigation,
236 minutes after its beginning. These measurements took place on July 15th 2015.

As time increases and irrigation takes place (from Fig. 4.7(a) to Fig. 4.7(c)), a
decrease in resistivity occurs with respect to the initial condition, as an effect of the
soil wetting caused by the infiltration front. At the beginning, this decrease is more
pronounced in the upper part of the domain, near the irrigation lines, and at the end
reaches a depth of 1.2 m below ground level. Specifically, at Time01 the decrease
in resistivity involves 4% of the whole monitored volume and at time 02 affects 10%
of the same volume. On the contrary, after the end of irrigation (time 03, 4.7(c)),
7% of the whole C4 volume shows a resistivity increase. The maximum increase in
resistivity is observed from 0.60 to 0.80 m depth of the soil profile, where the most
root activity is expected to make the soil drier. At the same time, the RWU rate
was at a maximum, as observed by the transpiration fluxes (Fig. 4.7(d)).

If we move to sector Q4 (treatment T4), we can see that the investigated domain
shares the same features described above (Fig. 4.8). The results here represented
correspond to the measurement campaign carried out on September 24th 2015 and
comprise three acquisition times as well, in addition to the background measure:
Time01 (Fig. 4.8(a)), taken 47 minutes after the beginning of irrigation, Time02
(Fig. 4.8(b)), measured 93 minutes after the beginning of irrigation, and Time03
(Fig. 4.8(c)), acquired at the end of the irrigation, 283 minutes after its beginning.
The infiltration of the water plume is highlighted by the decrease in resistivity oc-
curring below the active irrigation pipeline. Here, the volume involved is smaller if
compared to C4, as the amount of water is considerably lower (see sec. 4.1). Fur-
thermore, also the regions where resistivity increases are close to the irrigation lines,
and both are located in the upper part of the soil (0.0–0.4 m below ground level).
More in detail, at Time01 the decrease in resistivity involves 5% of the upper 0.4 m
of the domain, while at Time02 affects 13% of the same volume. After the end of
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(a) Time01 vs Time 00

(b) Time02 vs Time00

(c) Time03 vs Time00

(d) Tree transpiration rate

Fig. 4.7: Time–lapse ERT results on C4 (treatment T1): (a) Time01 vs Time 00, (b) Time02 vs
Time00, and (c) Time03 vs Time00. Time01 is acquired 36 minutes after the beginning of irrigation,
Time02 after 89 minutes, and Time03 after 236 minutes. Panel (d) shows tree transpiration rate
(mm h−1), irrigation and ERT surveys timing in function of time. The black circle with the cross
locates the tree.
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(a) Time01 vs Time 00 (b) Time02 vs Time00

(c) Time03 vs Time00

(d) Tree transpiration rate

Fig. 4.8: Time–lapse ERT results on Q4 (treatment T4): (a) Time01 vs Time 00, (b) Time02 vs
Time00, and (c) Time03 vs Time00. Time01 is acquired 47 minutes after the beginning of irrigation,
Time02 after 93 minutes, and Time03 after 283 minutes. Panel (d) shows tree transpiration rate
(mm h−1), irrigation and ERT surveys timing in function of time. The black circle with the cross
locates the tree.
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irrigation (Time03, 4.8(c)), 3% of the upper part of sector Q4 shows a resistivity in-
crease that can be correlated to root water uptake, since also here the measurement
time corresponds to the transpiration maximum. However, ET is lower than in the
previous case, as expected (compare Fig. 4.7(d) and Fig. 4.8(d)).

4.4 Discussion

Orange trees irrigated by micro–irrigation tend to have a shallow root system [De-
partment of Agriculture and Food, Government of Western Australia, 2016]. In
particular, sweet orange [Citrus sinensis (L.) Pers.] cv. Mosambi aged 8 years bud-
ded on Rangpur lime (C. limonia Osbeck) has bulk active roots (70-90%) located
in the top 0.3 m soil during different seasons, while the maximum root activity
(65-81%) is confined to radial distance of 1.2 m [Kotur and Keshava Murthy, 1998].

Some authors (e.g., al Hagrey [2007]; Amato et al. [2010]; Rossi et al. [2011]) as-
sociated areas of larger resistivity with trees roots location, since plant cells are poor
conductors of electric current. So, from a wider point of view, rooted soil may be
viewed as a complex of conductive soil volumes interacting with a resistive matrix,
which is continuous and branched, and may be able to redirect the slow–down elec-
trical charges because of its spatial arrangement more than to the actual occupied
volume [Mancuso, 2011]. Amato et al. [2008] gave a more quantitative approach
for the study of the distribution of woody roots, showing how the resistivity of a
rooted soil can increase of several hundreds of Ωm. Furthermore, this author also
demonstrated that even low density herbaceous roots can increase the resistivity dis-
tribution, even if this effect is comparable to that of variations in grain size or water
content [Amato et al., 2009]. However, this last effect is likely to be predominant at
our site.

Tenhunen et al. [2013] stated that a reduction of soil water content may be
considered as an indicator of the root activity. Therefore, it is possible to indicate the
observed increase in resistivity as an effect of both evaporation and root water uptake
in the short–term monitoring. It is reasonable to assume evaporation as a rather
superficial process that does not affect the lowest part of the domain investigated
by means of ERT. As a consequence, water depletion from subsurface soil layers
can be attributed to root activity. Furthermore, changes in the intensity of RWU
and its pattern of distribution are caused by variations in water content in the soil
profile and shoot–growth activity [Kotur and Keshava Murthy, 1998]. Hence, the
variations highlighted both in absolute and in relative terms (Fig. 4.5, 4.6, 4.7, and
4.8) could be related to the different responses of the active roots as a function of
irrigation operations (timing and regime).

As already mentioned, the interpretation of our ERT results is not so straight-
forward. Attention must be paid to variations in temperature and pore water con-
ductivity, as they affect the measured bulk resistivity (see e.g. Ursino et al. [2014]).
Thanks to the continuous monitoring carried out during the ERT campaign, it is
possible to attribute the temporal and spatial resistivity patterns to variations in
soil water content, since pore water conductivity showed quite stable values. Fur-
thermore, our measurements took place at the same hour, so also the effects of
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temperature are negligible.
Finally, a quantitative analysis aimed at turning resistivity variations into SWC

changes is possible, e.g. using classical Archie’s law [Archie, 1942] or more general
empirical relationships (e.g. Waxman and Smits [1968]; Brovelli and Cassiani [2011].
But if also the location of the active root zone is required, one should take advantage
of a more complicated approach, which is based on hydrological modeling, where all
the available information can be merged (see chap. 5 and chap. 6).
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5

Numerical procedures

for the localization

of the active root zone
***

5.1 Introduction

In the second part of this dissertation, we develop a numerical approach for the
estimation of the spatial and temporal distribution of the active root zone (i.e.
the part of the root system performing root water uptake) on the basis of ERT
measurements analogous to those described in the previous chapters.

The development of the root system is a process driven by different factors,
which can be subdivided into two main groups [Schiefelbein and Benfey, 1991]: (i)
internal, basically related to plant genetics and (ii) environmental, comprising all
the external forcings from atmosphere and pedosphere. Even if the internal factors
regulate the main aspects of root morphology (e.g. root hair, root cap, root diameter,
etc. [Lynch, 1995]), the main influencers of root architecture and distribution are
actually the environmental stressors, including gravity, adjacent roots, temperature,
and aeration [Schiefelbein and Benfey, 1991]. Among all these external agents,
a crucial role is played by water and nutrient availability [Lynch, 1995], since root
density tends to expand where the available mass of nitrates and phosphates, as well
as water, are higher [Schiefelbein and Benfey, 1991]. Anyhow, all these adaptations
are mainly a consequence of the plant transpiration demand [Lambers et al., 2008b],
which is ultimately regulated by meteorological and atmospheric components [Nilson
and Assmann, 2007]. From a wider point of view, it is possible to consider these
actions as optimization processes aimed at reducing energy waste, while balancing
resource exploitation and transpiration needs [Chapin et al., 1987]. We may assume
that the adaptation of the root system to the local environmental states proceeds
by developing root hair, which are energetically optimal as they maximize the ratio
between allocated root biomass and root surface available for the osmotic exchange
with the surrounding soil. However, root hair is extremely difficult, if not impossible,
to observe experimentally. For this reason, instead of looking at single roots, we look
at root density distributions, an approach which is consistent also with Darcy’s law
(i.e. from a “macroscale” point of view), which governs water flow in soils. Thus
the goal here is to identify the dynamical behavior of the root density in space by
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means of ERT measurement.
The numerical procedure that we introduce is based on the optimality processes

described above. However, some simplifications still need to be accounted for. The
orange tree we are considering is assumed to be an adult plant, whose transpiration
is driven and maximized mainly by atmospheric forcings, as the amount of nutrients
and soil water content are supposed to be sufficient to avoid stress in the plant. All
water uptaken by roots is transpired by the tree, since no water storage is taking
place within the plant system. Additionally, the main energy losses occur in the soil
and at the soil–root interface, so as to ignore all other energy losses affecting the plant
system (e.g. due to the movement of water in the trunk). Finally, it is reasonable
to assume that the root mass variation is negligible in the short time considered. It
is important to underline that these strong assumptions do not fully represent the
typical conditions in the field. Nevertheless, it is necessary to rely on them in this
phase, so as to simplify the numerical procedure in this first development.

The application of electrical resistivity tomography for the characterization of
the root zone is described by several examples in literature, as mentioned in the
previous chapters. Its peculiar advantage is the capability of detecting variations
in water content, whose decrease can be considered in our case as an effect of the
water uptake carried out by root hair [Tenhunen et al., 2013]. Nevertheless, the
interpretation of the resulting resistivity distribution is rarely straightforward, as it
represents the cumulative effects of all the occurring phenomena. In order to properly
take advantage of the information content in the ERT data, an appropriate planning
of the measurement campaign is mandatory, especially if a further application in a
hydrological model is intended. In this respect, a good example is illustrated in
chap. 3, where a combination of different soundings both with and without the
active orange tree is available. In particular, it is possible to exploit these surveys
within three different steps of the modeling procedure:

1. Experiment 1: The infiltration test performed after the cut of the tree allows
the calibration of the hydrological model, assuming negligible the small ac-
tivity still put in place by the roots. In other words, this first step provides
a representation of the spatial and temporal patterns of soil water content
without the activity of the plant, patterns thus depending solely upon the soil
hydraulic structure;

2. Experiment 2: The time–lapse monitoring during the scheduled irrigation sup-
plies spatial and temporal variations of soil water content distribution, as a
consequence of water infiltration and root water uptake;

3. The comparison of these two models should give an assessment of the location
of the active root zone and provide a quantitative estimate of the transpiration
fluxes.

5.1.1 Outline of the numerical procedure

It is possible to express the procedure outlined above in a formal manner. The
numerical model that describes the dynamics of the soil water content driven by
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external forcings can be represented formally by a system of N (i.e number of the
mesh nodes) nonlinear equations, which we write as:

f(θ) = L(θ) − b(θ) = 0 (5.1)

where f(θ) : RN → R
N represents the numerical discretization of Richards equation

and θ is the N–dimensional solution vector that contains the nodal values of water
content. In other words, the i–th component θi is the calculated water content at
all computational times tk. Thus, θi is a function of time, but we do not write it
explicitly to simplify the notation. In eq. (5.1), L(θ) comprises the stiffness and
mass matrices and b(θ) is a known term that represents the action of the external
forcings (e.g. irrigation and plant transpiration). We can think b(θ) formed by
the sum of a term b̃(θ) representing the irrigation fluxes on each node of the mesh
and bT (θ), which represents the plant activity. With these notations, the soil water
distribution in Experiment 1 is given by θ1, where θ1 is solution to

L(θ) − b̃(θ) = 0 (5.2)

Note that we have not included the effects of the plant, in agreement with the
description of Experiment 1. Similarly, θ2 is the soil water distribution of Experiment
2, where θ2 is solution to

L(θ) − b̃(θ) − bT (θ) = 0 (5.3)

with bT (θ) being the contribution of the plant activity (i.e. plant transpiration).
It is important to underline that bT (θ) is a vector whose components contain the
information on the known spatial distribution of the root density and the unknown
root transpiration fluxes. Thus, the spatial distribution of plant transpiration, as
represented by bT (θ), is the identification goal of our effort. At this point, we would
like to remark that both eq. (5.2) and eq. (5.3) are solved in the CATHY [e.g. Cam-
porese et al., 2010] time stepping procedure at the common times t1, t2, · · · , tfinal.
Moreover, to obtain θi(t

k+1), we need to start from θi(t
k). The ERT measurements

are taken at times tj, with j = 1, 2, · · · , TERT , with the ERT time step sizes different
from the time step sizes of the numerical simulation. Hence, it is impossible to use
the water content derived from the ERT measurements as θ(tk) to obtain, via the
numerical scheme, θ(tk+1). This is the reason why we need to derive a procedure that
combines numerical modeling and ERT measurements. In other words, we are using
this procedure as a sort of “interpolation” from the ERT times tj to the simulation
times tk, to enable the determination of bT by comparison.

It is possible to define the difference in terms of soil water content between the
two Experiments as

θ̂ = θ2 − θ1 (5.4)

which can be rewritten as

θ2 = θ̂ + θ1 (5.5)
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It is important to underline that the simple difference between the two model so-
lutions (i.e. eq. (5.4)) is not sufficient to locate which areas of the root system
are active during root water uptake. This is a consequence of the interacting pro-
cesses taking place (i.e. irrigation and transpiration), whose effects are combined
and cumulated over time.

Rearranging eq. (5.3), plant transpiration can be expressed as a function of the
other terms:

bT (θ2) = L(θ2) − b̃(θ2) 6= 0 (5.6)

However, this calculation is not directly feasible, as Experiment 2 comprises only
ERT measurements that furnish soil water content distributions at certain times (i.e.
survey times). In other words, this estimation would be possible only if a hydro-
logical model describing the Soil–Plant–Atmosphere continuum with the considered
tree was available. Thus, since the plant transpiration is not readily computable
(especially in terms of temporal evolution and spatial distribution in the soil), we
can approximate bT as follows. By substituting eq. (5.5) into eq. (5.6), it is possi-
ble to resort to another definition of plant transpiration, namely the reconstructed
transpiration bR

T :

bR
T (θ2) = L(θ2) − b̃(θ2) = L(θ̂ + θ1) − b̃(θ̂ + θ1) (5.7)

Still, in eq. (5.7), L(θ̂ + θ1) is not obtainable, since the water content distribution
over time is not available at each time–step of the hydrological model. This is due
to the fact that the ERT monitoring is usually performed on a hourly basis, while
the time–step size of the hydrological model is of order of seconds or minutes. To
overcome this problem, it is possible to expand eq. (5.7) by means of Taylor series,
so as to approximate bR

T :

bR
T (θ̂2) = L(θ1) + JL(θ1)θ̂ − b̃(θ1) − Jb̃(θ1)θ̂ + · · · (5.8)

where J is the Jacobian, i.e. the matrix of all first–order partial derivatives with
respect to θ. Considering eq. (5.2), which is equivalent to L(θ1) − b̃(θ1) = 0, and
omitting the higher order terms, eq. (5.8) can be rewritten as:

bR
T (θ̂ + θ1) ≃ JL(θ1)θ̂ − Jb̃(θ1)θ̂ = Jf (θ1)θ̂ (5.9)

This approximation is accurate as long as θ̂ is sufficiently small.

5.1.2 Synthetic case study outline

To evaluate the procedure described so far, a synthetic case study is developed, so
as to have complete control over all aspects of the modeling phase. This synthetic
example comprises three different steps as well, with some particular adjustments
that allow a deeper understanding of all features of the proposed approach. In
particular:
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i. Model 1. Experiment 1 is substituted by an infiltration model, where all pa-
rameters (e.g. irrigation fluxes, soil water retention curve, water table depth,
etc.) are not representative of the test cases discussed in chap. 3 and chap. 4.
Rather, they are chosen to design a realistic but completely synthetic experi-
ment (i.e. they do not refer to a real case study). This synthetic model gives
the spatial and temporal distribution of soil water content as a consequence of
irrigation in a scenario where the plant is not active;

ii. Model 2. The water content distribution obtained from the ERT measurements
in Experiment 2 is replaced by the result of a hydrological model describing
the activity of a orange tree. So the soil water content distribution that should
result from the resistivity patterns (i.e. by means of a petrophysical relation-
ship, e.g. Archie [1942]), is now represented by the outputs of the plant model,
which are considered at specific times, so as to resemble the time–lapse nature
of the ERT data collection. This model is identical to that developed at point
i., except for the presence of the tree, whose parametrization is based on real
data and literature information;

iii. The third step is aimed at evaluating the reconstructed transpiration bR
T by

means of eq. (5.9), i.e. on the basis of the soil water distributions obtained
from point i. and point ii.

The main goal of this synthetic case study is to provide insights into the proposed
numerical procedure, with particular respect to the influence of the approximation
performed in eq. (5.9), in order to evaluate the effects of the omission of the higher
order terms. This is finalized to a future application on a real case study (e.g.
the example in chap. 3), which will be affected by different types of uncertainties,
namely numerical, from the ERT measurements, and related to the Taylor series
approximation. The best framework to face these issues is certainly provided by
data assimilation techniques, as shown, for instance, by Rossi et al. [2015].

In the following, I introduce CATHY, the hydrological model chosen for the de-
velopment of the synthetic case study, necessary to evaluate the numerical procedure
for the location of the active root zone in terms of plant transpiration. The details
of the approximation procedure, necessary to determine the spatial and temporal
evolution of the plant transpiration fluxes, are described in terms of Taylor series ap-
proximation and Newton–Raphson and Picard iteration schemes. After examining
the mathematical aspects of the reconstruction of plant transpiration, I will finally
move to the synthetic case study, which comprises the infiltration model, the plant
model, and the estimation of the reconstructed plant transpiration on the basis of
Taylor series approximation.

5.2 Model description: CATHY

CATHY (CATchment HYdrology) is a distributed physically–based three–dimensio-
nal hydrological model that describes and represents the interactions between surface
and subsurface water flow. To do this, CATHY couples a finite element solver for
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the three–dimensional Richards equation and a finite difference solver for the one–
dimensional convection–diffusion equation that describes surface flow propagation
[Camporese et al., 2010]. This allows the model to describe several hydrological
processes, such as ponding, Horton and Dunne runoff generation, return flow, water
reinfiltration, and soil moisture distribution. However, in this work, we are consider-
ing only the processes occurring in the subsoil. Therefore, the mathematical model
describing soil moisture variations (in a partially saturated porous medium) is given
by the following partial differential equation [Paniconi and Wood, 1993; Paniconi
and Putti, 1994; Orlandini and Rosso, 1996]:

SsSw(ψ)
∂ψ

∂t
+ φ

∂Sw(ψ)

∂t
= ∇ · [KsKr(ψ)(∇ψ + ηz)] + qs(ψ) (5.10)

where Ss is the elastic storage term [L−1], Sw(ψ) = θ/φ is water saturation [–],
θ is the volumetric moisture content [–], φ is the porosity [–], ψ is the soil water
potential [L], t is time [T], ∇ is the gradient operator, Ks is the saturated hydraulic
conductivity [L T−1], Kr(ψ) is the relative hydraulic conducitivity [–], ηz = (0, 0, 1)T

is the gravitational potential energy gradient with z (the vertical coordinate, directed
upward), and qs comprises both distributed sources and sink terms. The nonlinear
dependance of both saturation and relative hydraulic conductivity upon pressure
head (i.e., Sw(ψ) and Kr(ψ)) can be modeled using either Brooks and Corey [1964],
Huyakorn et al. [1984], or van Genuchten and Nielsen [1985].

In this work we employ the version of CATHY developed by Manoli et al. [2014],
which not only accounts for soil moisture dynamics, but also for root water uptake,
hydraulic redistribution (i.e. the movement of water from roots to soil, HR) whole
plant transpiration, and leaf–level photosynthesis. Hence, eq. (5.10) is conveniently
modified to consider the plant activity, since here the source/sink term q depends
also on leaf water potential ψL [L]. Thus, the soil water dynamics is coupled with
the root–plant system [Manoli et al., 2014]:

SsSw(ψ)
∂ψ

∂t
+ φ

∂Sw(ψ)

∂t
= ∇ · [KsKr(ψ)(∇ψ + ηz)] + qs(ψ, x, y, z, t, ψL) (5.11)

More in detail, as extensively described by Volpe et al. [2013] and Manoli et al.
[2014], the movement of water within the Soil–Plant–Atmosphere continuum is mod-
eled by means of a series of conductances, specifically: soil conductance gs, root
membrane conductance gr, xylem conductance gx, and CO2 stomatal conductance
gst. First of all, each plant is associated to a node j, with j ranging from 1 to the
total number of plants in the model, and the total root water uptake per unit soil
volume from node i (qi) is given by the sum of the contribution of each single plant
j having non–zero root biomass on node i. The connection between root system and
soil is realized thanks to a soil–to–root conductance gi,j, which represents “the water
flux from the soil to the root (or viceversa) crossing the root membrane per unit
area of the membrane and per unit difference of the total water potential between
the soil and the root” [Manoli et al., 2014]. More in detail, gi,j is given from two con-
ductances in series, the soil conductance (gs,i) and the root membrane conductance
(gr,i) [Volpe et al., 2013; Manoli et al., 2014]
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gi,j = (gs,i · gr,i)/(gs,i + gr,i) (5.12)

The occurrence of RWU or HR depends on the energy gradient between the soil
and the plant xylem, which, in turn, determines the sign of qi,j (i.e. the soil water
uptaken by the roots of plant j at node i, per unit soil volume). The movement of
water due to RWU causes a secondary process, the Darcian redistribution, which is
properly computed from eq. (5.11). Finally, a fundamental parameter is the plant
transpiration rate Tj [L3 T−1], which is computed for each plant j and depends on
the potential energy gradient between the trunk base and the leaf [Manoli et al.,
2014]:

Tj = −gx,j[(ψL,j + zL,j − (ψR,j + zR,j)]Ax,j (5.13)

where gx,j is the xylem conductance, ψL,j is the leaf water potential, zL,j is the
elevation at which the leaf water potential is evaluated [L], ψR,j is the root water
potential, zR,j is the elevation of the trunk base [L], and Ax,j is the xylem cross–
sectional area [L2].

A second mathematical model describes the plant–atmosphere interactions [Volpe
et al., 2013; Manoli et al., 2014]. To do this, the plant canopy is divided into hor-
izontal layers that allow representing the light attenuation regime as a function of
leaf angle distribution and solar zenith angle. Is it important to underline that only
the light attenuation regime is considered, as other fundamental parameters like
air temperature, water vapor, and CO2 concentration are assumed to be uniform
within the canopy (though time dependent). Therefore, for each canopy layer r, the
leaf–scale transpiration is computed based on the CO2 stomatal conductance gst,j,r

[N L−2 T−1] [Manoli et al., 2014]:

fw,j,r(ψL,j) = agst,j,r(ψL,j)V PDǫw (5.14)

where a = 1.6 is the relative diffusivity of water vapor with respect to CO2, V PD is
the vapor pressure deficit, and ǫw is a function of molar weight and density of water.

The leaf photosynthesis at canopy layer r is described by a biochemical demand
function [Manoli et al., 2014] which takes into account the influence of both light
and Rubisco, the CO2 compensation point, and stomatal conductance [Volpe et al.,
2013]:

fc,j,r =
a1,r

a2 + cic,r

(cic,r − ccp) (5.15)

with a1 and a2 are photosynthetic parameter chosen according to the parameter lim-
iting photosynthesis (i.e. light or Rubisco, respectively), ccp is the CO2 compensation
point, and cic is the inter–cellular CO2 concentration. A temperature correction is
applied to all the photosynthetic parameters, while the stomatal conductance is op-
timized for maximum carbon gain at a given water loss. Moreover, the nocturnal
stomatal conductance is considered as well and depends on sap flow and VPD, so as
to model also the nighttime transpiration. Finally, a nonlinear closure equation is
obtained as a consequence of the flux continuity across the soil–plant system [Manoli
et al., 2014]:
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Tj(ψ, ψL,j) −
∑

r

fw,j,r(ψL,j) · LAIj,r · Ac,j = 0 (5.16)

where Ac,j is the canopy projected area [L2] and LAIj,r is the leaf area index at
canopy layer r [L2 L−2].

Further details can be found in Volpe et al. [2013], Manoli et al. [2014], and
Manoli et al. [2015] (and references therein).

5.3 Taylor series expansion of a multi–variable

vector–valued function

The aim of this section is to provide a brief introduction to Taylor series expansion,
on which the reconstructed transpiration bR

T is based.
Given a non–linear function f(x) : R

N → R
N , with x ∈ R

N defined as x =
(x1, x2, ..., xN )T , we can express f(x) ∈ R

N as a vector function

f(x) =













f1(x)
f2(x)

...
fN(x)













(5.17)

The Taylor expansion of f(x), with f(x) defined over a close interval [x0−δx, x0+δx],
x0 ∈ R

N , and infinitely differentiable, is:

f(x0 + δx) =
M−1
∑

i=0

f (i)(x0)

i!
δxi +RM(δx) (5.18)

with RM(δx) being the remainder of order M and δx = (δx1, δx2, ..., δxN )T .
If we expand eq. (5.18) up to M = 3 we get

f(x0 + δx) = f(x0) + Jf (x0)δx+
1

2
δxTHfδx+R3(δx) (5.19)

where Jf is the Jacobian matrix of f(x) and Hf is the Hessian matrix of f(x).

5.3.1 Example 1: f(x) linear function

If f(x) : RN ×R
N is a linear function, we have that both A and b do not depend on

x, with x ∈ R
N :

f(x) = Ax− b (5.20)

Expanding eq. (5.20) in Taylor series in the range of x0, i.e. [x0 − δx, x0 + δx], with
δx ∈ R

N and omitting the terms with order higher than 3, we have:

f(x0 + δx) ≃ f(x0) + Jf (x0)δx+
1

2
δxTHf (x0)δx (5.21)

where the Jacobian Jf (x0) is:
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Jf (x0) = f ′(x0) = A (5.22)

and the Hessian Hf (x0) is:

Hf (x0) = J(Jf (x0)) = f ′′(x0) = 0 (5.23)

since the derivative of a constant is 0. Therefore, substituting eq. (5.22) and eq.
(5.23) we get:

f(x0 + δx) = f(x0) + Aδx+ 0 = 0

Aδx = −f(x0) = b− Ax0

Aδx+ Ax0 = b

A(x0 + δx) = b

(5.24)

5.3.2 Example 2: f(x) non–linear function

If f(x) : R
N × R

N with x ∈ R
N is a non–linear function, the Jacobian and the

Hessian matrices need to be properly defined.
The Jacobian Jf is the matrix of all first–order partial derivatives, that is to say

Jf (x) = [∇xf1,∇xf2, ...,∇xfn] =















∂f1(x)
∂x1

∂f2(x)
∂x1

· · · ∂fn(x)
∂x1

∂f1(x)
∂x2

∂f2(x)
∂x2

· · · ∂fn(x)
∂x2

...
...

. . .
...

∂f1(x)
∂xn

∂f2(x)
∂xn

· · · ∂fn(x)
∂xn















(5.25)

where ∇ =
[ ∂

∂x1

;
∂

∂x2

; · · · ;
∂

∂xN

]T
is the gradient operator. In compressed form the

Jacobian can ben written as:

{Jf (x)}l,m =
∂fm(x)

∂xl

(5.26)

with l being the row index and m being the column index.
Similarly, the Hessian Hf can be expressed as the “three–dimensional” (N×N×

N) matrix:

Hf (x) = J(Jf (x)) =















∂(∇f1(x))
∂x1

∂(∇f2(x))
∂x1

· · · ∂(∇fN (x))
∂x1

∂(∇f1(x))
∂x2

∂(∇f2(x))
∂x2

· · · ∂(∇fN (x))
∂x2

...
...

. . .
...

∂(∇f1(x))
∂xN

∂(∇f2(x))
∂xN

· · · ∂(∇fN (x))
∂xN















(5.27)

where, for istance:

∂(∇f1(x))

∂x1

=

















∂2f1(x)
∂x2

1

∂2f1(x)
∂x1∂x2

...
∂2f1(x)
∂x1∂xN

















(5.28)
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Therefore, we can write the Hessian in a compressed form as well, where l is the row
index, m is the column index, and p is the index in the third dimension:

{Hf (x)}p
l,m =

∂2fm

∂xl∂xp

(5.29)

We can conclude that the Jacobian is a two–dimensional matrix, while the Hes-
sian is a three–dimensional matrix. A consistency check on the dimensions of each
term of Taylor expansion is now useful:

– f(x) is a vector with N elements: fl(x), with l = 1, · · · , N ;

– Jf (x0)δx. Jf (x0) is a N × N matrix (Jf (x0) ∈ R
N×N), while δx is an N–

dimensional ( δx ∈ R
N). Therefore this term is a vector with N elements. We

can rewrite the components of this second term as {Jf (x)δx}l =
∑N

k=1{Jf (x)}l,kδxk;

–
1

2
δxTHf (x0)δx. Hf (x) is a three–dimensional matrix (Hf (x) ∈ R

N×N×N),

while δx is a vector with N elements (δx ∈ R
N). δxTHf gives a N ×N matrix

and in components it can be written as {δxTHf}l,m =
N
∑

k=1

δxk{Hf (x0)}k
l,m.

Hence, δxTHf (x0)δx becomes a vector with N elements with components given

by {δxTHfδx}l =
N
∑

j=1

(

N
∑

k=1

{Hf (x0)}k
l,jδxk

)

δxj

So, each term is a vector with N elements, i.e. f(x) ∈ R
N , Jf (x0)δx ∈ R

N , and
1

2
δxTHf (x0)δx ∈ R

N .

A quasi–linear example

In this example we want determine the Jacobian of the quasi–linear system

f(x) = A(x)x− b(x) (5.30)

where f(x) : RN → R
N , x ∈ R

N . Note that this is the general form of the nonlinear
system solved at each time step in the CATHY model. First of all, to compute the
Jacobian of f(x) we can consider a single element:

∂fm

∂xl

=
∂

∂xl

[−bm(x) + (A(x)x)m] = −∂bm(x)

∂xl

+
∂(A(x)x)m

∂xl

(5.31)

with

(A(x)x)m =
N
∑

j=1

[A(x)]m,jxj =
N
∑

j=1

am,j(x)xj (5.32)

Therefore

∂(A(x)x)m

∂xl

=
N
∑

j=1

∂[am,j(x)xj]

∂xl

=
2
∑

j=1

{[

xj

∂am,j(x)

∂xl

]

+ am,l(x)
}

(5.33)
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As a result, the Jacobian Jf is given in a more general way by

Jf (x) = A(x) + JA(x)x− Jb(x) (5.34)

where JA(x)x is a matrix

[JA(x)x]l,m =
N
∑

j=1

∂(am,j(x))xj

∂xl

(5.35)

5.4 Newton–Raphson and Picard iteration schemes

5.4.1 Numerical discretization

The solution to eq. (5.11) is obtained numerically by means of Galerkin Finite
Element approach with linear (P1) basis functions [Paniconi and Putti, 1994]. Given
a domain Ω discretized in El elements and N nodes, the solution pair (ψ, θ) is
approximated by (ψh, θh) (see e.g. Scudeler et al. [2016]):

ψ(t, u) ≃ ψh(t, u) =
N
∑

j=1

ψj(t)wj(u) (5.36)

θ(t, u) ≃ θh(ψh(t, u)) =
N
∑

j=1

θj(ψj(t))wj(u) (5.37)

where u ∈ Ω is the vector of three–dimensional coordinates and w(u) are the linear
basis functions. It is possible to recast eq. (5.11) as its Finite Element Method
(FEM) formulation:

∫

Ω

θh(ψh)

φ
Ss

∂ψh

∂t
wi du+

∫

Ω

∂θh(ψh)

∂t
wi du

+
∫

Ω
Kr(θh(ψh))Ks(∇ψh + ηz) · ∇wi du−

∫

Ω
q̃s wi du+

∫

ΓN

qNwi ds

−
∫

Ω
qp wi du = 0 with i = 1, ..., N (5.38)

where qN is the prescribed Neumann flux [L3 T−1] and qp is the flux due to plant
activity [L3 T−1] (i.e. qs = q̃s + qp in eq. (5.11)). The spatial linearization leads to a
system of non–linear ordinary differential equations that is discretized by means of
backward Euler finite difference scheme [Paniconi and Putti, 1994; Scudeler et al.,
2016], yielding the following quasi–linear system in the form of eq. (5.1) and eq.
(5.30):

F (Θk+1
h ) =

= H(Θk+1
h )Ψk+1

h +
1

∆tk+1
P1(Θ

k+1
h )Ψk+1

h +
1

∆tk+1
P2Θ

k+1
h + b1(Θ

k+1
h )

− 1

∆tk+1
P2Θ

k
h − 1

∆tk+1
P1(Θ

k+1
h )Ψ̂k + b2 + b3(Θ

k+1
h ) = 0 (5.39)
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where Θh = Θh(Ψk+1
h ) = {θi(ψ

k+1
i )} is the vector containing the nodal water con-

tents, Ψk+1
h = {ψk+1

i } is the vector containing the nodal pressure heads, H(Θk+1
h ) =

{hij(Θ
k+1
h )} with i, j = 1, ..., N is the flow stiffness matrix where each coefficient

is a nonlinear function of Θk+1
h , ∆tk+1 is the time step size, k is the time step,

P1(Θ
k+1
h ) = {p1,ij(Θ

k+1
h )} and P2 = {p2,ij} with i, j = 1, ..., N are the flow mass

matrices, b1 = {b1,i(Θ
k+1
h )} is the vector accounting for the gravitational term with

coefficients that are nonlinear functions of Θk+1
h , b2 = {b2,i} is vector containing the

boundary term, and b3 = {b3,i(Θ
k+1
h )} is the vector accounting for the plant activity.

We can express each term of eq. (5.39) as:

hij(Θh) =
∫

Ω
Kr(Θh)Ks∇wj · ∇wi du (5.40)

p1,ij(Θh) =
∫

Ω

Θh

φ
Sswiwj du (5.41)

p2,ij(Θh) =
∫

Ω
wiwj du (5.42)

b1,i(Θh) =
∫

Ω
Kr(Θh)Ksηz · ∇wi du (5.43)

b2,i =
∫

ΓN

qNwi ds (5.44)

b3,i =
∫

Ω
qpwi du (5.45)

The system of non–linear equations (5.39) is solved by means of Newton–Raphson
and Picard iteration schemes, as illustrated in the following subsection and thor-
oughly described by Paniconi and Putti [1994]. Finally, the convergence of the
highly non–linear processes occurring is guaranteed by time step adaptation, which
enables the time step size to vary (increase, decrease, or, if not necessary, to be left
unchanged) at each new time according to the number of Picard iterations required
for convergence.

5.4.2 Newton–Rapshon and Picard iteration schemes

First of all, we would like to underline that eq. (5.39) is exactly eq. (5.1) and
eq. (5.30), which represent the numerical model in sec. 5.1 and subsec. 5.3.2,
respectively. However, CATHY solves for pressure head, using the assumption that
the retention curve θ(ψ) is invertible, so that θ(ψ) or ψ(θ) is equivalent, up to the
appropriate mathematical modifications of the equation. Thus, from here on we
describe CATHY as it is, i.e. using ψ(θ).

The formulation of Newton–Raphson and Picard iteration schemes in CATHY
can be obtained by means of Taylor series. It is possible to recast eq. (5.39) as:

F (Ψh) = A(Ψh)Ψh − b(Ψh) = 0 (5.46)

60



where

A(Ψk+1
h ) = H(Ψk+1

h ) +
1

∆tk+1
P (Ψk+1

h ) (5.47)

b(Ψk+1
h ) =

1

∆tk+1
P (Ψk+1

h )Ψk
h + q̂(Ψk+1

h ) (5.48)

Newton–Raphson iteration scheme

If we expand eq. (5.46) up to the second order term (i.e. M = 2 in eq. (5.18)) using
Taylor series we get:







F (Ψk+1,r
h + δΨh) = F (Ψk+1,r

h ) + Jf (Ψr+1,r
h ) δΨh +R2(δΨh) = 0

δΨh = Ψk+1,r+1
h − Ψk+1,r

h

(5.49)

where R2(δΨh) is the remainder of order 2, r is the iteration index, and therefore
δΨh is the difference between the solution Ψh at two different iterations at the same
time step (analogous to x0 + δx in sec. 5.3). Assuming R2(δΨh) negligible and
rearranging, we get the formulation of Newton–Raphson iteration scheme:







Jf (Ψr+1,r
h ) δΨh = −F (Ψk+1,r

h )

Ψk+1,r+1
h = Ψk+1,r

h + δΨh

(5.50)

with the Jacobian, JF (Ψk+1,r
h ), according to eq. (5.34), being equal to:

JF (Ψk+1,r
h ) = A(Ψk+1,r

h ) + JA(Ψk+1,r
h )Ψk+1,r

h − Jb(Ψ
k+1,r
h ) (5.51)

The lm–th element of JA(Ψk+1,r
h ), with l being the row index (l = 1, ..., N) and m

being the column index (m = 1, ..., N), is

[JA(Ψk+1,r
h )Ψk+1,r

h ]l,m =
N
∑

j=1

∂

∂Ψhl

(am,j(Ψ
k+1,r
h )Ψk+1,r

hj
) (5.52)

while the lm–th element of Jb(Ψ
k+1,r
h ) is simply:

[Jb(Ψ
k+1,r
h )]l,m =

∂bm(Ψk+1,r
h )

∂Ψhl

(5.53)

Picard iteration scheme

Eq. (5.50) defines Newton–Raphson iterative scheme but, if we do not consider the
first order derivatives, it is possible to determine Picard iteration scheme instead.
Therefore, if we rewrite eq. (5.51) as:

JF (Ψk+1,r
h ) = A(Ψk+1,r

h ) (5.54)

and substitute eq. (5.46) and eq. (5.54) into eq. (5.50) we obtain
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A(Ψk+1,r
h ) δΨh = −(A(Ψk+1,r

h )Ψk+1,r
h − b(Ψk+1,r

h ))

δΨh = Ψk+1,r+1
h − Ψk+1,r

h

(5.55)

Therefore, eq. (5.55) is equal to

A(Ψk+1,r
h ) (Ψk+1,r+1

h − Ψk+1,r
h ) = −(A(Ψk+1,r

h )Ψk+1,r
h − b(Ψk+1,r

h )) (5.56)

5.5 Estimation of plant transpiration

The estimation of plant transpiration takes place through the definition of bR
T , i.e.

the reconstructed transpiration. As introduced in sec. 5.1, we base this numerical
procedure on two hydrological models that differ only for the presence of an orange
tree in one of them, namely Model 1, sole irrigation (eq. (5.2)), and Model 2,
with the orange tree (eq. (5.3)). These models are properly combined by means of
Taylor series expansion, as we are about to describe. As introduced above, CATHY
solves for pressure head. Nevertheless, we assume that the retention curve θ(ψ) is
invertible, so that θ(ψ) or ψ(θ) can be used equivalently assuming that the proper
mathematical transformations are performed. So the numerical procedure is here
expressed in function of the soil water content, which is the most natural variable
in this case. In particular, for a matter of clarity, we are going to use a simplified
notation, i.e. θk+1

1 = θ1 and θk+1
2 = θ2, while θ at the previous time step k will be

explicitly stated as θk
1 and θk

2 , respectively.
To determine bR

T , it is useful to express the two models according to eq. (5.46),
eq. (5.47), and eq. (5.48). Thus, for Model 1 we get:

f(θM1, θ
k
M1) = A(θM1)θM1 − b̃(θM1, θ

k
M1) = 0 (5.57)

and for Model 2:

f(θM2, θ
k
M2) = A(θM2)θM2 − b̃(θM2, θ

k
M2) − bT (θM2) = 0 (5.58)

where, once again, f(θ) : R
N → R

N , θM1 is the soil water content distribution
solution to Model 1, θM2 is the soil water content distribution solution to Model 2,
b̃(θ) accounts for the irrigation fluxes (see eq. (5.60) below), and bT (θ) describes the
plant transpiration that we want to approximate. Thus, the plant transpiration flux
can be written as a function of the general water content θ at times k + 1 and k:

bT (θ, θk) = A(θ)θ − b̃(θ, θk) (5.59)

with

b̃(θ, θk) =
1

∆t
P (θk)θk + bNG(θ) (5.60)

where bNG(θ) contains the contribution of the gravity term and the Neumann bound-
ary conditions of Richards equation.
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We remark once again that in a real experiment only θM2 would be provided by
the ERT measurements at time t = k + 1, while θM1 and θk

M1 would be calculated
using the model calibrated without the plant transpiration. On the contrary, when
considering the synthetic case study, both θM2 and θk

M2 are supplied by the model
with the plant. This gives the chance to investigate the effects of the approximation
of θk

M2, necessary in the real case study.
The deviation of Model 2 from Model 1 can be expressed in terms of difference

in soil water content distribution, as already seen with eq. (5.4), at both times
t = k + 1 and t = k, i.e.

θ̂M = θM2 − θM1 (5.61)

θ̂k
M = θk

M2 − θk
M1 (5.62)

Nevertheless, it is important to highlight that this simple difference is not sufficient
to locate the active root zone or, in other words, to determine the spatial and
temporal patterns of plant transpiration. This is strongly related to the fact that
the variations taking place in the investigated subsoil are a summation of different
nonlinear processes. Therefore, we should use eq. (5.61) to approximate plant

transpiration by means of Taylor series around θ1 with increment θ̂:

bT (θM2, θ
k
M2) = bT (θM1 + θ̂M , θ

k
M2) =

= A(θM1 + θ̂M)(θM1 + θ̂M) − b̃(θM1 + θ̂M , θ
k
M2) (5.63)

which can be expanded as

bT (θM2, θ
k
M2) ≃ bR

T (θM1 + θ̂M , θ
k
M2) =

= bR
T (θM1, θ

k
M1) +Dθ

[

bR
T (θM1, θ

k
M1)

]

(θM1, θ
k
M1)θ̂M

+Dθk

[

bR
T (θM1, θ

k
M1)

]

(θM1, θ
k
M1)θ̂

k
M (5.64)

where Dθ[b
R
T ] and Dθk [bR

T ] denote the Jacobian matrices of eq. (5.59) with respect
to the first argument θ and to the second argument θk, respectively. Furthermore,
we neglect higher order terms.

The different terms of Taylor series are (see eq. (5.34) and eq. (5.59)):

• According to eq. (5.57) we get:

bR
T (θM1, θ

k
M1) = A(θM1)θM1 − b̃(θM1, θ

k
M1) = 0 (5.65)

• The second term is:

Dθ

[

bR
T (θM1, θ

k
M1)

]

(θM1, θ
k
M1)θ̂M =

= A(θM1)θ̂M +
[

JA(θM1)θM1

]

θ̂M − Jb̃,θ(θM1, θ
k
M1)θ̂M (5.66)

• The third term is:

Dθk

[

bR
T (θM1, θ

k
M1)

]

(θM1, θ
k
M1)θ̂k

M = −Jb̃,θk(θM1, θ
k
M1)θ̂k

M (5.67)
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Note that the known quantities in the above equations are: bR
T (θ, θk) = 0, as it

is the model without the plant activity (see eq. (5.57)), θM1 and θk
M1, still provided

by M1, θM2 given by M2 (i.e. model with the plant activity or from ERT water

content), θ̂M = θM2 − θM1, and the expression of the Jacobians. On the contrary,

the value of θ̂k
M = θk

2 − θk
1 is unknown and must be approximated.

In this first application, the Jacobians are computed as follows:

(i) From eq. (5.66):

(JA(θ)θ)i,j ≃
(

A(θk+1) − A(θk)

||θk+1 − θk||

)

i,j

(5.68)

(ii) From eq. (5.66) and eq. (5.67), the Jacobians Jb̃(θM1, θ
k
M1) are approximated

by a diagonal matrix, whose elements are given by:

(JbNG,θ)i,i ≃
(

b̃NGi
(θk+1) − b̃NGi

(θk)

||θk+1 − θk||

)

i,i

(5.69)

and a sparse matrix:

(JbP,θk)i,j ≃ 1

∆t

(

Pi,j(θ
k+1) − Pi,j(θ

k)

||θk+1 − θk||

)

i,j

(5.70)

Eq. (5.64) provides a spatial reconstruction of the active root zone locating
the areas that activate during the plant transpiration. Note that we assume that
all water uptaken by the tree is transpired, since there is no water storage in any
part of the plant, as described in sec. 5.1. However, as a first approximation, we
neglect the term described in eq. (5.67). Further studies will ascertain its effect on
the reconstructed transpiration bR

T by using an appropriate interpolation method to
derive θk

M .
Finally, computing bR

T requires another precaution. In order to apply eq. (5.64),
it is necessary to consider the same times in both models, i.e. M1 and M2. This is
easily achievable by fixing the time step size at the same value in M1 and M2 while
its variation during the simulation needs to be avoided.

5.6 Example on a saturated domain

5.6.1 Introduction

In order to exemplify the procedure used to recover the transpiration fluxes, a satu-
rated example is developed by means of the CATHY model. This examples comprises
two identical hydrological models, namely E1 and E2, where the only difference lies
is the prescribed Neumann flux. This variation in terms of boundary conditions sub-
stitutes the plant activity. In fact, even if these two processes differ in terms of order
of magnitude and, most of all, sign (i.e. the chosen Neumann flux enters the domain
while root water uptake removes water from the subsoil), they both modify qs(ψ) in
eq. (5.11). Therefore, we use this example to reconstruct the difference between the
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known terms of E1 and E2 starting from the calculated difference in pressure head
(note, however, that pressure head and soil water content are assumed invertible,
as described in sec. 5.5). This is comparable to the reconstruction of bT that I will
present in chap. 6, which, on the contrary, will take place only at determined times.

5.6.2 Modeling details

Fig. 5.1: Finite element mesh for the satu-
rated example. It is made up of 27 nodes and
48 tetrahedral elements. The yellow circle lo-
cates the node where the Neumann boundary
flux is imposed.

In this example, the mesh consists of 27 nodes and 48 tetrahedral elements di-
vided in two layers, while the prescribed Neumann flux is imposed on one superficial
node (Fig. 5.1). On all the other boundary nodes a Dirichlet condition with ψ = 0
is applied. We decided to consider a rather small domain so as to easily compare
the real and reconstructed known terms differences on each node of the mesh. The
prescribed Neumann flux is equal to 1.0E-03 m3/s in E1 and to 1.0E-04 m3/s in E2,
while in both cases the soil is defined as a loamy–sand according to the parame-
ters provided by Leij et al. [1996]. Finally, as already mentioned above, the whole
domain is assumed to be saturated.

To guarantee a perfect match between the time steps in the two models, necessary
to allow the reconstruction of the difference of known terms, time step adaptation
does not take place, therefore the time step size is constant throughout both simu-
lations and equal to 100 s. The total simulation time is equal to 5000 s.

5.6.3 Application of the numerical procedure

The reconstructed difference between the known terms of E1 and E2 is obtained
by means of the approach described in sec. 5.5. However, some details need to be
redefined. The two models E1 and E2 can be expressed in the form introduced with
equations eq. (5.46), eq. (5.47), and eq. (5.48), i.e.

f(θE1) = A(θE1)θE1 − b̃(θE1) = 0 (5.71)

and

65



Fig. 5.2: Variation of the Euclidean norm of known terms differences ||diff|| with time in the
saturated example. Note that the values of the Euclidean norms on the ordinate axis need to be
multiplied by 10−19.

f(θE2) = A(θE2)θE2 − b̃(θE2) = 0 (5.72)

where f(θ) : RN → R
N , θE1 is solution to E1, θE2 is solution to E2, A(θ) comprises

stiffness and mass matrices, and b̃(θ) accounts for the imposed Neumann flux. Since
in this example we are considering a saturated domain, we have that

H(θE1) = H(θE2) = Hc (5.73)

and

P (θE1) = P (θE2) = Pc (5.74)

which leads to

A(θE1) = A(θE2) = Ac (5.75)

Recasting and combining eq. (5.71) and eq. (5.72) with eq. (5.75) we obtain

b̃E1 − b̃E2 = Ac(θE1 − θE2) (5.76)

which can be expressed in numerical terms as

D(Θk+1,r+1
h ) =

=

[

Hc +
1

∆t
Pc

]

(Θk+1,r+1
h,E1 − Θk+1,r+1

h,E2 )

− 1

∆t
Pc(Θ

k+1,r+1
h,E2 − Θk+1,r+1

h,E1 ) + q̂E2(Ψ
k+1
hE2

) − q̂E1(Ψ
k+1
hE1

) (5.77)

with D(Θk+1,r+1
h ) being the reconstructed difference of the known terms between E1

and E2. Note that the time step size ∆t does not depend on the iteration index
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k, since it is constant throughout both simulations, as required by the procedure in
sec. 5.5.

Eq. (5.77) is applied at each node of the mesh in Fig. 5.1. The results are shown
in Fig. 5.2, where they are expressed at each time step in terms of the Euclidean
norm of the difference between the real and the computed known terms differences,
i.e.

||dr(t)|| =

√

√

√

√

N
∑

i=1

(Dreali(t) −Di(t))2 with t = 100, 200, · · · , 5000s (5.78)

where || · || is the Euclidean norm of the difference dr between real and reconstructed
values, N = 27 is the number of nodes, Dreali is the real difference between the
known terms of E1 and E2 (i.e. as output from CATHY), and Di is the computed
difference between known terms according to eq. (5.77), and t is the time at each
time step.

Even if the values shown in Fig. 5.2 are rather scattered, their order of magnitude
is 10−19, which means that, from a numerical point of view, they can be considered
0. Therefore, we can conclude that we properly reconstructed the difference between
the known terms of E1 and E2 at each time step of the simulations.
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6

Synthetic case study
***

As already introduced before, we develop a synthetic case study in order to obtain
a dataset suitable to test the reconstruction of plant transpiration as described in
sec. 5.5. This synthetic case study consists of two hydrological models: the former
is an infiltration model, while the latter describes the activity of a plant. These
two models are identical, except for the presence of the tree, and in both cases all
parameters are chosen in order to develop a plausible case and not to reproduce
some real conditions. The main advantage of working with a synthetic case study
is the absence of all the uncertainties that affect real datasets, like those related to
ERT measurements and numerical models.

6.1 Infiltration model

This first model is aimed at representing the variation of spatial and temporal soil
moisture content patterns as a consequence of the sole infiltration of irrigation water.

Fig. 6.1: Finite element
mesh for infiltration and
plant models. It is
made up of 9282 nodes
and 52500 tetrahedral el-
ements. The white part
locates the irrigation at-
mospheric boundary con-
dition, the yellow part cor-
responds to the no flow
Neumann boundary con-
dition, and the dark blue
part pinpoints the Dirich-
let boundary condition
nodes. The green cross
indicates the position of
the tree trunk (only in the
plant model).

The first step is the development of a three–dimensional finite element mesh
representing the investigated domain, over which the system of equation describing
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both surface and subsurface processes is solved. In our case, it consists of 9282 nodes
and 52500 elements, subdivided into 25 horizontal layers with thickness increasing
with depth (i.e. 16 layers 0.1 m thick, 7 layers 0.2 m thick, and 2 layers 0.5 m thick),
as shown in Fig. 6.1. Thus, the total depth is equal to 4.0 m, while length and width
are both equal to 6.4 m. In spite of the dimensions of our mesh, we are actually
interested only on a smaller subdomain (called “inner domain”), assumed to recall
the volume investigated during the ERT surveys. In particular, it is defined by a
superficial square with side equal to 1.2 m (red polygon in Fig. 6.1) and extended
till a depth of 1.2 m. Nevertheless, modeling a bigger domain is mandatory, in order
to avoid the influence of boundary effects on the inner zone.

Once created the mesh, we characterized the soil by means of the parameters in
Tab. 6.1, provided by Leij et al. [1996]. We opted for a loamy sand soil, homogeneous
and isotropic, while the water retention curve is described thanks to van Genuchten
and Nielsen [1985] (Tab. 6.1). The water table is located 3.0 m below ground
level. The resulting relationships between soil water content and pressure head, and
relative hydraulic conductivity and pressure head, are shown in Fig. 6.2 and Fig.
6.3, respectively.

Parameter Symbol Value
Saturated hydraulic

Ks 4.05278E-05 m/s
conductivity
Porosity φ = θs 0.41
Residual moisture

θr 0.057
content
van Genuchten curve

α 12.4 m−1

parameter
van Genuchten curve

n 2.28
exponent

Tab. 6.1: Soil and van Genuchten parameters for the infiltration and plant models. Values taken
from Leij et al. [1996].

On all nodes of the lateral boundary of the vadose zone (i.e. above the water
table), as well as on the bottom face of the mesh, we imposed a Neumann condition
of no flow, while, on the boundary of the saturated zone, pressure head is assumed
to linearly increase with depth from a value of ψ = 0 m in correspondence of the
water table (i.e. Dirichlet boundary condition) (Fig. 6.1). Irrigation is imposed as
an atmospheric boundary condition and takes place on a small portion of the upper
surface (i.e. 39 nodes covering an area of about 0.18 m2, Fig. 6.1), so as to resemble
the drip irrigation occurring at the field site. We assumed an irrigation of 4 l h−1

(i.e. 22.1 mm h−1) for 5 h d−1 taking place for 15 days, then suspended for 5 days,
and then performed for other 10 days, while rain precipitation is not considered.
Water ponding is neglected. The initial pressure head distribution (i.e. the ini-
tial condition) is nonuniform and has been computed thanks to another infiltration
model, where irrigation is simulated for 15 days. This expedient is necessary since
the infiltration and the plant models need to share the same initial conditions in
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Fig. 6.2: Graph representing the relationship between soil water content and pressure head
according to the parameters chosen for the simulations described in Tab. 6.1.

order to be comparable, and derives from the impossibility to “activate” the plant
after a certain amount of time from the beginning of the simulation. Therefore,
the total simulation time is equal to 45 days. Finally, time adaptation is intention-
ally avoided, in order to maintain the time step size constant (and equal to 120 s)
throughout the whole simulation.

The results of this first model in terms of saturation evolution over time are
shown in Fig. 6.5(a).

Fig. 6.3: Graph representing the relationship between relative hydraulic conductivity and pressure
head according to the parameters chosen for the simulations described in Tab. 6.1.
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Fig. 6.4: Comparison between the real transpiration of an orange tree at Bulgherano field site
(see chap. 3), black dotted line, and the transpiration resulting from the synthetic model, red solid
line. The nocturnal activity is not modeled.

6.2 Plant model

The plant model is identical to the infiltration model except for the presence of the
tree. Therefore, mesh, irrigation schedule, boundary conditions, initial conditions,
and soil parameters are those described in subsec. 6.1. In particular, the chosen
initial conditions allow us to start modeling the plant activity after 15 days of sole
irrigation. So also in this case the simulation time is equal to 45 days (i.e. 15 days
of sole irrigation, 15 days of irrigation and plant activity combined, 5 days of sole
plant activity, and finally 10 more days of irrigation and plant activity combined).
Furthermore, time step adaptation is not taking place, as the time step size needs
to be constant during the whole simulation (see sec. 5.5 for further details).

The plant is described by means of several parameters, summarized in Tab.
6.2, as required by the model of Manoli et al. [2014]. In particular, the leaf area
index is assumed constant over time, i.e. the plant does not grow nor the canopy
is trimmed. The parameters can be either measured, i.e. from real orange trees,
assumed, or taken from literature. The root system covers an area of 1.2 × 1.2 m2

centered on the tree trunk and reaches a maximum depth of 0.4 m below ground
level, in accordance with Kotur and Keshava Murthy [1998]. For the root length
density vertical profile we assumed an exponential distribution [Volpe et al., 2013].
As already described above, plant transpiration is mainly driven by external stressors
(i.e. atmosphere and weather conditions). Therefore, also for this synthetic model,
it is necessary to take into account meteorological information to determine the
atmospheric forcing. In this case we took advantage of a real dataset measured
from the meteorological station at the Bulgherano field site (see chap. 3), which
consisted of photosynthetically active radiation, relative humidity, and temperature,
all measured at a height of 4 m, except for PAR, which was measured at 8 m. The
acquisitions took place on a hourly basis from 25th September 2013 to 24th October
2013. On the basis of these data, we considered precipitation negligible.
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Plant parameters
Parameter Symbol Value Reference
Plant height hcano 3.75 m Measured
Projected canopy area Acano 12.5 m2 Measured
Xylem area Axylem 0.09 m2 Measured
Root conductance gr 9E-10 s−1 Assumed
Leaf area index LAI 4.30 Measured

Xylem conductance
Parameter Symbol Value Reference
Maximum xylem

gx,max 9E-6 s−1 Assumed
conductance
Vulnerability curve

d 200 m
Aspinwall et al. [2011]

coefficient Volpe et al. [2013]
Vulnerability curve

c 2
Aspinwall et al. [2011]

coefficient Volpe et al. [2013]
Photosynthetic model

Parameter Symbol Value Reference
Maximum carboxylation

Vc,max25 98 µmol m−2 s−1 Farquhar et al. [1980]
capacity at 25 ◦C
Michealis constant for

Kc,max25 300 µmol mol−1 Volpe et al. [2013]
CO2 fixation at 25 ◦C
Michealis constant for

Ko,max25 300 mmol mol−1 Volpe et al. [2013]
O2 fixation at 25 ◦C
CO2 compensation

cp,25 2.6 mmol µmol−1 Volpe et al. [2013]
point at 25 ◦C

Stomatal optimality model
Parameter Symbol Value Reference
Maximum marginal

λmax 4442.0 µmol mol−1 Manzoni et al. [2011]
water use efficency
Empirical parameter β 3.7E-05 m−2 Manzoni et al. [2011]
Leaf potential at

ψL,max -145 m Manzoni et al. [2011]
maximum λ

Apparent
γ 0.015 Samuelson et al. [2001]

quantum yield
Relative H2O/CO2 a 1.6 Volpe et al. [2013]
diffusivity
Coefficient for

s 0.7 Volpe et al. [2013]
gs calculation
O2 concentration

Co,a 210 mmol mol−1 Volpe et al. [2013]
in air
Reference CO2 c∗a 400 µmol mol−1 Volpe et al. [2013]
concentration
Ambient CO2 ca 380 mmol mol−1 Volpe et al. [2013]
concentration

Tab. 6.2: Plant parameters for the synthetic plant model. “Measured” is referred to parameters
measured on trees at the Bulgherano field site (chap. 3), “assumed” describes parameters chosen
in order to fit the modeled transpiration to the real transpiration (Fig. 6.5), while in the other
cases the literature reference is indicated.
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Fig. 6.5: Evolution of saturation over time as a consequence of water infiltration and root water
uptake (a) in the infiltration model (i.e. without the plant) and (b) in the plant model. The yellow
rectangle indicates the position of the root system. The influence of the plant activity is clearly
visible especially after the suspension of irrigation.
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The resulting transpiration is shown in Fig. 6.4 (red solid line) and is compared
against the transpiration of a real orange tree located in the Bulgherano orchard,
measured between 25th September 2013 and 24th October 2013 (black dotted line in
Fig. 6.4). Despite some discrepancies, the synthetic transpiration shows the same
trend of the real one, except for the nocturnal activity, which is not modeled. This
allowed us to verify the plant activity, which is actually very similar to that of a
real tree. Nevertheless, it has to be underlined once again that our aim is not to
obtain an exact representation of the activity of a known plant, but to develop a syn-
thetic model resembling a real tree insted, to get a known water content distribution
recalling the ERT data.

Fig. 6.5(b) displays the variation of saturation over time. The effect of root
water uptake is particularly clear after the suspension of irrigation (i.e. point 3) in
Fig. 6.5), especially if compared to the infiltration model results.

6.3 Transpiration reconstruction and discussion

The reconstruction of plant transpiration bR
T in this synthetic case study is performed

on the basis of the outputs of the previous models, i.e. the infiltration model and the
plant model. In particular, we performed two different transpiration reconstructions,
namely the “exact reconstruction” and the “approximated reconstruction”. Here, we
present the results for t = 392400 s, i.e. at 12:00 pm of the 20th day.

The “exact reconstruction” (Fig. 6.6(b)) is aimed at assessing bR
T without in-

troducing any approximation. This is possible only in this synthetic case study, as
all the necessary terms are available (i.e. also θ̂k

M , see sec. 5.5). As expected, we
are capable of recreating the real distribution and magnitude of the transpiration
provided by the plant model, as shown in Fig. 6.6.

The “approximated reconstruction”, on the contrary, is shown in Fig. 6.7(b).
By comparing this image with Fig. 6.7(a) (i.e. the real plant transpiration from
the model in sec. 6.2), it is clear that the reconstruction is not as good as in the
previous case. This is a consequence of all the approximations introduced during
the numerical procedure, which can be summarized as:

i Approximations due to Taylor series, as we are omitting all the terms with
order higher than 2. In fact, eq. (5.64) is expanded up to the Jacobian of bR

T ,
thus the Hessian, for instance, is not considered;

ii Approximation due to the omission of the term described in eq. (5.67), since

θ̂k
M needs to be approximated as well, as it is not available in a real case study;

iii Approximations due to the estimation of the Jacobians in eq. (5.68), eq. (5.69),
and eq. (5.70), here performed by means of the finite difference method.

Despite the difference between the real and the approximated transpiration,
mainly in terms of magnitude (Fig. 6.7), it is important to underline that, however,
our procedure allowed to locate the position of the active root zone, as depicted
in Fig. 6.8. This is a very important result, especially if considering all the ap-
proximations introduced and described above. Furthermore, this first approximated
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(a) Real transpiration

(b) Exact reconstruction

Fig. 6.6: Comparison between (a) the real transpiration and (b) the exact reconstruction on a
vertical section. The yellow rectangle locates the root system position.

76



(a) Real transpiration

(b) Approximated reconstruction

Fig. 6.7: Comparison between (a) the real transpiration and (b) the approximated reconstruction
on a vertical section. The yellow rectangle locates the root system position.
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result shows as the potentialities of the proposed method, which still need to be
fully exploited by a more accurate numerical procedure, aimed at estimating more
accurately the first order terms and θ̂k

M in eq. (5.64).
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(a) Real transpiration

(b) Approximated reconstruction

Fig. 6.8: Comparison between (a) the real transpiration and (b) the approximated reconstruction
as seen from top. The yellow square locates the root system position.
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7

Conclusions
***

The Soil–Plant continuum is one of the main subdomains of the Earth’s critical
zone and plays a crucial role in the exchanges of mass and energy between soil and
atmosphere. Nevertheless, the localization of the active root zone (i.e. the portion
of the root system involved in the water uptake) is still in an early stage, despite its
undeniable importance for many practical applications, first and foremost precision
irrigation. Therefore, in this dissertation geophysical measurements and hydrological
modeling have been proposed and described to characterize the active root zone of
different orange trees.

The ERT results here presented well highlight the spatial and temporal resistivity
patterns occurring in the root zone of the considered plants. In particular, the
importance and novelty of the data at our disposal rely on the combination of
measurements with and without the active tree in the Bulgherano field site, and
on the comparison of trees drip irrigated with different treatments in Palazzelli.
In absolute terms, the variability of resistivity is likely due to a combination of
root distribution and preferential water pathways toward the roots (Palazzelli) or
is mainly an expression of the low soil water content (Bulgherano). However, the
most interesting results are certainly provided by the time–lapse monitoring, which
highlights the occurring and interacting processes from a dynamic perspective. In
both case studies, our data highlight the areas which che be considered as location
of the active root zone. In particular, at the Bulgherano field site it is confined
in the upper 0.4 m of the subsoil, while at the Palazzelli field site a switch of tree
water source seems to occur, from the deeper soil profile (at the beginning of the
irrigation season), to shallow water source points (during the irrigation phase). Also
the short–term monitoring shows clear, although difficult to interpret univocally,
variations in terms of resistivity.

Therefore, even if these ERT data are rich in information, their complete ex-
ploitation requires an appropriate combination with hydrological modeling. The
innovative numerical procedure here developed is based on several assumptions and
approximations that need to be introduced in order to deal with the interacting
nonlinear processes occurring. The reconstructed transpiration here presented, al-
bite not completely satisfying, provides interesting insights into the potentialities
of the methods, which appears to be promising for a future application on a real
case. In particular, this first attempt allowed us to locate the active root zone in
a synthetic case study. However, some considerable improvements are required to
better estimate also the magnitude of the fluxes taking place.

In conclusion, the combination of geophysical measurements and hydrological
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modeling provides interesting and innovative insights into the Soil–Plant continuum
dynamics. To fully take advantage of the proposed procedure, an accurate planning
is mandatory, in order to develop the field campaign on the basis of the future
numerical application. Although rather complex, this approach allows changing
the interpretation point of view from simply qualitative (as mainly shown in the
literature) to quantitative, with evident advantages for practical applications.

7.1 Challenges for future research

The results described throughout this dissertation lead to future research opportuni-
ties for both ERT and modeling applications. First of all, the geophysical measure-
ments should be repeated on other orange trees, especially in the Palazzelli field site,
so as to increase the robustness of the ERT monitoring results. This can be done
adopting different measurement schemes (e.g. variating the skip) and/or employing
new micro–boreholes installation techniques. Moreover, the ERT data should be
combined with measurements of the soil suction in the root zone.

However, the main future challenges concern the procedure here presented to
locate the active root zone. This not only means facing the issues and the approxi-
mations describes before, but also moving from a synthetic example to a real dataset.
Thus, further uncertainties will be introduced at all steps of the procedure, from the
geophysical acquisition, to the hydrological model. Nevertheless, such an applica-
tion would be completely innovative and suitable also for other types of plants, thus
increasing the knowledge of the Soil–Plant continuum with relevant advantages for
the water resource exploitation
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A.1 Time–lapse monitoring of the hyporheic zone

of an alpine river using non–invasive

methodologies1

Introduction

The hyporheic zone (HZ) is the area located beneath and adjacent to rivers and
streams, where the interactions between surface water and groundwater take place
[Reidy and Clinton, 2004; Westhoff et al., 2011]. Therefore, this domain allows
the transport of several substances (e.g., water, nutrients, and pollution) [Boulton
et al., 1998] from a stream to the unconfined aquifer below, and vice versa, thus
playing a fundamental role in the river ecosystem. The importance of the hyporheic
zone in such a complex environment makes its characterization a goal shared by
several disciplines, which range from applied geophysics to biogeochemistry, from
hydraulics to ecology [Bridge J.W., 2005]: Regardless of the field of study, the main
aim is always to completely describe the structures and the processes that distinguish
this zone. Furthermore, flow and transport models are nowadays key instruments
to efficiently characterize the HZ, given their ability of simulating surface water-
groundwater exchange phenomena at a local scale [Constantz, 1998; Bianchin et al.,
2010]. In order to achieve this common purposes, almost all these disciplines offer
many invasive techniques that permit punctual in situ surveys and/or sample analy-
sis [Bridge, 2005]; on the other hand, applied geophysics supplies a few non–invasive

1The contents of this attachment has been published in:
Busato L., J. Boaga, M.T. Perri, and G. Cassiani, 2014. Time–lapse monitoring of the hyporheic
zone of an alpine river using non–invasive methodologies. In Atti del 33◦ Convegno Nazionale
GNGTS, Tema 3: Geofisica applicata, pp. 129–135, ISBN: 978–88–940442–3–2.
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methodologies (e.g., Electrical Resistivity Tomography – ERT – and Distributed
Temperature Sensing – DTS), which allow a high resolution characterization of the
hyporheic zone, overcoming the critical problem of measurements under riverbeds.
In fact, ERT is a state–of–the–art technique for this kind of surveys, although it
is commonly applied in a cross-well configuration or with a superficial electrodes
deployment [Acworth and Dasey, 2003; Crook et. al, 2008]; conversely, the DTS us-
age in hydrogeophysics has been developing since the last decade, revealing a wide
applicability to the typical issues of this field of study: Based on Raman scattering,
this methodology employs heat as tracer and uses a fiber-optic cable to acquire tem-
perature (T) values [Boulton et. al, 1998; Anderson, 2005; Selker et al., 2006; Lane,
2008].

In this work, we present the preliminary results (first year) regarding the char-
acterization of the hyporheic zone of an alpine river (Vermigliana creek), obtained
combining ERT and DTS time–lapse measurements. The typical ERT superficial
data collection benefits from an innovative instrumentation deployment, which con-
sists of both an ERT multicore cable and a DTS fiber–optic located in two separated
boreholes drilled under the watercourse and perpendicular to it. These acquisition
schemes led to high quality data capable to highlight some of the dynamics taking
place in the HZ, which, however, still need to be coupled with a flow and transport
model, in order to completely describe the domain of interest. The site and the
results here described are part of the EU FP7 CLIMB (Climate Induced Changes
on the Hydrology of Mediterranean Basins) project.

Creek and site description

The Vermigliana creek is the main watercourse of the Upper Val di Sole, Northern
Italy, originates from the Presena Glacier (Presanella Group) and is one of the main
tributaries of the Noce creek. Being the Vermigliana an alpine river, it presents a
nivo–glacial regime, which entails higher flow rates during the summer (due to snow
and glacial melting) and lower flow rates during the winter season. A variation in
terms of discharges takes place also daily, since morning flow rates are on average
higher than those in the late afternoon.

The whole valley bottom, where the Vermigliana flows, is entirely filled with
heterogeneous glacial till and quaternary slope deposits, made up of material whose
granulometry ranges from clays to boulders. Our site is located near the small village
of Vermiglio (TN), 1165 meters above mean sea level.

Set–up and acquisitions

In order to characterize the HZ in our site, we combined two different methodologies,
ERT and DTS. The former has been widely applied for this kind of surveys in
many different sites, commonly using cross-well configurations and/or superficial
cables [Acworth and Dasey, 2003; Crook et al., 2008]. Even if all these typical
deployments lead to the acquisition of excellent data, we attempted to improve them
by positioning part of the 72 total electrodes used inside the hyporheic zone (Fig.
A.1): this was possible thanks to the horizontal directional drilling technology, which
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allowed the remote–guided drilling of a horizontal borehole under the Vermigliana
riverbed. The result consists of an 80 m long perforation under the watercourse that
permitted the placement of a multicore cable with 48 brass electrodes, spaced 1 m,
inside the HZ; these electrodes have a diameter of 30 mm and a length of 60 mm.
The choice of brass electrodes is due to both economical and technical issues: on the
one hand, brass is less expensive than graphite and stainless steel, but offers a lower
resistance to water over time; on the other hand, this instrumentation will not be
removed from the Vermigliana site and therefore an amortization of its high costs,
with an usage in other case studies, will not be possible. To ensure a higher data
reliability, we deployed also a superficial survey line of 24 stainless steel electrodes
(12 on each river levee) spaced 1 m, in vertical correspondence to the horizontal
borehole (Fig. A.1). Given the need of creating a single superficial deployment
perpendicular to the river and the availability of a non–waterproof multicore cable
for superficial surveys, 4 take–outs allowed the connection of the 4 electrodes nearest
to the watercourse to the cable itself, which was partly located over the bridge
upstream.

Each ERT survey is performed with an IRIS Syscal Pro resistivity meter using
all 72 electrodes, with a skip–0 dipole-dipole scheme and duration of circa 30 min-
utes. The acquisition of both direct and reciprocal measurements (i.e., exchanging
current electrodes with potential electrodes) permits the error assessment: in fact,
each ERT sequence is made up of 4885 measurements, comprising both direct and
reciprocal values. The latter, DTS (Distributed Temperature Sensing), has been
employed in hydrogeophysics only for the last dozen of years. This methodology is
based on the Raman effect, one of the scattering phenomena arising from the inter-
action between light photons and the noncrystalline structure of fiber-optic: Such
an interaction generates a backscattered signal, whose intensity is temperature de-
pendent [Selker et al., 2006]. Therefore, with an appropriate data processing, it is
possible to compute how temperature varies along the whole fiber–optic cable. The
usage of this methodology enables then to exploit heat as a natural tracer, show-
ing its temporal and spatial changes in the domain of interest. Given our aim of
characterizing the hyporheic zone of the Vermigliana creek, also for this technique
we opted for an innovative deployment, which consists of a 200 m long fiber–optic
located in a horizontal borehole a few meters downstream from the ERT perforation
and parallel to it: Thus, also the fiber-optic is placed inside the HZ (Fig. A.1).
For a better comprehension of the site geometry, it is necessary to underline that
the DTS perforation has a 100 m linear length. Therefore, the fiber-optic is folded,
creating the “double-ended” configuration required (i.e., both ends are connected to
the DTS instrument).

For every DTS survey we used the AP Sensing N4386A Distributed Sensing
system with a double–ended fiber–optic configuration, a sampling interval equal to
1 m and a spatial resolution equal to 1 m. In each survey, we acquired three single
traces with update time and measurement time both equal to 30 s (i.e., every 30
seconds a new trace acquisition begins and lasts 30 seconds) and then averaged the
three temperature values thus obtained for every sampling point: The result consists
of a single profile with 200 temperature values, spaced 1 m one from the other.

The ERT time–lapse monitoring started in July 2013 and still is being carried out
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approximately once or twice a month, mostly according to the weather conditions.
On the other hand, we have been performing the DTS time–lapse monitoring since
June 2014 approximately once a month. Because of the typical continental climate
characterizing the Upper Val di Sole, the time–lapse monitoring (both ERT and
DTS) can be performed only from spring to autumn, given the absence of snow and
of seasonally frozen ground that would lead to high resistivity values and noisy data.

Fig. A.1: Vermigliana creek site (1165 meters above sea level). The red solid line represents
the superficial ERT deployment on both levee surfaces, the red dotted line represents the ERT
borehole deployment (under the Vermigliana creek, inside the hyporheic zone) and the blue dotted
line represents the DTS fiber–optic under the watercourse. The DTS borehole is a few meters
downstream from the ERT borehole and parallel to it.

Data processing, results and discussions

The ERT data at our disposal call for two different types of inversion. First of all,
from each dataset (one from every survey) the correspondent absolute resistivity (ρ)
cross–section is obtained with an appropriate inverse modeling, in order to represent
the state of the hyporheic zone at the measurement time. After the error calculation
based on the combination of each direct measurement with the correspondent recip-
rocal one, every dataset is refined applying an error threshold equal to 10%, which
reduces each sequence to 1400 measurements on average. Despite 10% may seem
a quite high error limit, it is perfectly compatible with the heterogeneous material
whereof the investigated domain is composed (i.e., clay, tonalite boulders, gravelly–
sand and silty deposits, as described by Dal Piaz et al. [2007]). Then, we performed
the ERT data inversion thanks to the R2 code (Lancaster University, UK), fixing an
error equal to 10% and using a triangular mesh with 5039 nodes and 9729 triangular
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elements.

An example of the result of such a processing is the resistivity cross-section
depicted in (Fig. A.2), representing the acquisition carried out on the 30th August
2013. The resistivity distribution here illustrated is largely comparable to those of
the other ERT surveys.

Fig. A.2: Example of resistivity cross–section resulting from the ERT survey conducted in Ver-
miglio on 30th July 2013. The cross–section is facing downstream. A low resistivity domain is
located under the Vermigliana creek, while the riparian zones show, on average, higher resistivity
values. The black dots represent the electrodes position both on the levee surface (24 stainless steel
electrodes) and inside the perforation drilled under the Vermigliana creek (48 brass electrodes).

A very low resistivity domain characterizes the area beneath the Vermigliana
creek and extends till a depth of 4 m below ground level, with an average resistivity
value of 50 Ωm. At first glance, the presence of such a domain may be justified by the
seepage process, which allows the – total or partial – sub–riverbed saturation with
the consequent overall resistivity modification (as expeted, according to Archie’s
law). If we focus on resistivity values instead, a discrepancy emerges: An average
resistivity of 50 Ωm is incompatible with the values characterizing both deposits and
waters of the Vermigliana creek, whose resistivity have orders of magnitude of 1000
Ωm and 100 Ωm respectively. In order to explain the features of this domain, whose
existence in the HZ has also been confirmed by two auxiliary ERT surveys, we hy-
pothesized the presence of a high clay fraction coming from the glacial moraines and
transported by the creek itself, which not only increases the electrical conductivity
in the sub–riverbed, but also reduces its hydraulic conductivity. On the other hand,
if we focus on the areas adjacent to the river, also referred to as “riparian zones”, it
is possible to highlight a difference between the left and the right bank (Fig. A.2),
since the former has an average electrical conductivity slightly lower than the latter.
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Finally, albeit being outside our domain of interest (i.e., the area between the surface
electrodes and the borehole electrodes), the resistivity cross–section in Fig. A.2 also
shows the bedrock, identified by the very high resistivity domain at a depth of 10
m below ground level.

The second inversion technique is strongly related to the ERT time–lapse mon-
itoring currently in progress in the Vermigliana site and aims at highlighting how
resistivity varies over time. As already described by Perri et. al [2012], this approach
is based on the following equation:

R =
Rt

R0

Rhom (A.1)

where Rt is the transfer resistance measured at time t, R0 is the background
(i.e., time 0) transfer resistance and Rhom is the transfer resistance for a homogenous
resistivity distribution model; all these transfer resistance values are referred to the
same quadrupole. Once R is computed for every electrodes quadrupole common
to all the available datasets, the ERT data inversion with an error equal to 3% is
performed, as already described above. The results consist of T − 1 cross-sections
(with T total number of ERT acquisitions) displaying the resistivity variation over
time expressed as percentage, with respect to the background survey (100% indicates
no changes, higher values imply an increase in resistivity, and lower values are related
to a decrease). Although the time–lapse monitoring began in July 2013, for this work
we consider only the acquisitions carried out from 5th May 2014 onwards, because
of the nature of the observed phenomena.

In order to better analyze the outcome of this second inversion technique, it is
useful to divide the domain of interest into three parts: sub–riverbed, left bank, and
right bank. In the first part, between 14th May 2014 and 16th July 2014 an increase
in resistivity variation takes place (up to 150%), followed by a rapid decrease to
100%. Such behavior may be due to a glacial water pulse, which is poor in ions and
therefore characterized by a high resistivity. On the other hand, the left bank is
characterized by a constant decrease in resistivity variation, from values higher than
120% to values around 60% (on average). This variation is probably related to the
presence of an effluent of two small lakes upstream, whose waters are presumably
more conductive. Finally, the last part shows a slight increase in resistivity variation
over time (values are always, on average, higher than 100%). Therefore, the right
bank has constantly a higher resistivity with respect to the background, which may
be caused by a constant flux of new glacial water poor in ions.

Al already mentioned in chapter 2, together with the ERT technique we applied
also the DTS methodology: Given the double–ended configuration chosen, it is
necessary to lead back the temperature profile to the effective length of the borehole
perforation and this has been achieved by averaging each “onward” temperature
value with the correspondent “backward” value. Hence, each ultimate temperature
profile has a length equal to 96 m with 97 temperature values (4 meters at each
fiber–optic end have been removed since they are located outside the borehole).
The four temperature profiles available so far are displayed and compared in Fig.
A.3, where also the relative positions of both Vermigliana creeks and riverbanks are
indicated. All these profiles show a common trend, which can be detected in each
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trace and analyzed according to the partitioning in Fig. A.3:

– Part 1: These segments are characterized by the highest temperature values,
since here the fiber–optic cable is rather shallow. Therefore, there is a strong
influence of the superficial temperature, which is probably also combined with
the effect of the waters from the effluent nearby;

– Part 2: In this portion, the trend of each T profile is fairly linear and the
temperature values are relatively high. Also here, there may be an influence
from the effluent of the lakes upstream;

– Part 3: These segments correspond to the sub–riverbed of the Vermigliana
creek. Here the trend is more variable than the other parts and sharpens over
time, given the complexity of the processes taking place (e.g., mixing between
glacial water and rain water with ground water);

– Part 4: This part of the traces is relative to the right bank and is clearly
characterized by the lowest temperature values, probably due to the flux of
glacial water;

– This portion represents the part of the fiber–optic cable in excess that has
been rolled and located at a depth of 0.5 m below ground level.

A time–lapse analysis of the profiles in Fig. A.3 highlights a temperature increase
over time: In fact, from the first to the last survey, the mean temperature augments
of 2.09 ◦C. This temperature variation is not constant along the whole fiber, since
the left bank warms up a little bit more than the right bank (i.e, mean increase
for the left bank = 2.67 ◦C vs. mean increase for the right bank = 2.12 ◦C): this
is also confirmed by the T variation computed for each sampling point. Therefore,
not only we can assume that such temperature variation over time is instrument
independent, but also we can hypothesize that the left and right riverbanks behave
in two different ways, or, more likely, that are subject to different phenomena (i.e.,
flux of lacustrine and glacial water, respectively).

Finally, what needs to be strongly highlighted is the relation existing between
DTS and ERT data, well proven by the comparison of Fig. A.3 with the results of
the time–lapse inversion. The relatively higher temperature values characterizing the
left bank of the Vermigliana creek well fit the decrease in resistivity described before,
since both this two effects may be caused by a sub–superficial flow of lacustrine water,
which is hotter and richer in ions with respect to glacial water. On the contrary,
a sub–superficial flux of glacial water may explain the overall lower temperature of
the right bank and its relatively higher resistivity, given the lower ions contents.

Future work

The data acquired so far need to be coupled with a flow and transport model, in
order to completely describe the structures and the processes characterizing the
HZ of the Vermigliana creek. To achieve this future goal, we will use the CATHY
(CATchment HYdrology) model combined with data assimilation methods, thanks
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Fig. A.3: Comparison between DTS temperature profiles acquired in the Vermigliana site. In
each profile five segments can be identified: 1, initial part influenced by the lakes’ effluent and the
surface temperature; 2, left bank of the Vermigliana creek (comparable with the left bank of the
ERT cross section); 3, Vermigliana creek; 4, right bank of the Vermigliana creek (comparable with
the right bank of the ERT cross section); 5, fiber–optic cable rolled at 0.5 m below ground level.
All the temperature profiles show the same trend, with higher temperatures in the left bank and
lower values in the right one, while the hyporheic zone below the Vermigliana creek is characterized
by a variable trend that sharpens over time.

to whom it is possible to assimilate both ERT and DTS data inside the numerical
model itself. Furthermore, the time–lapse monitoring of the hyporheic zone of the
Vermigliana creek will continue in the next years, given the need of analyzing more
in detail the applicability of these two non–invasive methodologies in such a unique
domain.

Conclusions

One of the main problems in the HZ characterization is the obvious need of investi-
gating a domain located under a riverbed. In order to overcome such a problem, we
applied two non–invasive methodologies, ERT and DTS, with an innovative instru-
mentation deployment: Both a multicore cable and a fiber–optic cable are located
into two horizontal perforations drilled below the Vermigliana creek. Thus, the in-
struments are inside the HZ, our domain of interest. These two methodologies not
only allowed fast surveys, but also supplied several high–quality datasets, comprising
both resistivity values and temperature profiles that permitted a time–lapse analysis
of the investigated area. The comparison between these different data highlighted
a complex domain, characterized by the interaction of waters with different origin
(e.g., glacial, superficial, and groundwater). Therefore a combined application of
ERT and DTS measurements can lead to a deeper characterization of the hyporheic
zone, given the strong correlation existing between the physical parameters ana-
lyzed. Hence, the preliminary results presented in this work already show their
high potential, which, however, will be fully expressed only through an appropriate
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hydrological modeling.
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The managing and monitoring of natural and artificial river levees are crucial in order to reduce the hydrological

risk. As these hydraulic structures are very extensive, the typically applied techniques (e.g. geotechnical sound-

ings and visual inspections) provide only punctual information that are generally focused on areas already recog-

nized as troublesome. To overcome these well-known issues, non-invasive and cost-effective geophysical

measurements have been proposed (and used) to supply spatially extensive data that should be integrated

with direct investigations. Therefore, in this paper we present the joint use of multichannel analysis of surface

waves (MASW), electrical resistivity tomography (ERT), and ground penetrating radar (GPR) to characterize a

reconstructed river embankment (made of concrete and tout-venant) prone to serious leakages. We compare

common lengthwise ERT profiles, performed from the levee crest, with cross-embankment and cross-river

profiles, showing how relying only on the first type of surveys may lead to misinterpretations. Furthermore,

we take advantage of a land-streamer for the MASW surveys and of a trans-illumination approach to improve

the GPR application. The comparison between geophysical and geotechnical data helps identify the spatial extent

of the volume actually invaded by grouting injections, which appears as a highly electrically conductive mean.

The lack of homogeneity within this domain, highlighted by the cross-embankment ERT profiles, can be related

to the seepage phenomena affecting this artificial levee. Therefore, this case study demonstrates the effectiveness

of combining direct and non-invasive investigations for the characterization of river embankments.

© 2016 Elsevier B.V. All rights reserved.
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1. Introduction

Frequency and magnitude of extreme flood events in Southern
Europe, and in Italy in particular, have been rapidly increasing as a con-
sequence of the combination of several factors, such as climatic changes
and reduced maintenance of hydraulic structures. As river embank-
ments provide a fundamental defence against these extreme phenome-
na, their characterization and maintenance play a pivotal role in
hydrological risk reduction. Usually, embankment monitoring takes
place mainly through visual inspections, boreholes, and point geotech-
nicalmeasurements; this cannot provide an exhaustive characterization
over large structures. If system's heterogeneities are not properly
identified, this may lead to a serious underestimation of the relevant

hydraulic risk, as the overall levee's resistance depends, practically, on
the absence of localized weak points.

In this paper we focus on the specific problem of characterizing river
embankments reconstructed, often under the pressure of emergency,
following a collapse. These emergency interventions usually consist in
building provisional artificial structures that typically require further
reinforcement works. This results in the overlapping of several struc-
tures whose geometrical, mechanical and hydraulic properties are, in
the end, poorly known.

This is the case of our studied site, located in North-Eastern Italy,
where an embankment was reconstructed in 2010 following a collapse
caused by a large rainfall event. In this case the embankment recon-
struction, in terms of structural and river containment functions, includ-
ed the placement of a grout wall designed to be, as much as possible, a
waterproof cutoff wall (Sharma and Reddy, 2004).
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The effective maturation of the concrete, and the continuity of
the overlapping grout columns cannot be fully ascertained with local-
ized probing. Thus geophysical prospection methods can provide an
effective and cheap alternative, whose application overcomes several
limitations of typical monitoring techniques (e.g., piezometers and geo-
technical sounding). The use of electrical resistivity tomography is now-
adays state of the art in levee and dam characterization (Cho and Yeom,
2007; Sjödahl et al., 2009), togetherwith seismicmethods (Ivanov et al.,
2005; Karl et al., 2011; Lane et al., 2008), and ground penetrating radar
(Di Prinzio et al., 2010). However, it is increasingly apparent how only a
smart integration of different geophysical methodologies can lead to
sharp progresses (see e.g. Cardarelli et al., 2014; Inazaki and
Sakamoto, 2005;). These non-invasive techniques, in addition, definite-
ly need the validation provided bymore traditional, pointwise, geotech-
nical investigations (e.g. Perri et al., 2014). Non-invasive techniques
have also been successfully used to image concrete structures, where
cement appears generally more electrically conductive than the sur-
rounding materials (Karastathis et al., 2002; Karhunen et al., 2010;
Turk and Dearman, 1987).

In this work we combine three different non-invasive geophysical
methods in order to characterize a reconstructed river embankment,
with the specific aim of imaging the continuity of a groutwall. Therefore
all considerations above are highly relevant here, and the case study is
an excellent testing ground to assess pros and cons of each approach
and of their combination, with additional insight into the possible inter-
pretation pitfalls.

2. Study site

The study site is located in the municipality of Megliadino
San Fidenzio, in the province of Padova, north-eastern Italy. Here a
100-meter reach of the Frassine River embankment collapsed in 2010,
after a very large rainfall event, in the Prà di Botte area (Lat. 45°15′
18.3″ N, Long. 11°32′35.8″ E, Fig. 1).

Froma geological viewpoint, the site lies in the Adige Alluvial Plain, a
part of the Veneto-Friuli Plain, and therefore is characterized by Tertiary
to Quaternary sediments. The entire domain has been strongly influ-
enced by the Last Glacial Maximum (LGM, 30,000–17,000 years B.P.)
and the following post-LGM phase, which has led to the formation of
paleosols (e.g., caranto paleosol) and fluvial terraces (Fontana et al.,
2008). More in detail, the field site area consists of ancient fluvial ridges
now evolved into silty-clayey soils with a low sand content (ARPAV,
2013).

The Frassine River is one of the six segments into which the Guà
River is divided. It flows from Borgo Frassine (Montagnana, PD) to

Brancaglia (Este, PD), with a length of 13.42 km, and is part of the larger
Brenta-Bacchiglione catchment. From a hydrological point of view, this
river has a mixed regime that implies high flow rates during spring and
autumn and low flow rates on the other seasons (Bondesan, 2001).

The flood event that caused the levee rupture took place in the early
afternoon of November 1st 2010 (Fig. 1), when the water level of the
Frassine River reached its ever-recorder historical peak (4.54 m). This
happened after a three-day precipitation event that resulted in a cumu-
lative rainfall amount of 300mm (ARPAV, 2010). As a consequence, the
right embankment collapsed for a total length of about 100 m.

The emergency phase began with the building of a preliminary
barrier made of boulders with different diameters. Given the need of
reducing the water flow, this first structure has then been reinforced
with concrete and sheet piles, which also helped in increasing the over-
all stability. Then, three days after the flood event, the whole prelimi-
nary structure was covered with aggregates (tout-venant), thus
ending the first phase of the embankment restoration.

In order to provide a longer-term solution, new reinforcement
works from the embankment crest took place in 2012 (second phase).
They can be divided into three activities: (i) concrete injection along the
whole preliminary structure (110.0 m length, 9.5 m depth), (ii) jet-
grouting diaphragm construction, extended also to the undamaged
levee (170.0 m total length, 22.0 m total depth), and (iii) “Tube a
Manchette” grouting to further waterproof the whole structure. These
interventions created a grout wall in the central part of the reconstruct-
ed embankment.

Despite these actions to improve the embankment's hydraulic per-
formance, water infiltration occurred during the following months,
thus showing that the new structure needed further investigations
and interventions. More in detail, a diffuse seepage in the embankment
toe was observed upstream, while water infiltration in the lower part of
the outer face characterized the downstream sector. Therefore, nine
geotechnical soundings were carried out in 2013, six of which were
drilled in the reconstructed part, showing a rather heterogeneous sys-
tem, where the different reinforcing interventions overlap. Since these
soundings provide only punctual information, a characterization of the
system's heterogeneous structure was not possible with these means.

The remaining three soundings were drilled in the original earthen
levee, which is homogeneously composed of silty-clayey sand, as ex-
pected. These soundings also show a clayey layer between 11 m and
13 m depth below the levees' crest.

In a third phase, some interventions were put in place to try and
limit the observed seepage (year 2014). In particular, a stability bank
was built on the outer side of the embankment, with a 0.5m thick gravel
drainage mattress and a seepage berm and a collector ditch to avoid

Fig. 1. Location and collapse of the right embankment of the Frassine River. The field site is located in north-eastern Italy (Lat. 45°15′18.3″ N, Long. 11°32′35.8″ E) and consists of the

reconstructed embankment of the Frassine River. The collapse occurred on November 1st 2010 as a consequence of an extreme flood event.

(Courtesy of A. Dacome).
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water stagnation. A section of the resulting geometry is shown in Fig. 2,
where also the arrangement of the different materials is indicated (i.e.
groutwall in the central part and tout-venant in theouter zone). The em-
bankment total height from ground level is 8.7 m, with a crown 4 m
wide, and both inner and upper-outer faces have a ratio of width to
height of 3:2. The stability bank (“new bank” in Fig. 2) is 5 m high from
ground level, has a ratio of width to height of 2:1 and a crown 4mwide.

In spite of the efforts expended to try and secure the embankment
hydraulic containment, as of today still some seepage shows up during
high water levels. This also raises concern about the embankment

stability. Therefore, a suitable extensive and high-resolution characteri-
zation of the structure is mandatory.

The goal of this paper is to present and thoroughly discuss the results
of this characterization, conducted with a combination of non-invasive
and traditional geotechnical methods. We used multichannel analysis
of surfacewaves (MASW) in an innovative land-streamermode, electri-
cal resistivity tomography (ERT), and ground penetrating radar (GPR).
These results were compared against and validated with the support
of geotechnical information from boreholes, showing the tremendous
potential of this data integration approach.

Fig. 2. Technical section of the reconstructed embankment as resulting after three reconstruction phases (2010–2014). The scheme is facing downstreamwith the river on the left side of

the section (blue dashes). The labels describe the material forming each part of the levee (i.e. tout-venant in the outer part and concrete injection in the core of the levee). All values are

expressed in metres.

Fig. 3.Map of all geophysical measurements conducted on the Frassine River site. The surveys comprise: lengthwise ERT profile with 2 m electrode spacing (A'A), lengthwise ERT profile

with 1 m electrode spacing (B'B), cross-embankment profiles (T1'T1) and (T2'T2), cross-river profile (T3'T3), MASW on the natural (D'D) and on the artificial (C'C) levee, GPR with trans-

illumination approach (T1'T1) and (T2'T2), and boreholes (A1 and S1).
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3. Geophysical measurements

The location of each geophysical survey is shown in Fig. 3. Each tech-
nique provides different and complementary pieces of information
concerning the investigated domain (in terms of electrical resistivity,
shear wave velocity and dielectric permittivity). Moreover, the acquisi-
tion geometries are different, in order to extract the relevant informa-
tion content.

The seismic surveys consisted of two surface wave profiles analysed
using multichannel analysis of surface waves (MASW) (Foti, 2005; Foti
et al., 2015; Park et al., 1999; Socco and Strobbia, 2004).

Here we only performed two classical MASW acquisitions, namely:

• one MASW survey within the reconstructed levee (C'C in Fig. 3);
• one MASW survey outside the reconstructed levee (D'D in Fig. 3).

These two MASW surveys were located in order to compare the
reconstructed sector to an adjacent natural portion, given the difference
in terms of mechanical properties that should arise as a consequence of
the different materials involved.

In order to perform these measurements, we took advantage of a
seismic streamer, a specific tool composed of several geophones linked
together by means of fabric straps. More in detail, the streamer
consisted of 24 4.5 Hz vertical geophones, each one screwed on a
heavy metallic plate. These plates not only allowed a good coupling
with the ground surface but also permitted an easier repositioning of
the instrumentation along the embankment crest. In fact, one of the
main advantages of the seismic streamer is that an AVT vehicle, which
usually hosts the seismograph and the laptop controller, can easily
drag it. When the area of interest is reached, the vehicle is stopped
and the measurement takes place. Therefore, this setup allowed a
quick acquisition process that is ideal for larger scale mapping, particu-
larly on one dimensional structures such as levees.

In our field site, both lines used 24 channels with 2 m spacing be-
tween geophones, for a total length of 46 m. The source offset was
equal to 6 m and a sledgehammer (5 kg) was used as seismic source.
For each MASW survey we used a Geometrics Geode seismograph
with 24 bit resolution, sampling rate equal to 0.25ms, and total acquisi-
tion time equal to 2 s.

Electrical resistivity tomography (ERT) can provide meaningful,
high-resolution images of the system's electrical conductivity (Binley
and Kemna, 2005). In the context of embankment investigation this re-
sults in very detailed information concerning the system's structure
(e.g. Niederleithinger et al., 2012; Perri et al., 2014; Weller et al.,
2006), particularly asfine-grained sediments are generallymore electri-
cally conductive than coarse materials, and fine-grained sediments
(clay and silt) represent the core of well-built embankments. ERT is
also very flexible in terms of scaling and resolution, so it is particularly
suitable for this type of investigation. On the other hand, ERT may not
be appropriate when large-scale fast mapping is requested. In this
case, electromagnetic methods are to be preferred (see e.g. Cassiani
et al., 2012).

Electrical resistivity tomography (ERT) was applied at this site with
different configurations, in order to vary depth of investigation, resolu-
tion, and explore longitudinal and transverse sections of the recon-
structed embankment. The ERT surveys consisted of:

• Lengthwise profiles: 48 stainless-steel electrodes placed along the
levee crest, in correspondence to the reconstructed part. We used
electrode spacing values of 1 m and 2 m, so as to vary total length
(47 m and 96 m, respectively) and consequently spatial resolution
and depth of investigation (the latter being about 10 m and 20 m, re-
spectively). All these surveys share the position of the 23rd electrode,
whichwas fixed to guarantee the overlapping of the profiles. Further-
more, we employed both Wenner-Schlumberger and dipole–dipole
skip-zero acquisition schemes, the latter being characterized by a

distance between electrodes forming each dipole equal to the elec-
trode spacing (for a discussion, see Binley and Kemna, 2005).

• Cross-embankment profiles: we collected two transverse lines (one
upstream and one downstream, labelled T1'T1 and T2'T2 respectively
in Fig. 3), with 48 stainless-steel electrodes spaced 0.75 m. In both
cases the acquisition scheme was a dipole–dipole skip-zero. These
profiles covered the outline of the embankment (from the seepage
berm to the water level, via the embankment crest). The locations of
these profiles were selected according to the results of the lengthwise
surveys;

• Cross-river profile: we used 72 stainless-steel electrodes (and a
waterproof cable) spaced 1 m along a line covering the outline of
the reconstructed embankment, the riverbed, and the profile of the
opposite bank. Again, we employed both Wenner-Schlumberger and
dipole–dipole skip-zero acquisition schemes.

Each ERT acquisition was made with an IRIS Instruments Syscal Pro
resistivitymetre, measuring both direct and reciprocal resistance values
(Daily et al., 2004), necessary to assess the measurement error. For ERT
inversionwe used the open software provided by A. Binley (Profiler and
R2, Lancaster University, UK). As for the data inversion an exact knowl-
edge of the topography is required (Henning et al., 2005), we created
the inversion domain (i.e. themesh) for the cross-embankment profiles
on the basis of the technical section represented in Fig. 2. Therefore, we
considered the height and distances therein (for a more detailed
description, see Section 2). For the lengthwise profiles we assumed a
flat surface, given that the slope is negligible. The error threshold for
the resistance measurements and the error for the inversions were
consistently fixed at 5%.

We also used Ground-penetrating Radar (GPR) for further investiga-
tions. Note that GPR (Annan, 2005) has been often proposed as a fast di-
agnostic method for embankment characterization in zero-offset mode
(e.g. Di Prinzio et al., 2010; Niederleithinger et al., 2012; Szynkiewicz,
2000). However, in many cases the use of GPR in reflection mode
from the top of the embankmentmay prove disappointing. In particular,
if the structure of the embankment is, as it should be, made mostly of
fine materials (silt and clay), the corresponding high electrical conduc-
tivity will prevent an effective propagation of the electromagnetic wave
associated with GPR. This high attenuation will kill the signal and
produce practically no reflections or diffractions from the body of the
embankment. Thus the identification of cavities created, for example,
by animals, does not seem reliable using GPR in the classical surface
configuration.

In this framework we tried a different use of GPR, in the attempt of
measuring the average volumetric moisture content of the embank-
ment at selected locations. The adopted geometry is a simple trans-illu-
mination approach across the embankment structure (Fig. 9c),
somehow similar to a classical zero-offset profile adopted in cross-
hole GPR (e.g. Deiana et al., 2008). Knowing the geometry it is thus
possible to obtain an estimate of the soil moisture content across the
embankment. We collected GPR data in correspondence of the cross-
embankment ERT lines (T1'T1 and T2'T2 in Fig. 3), to produce two
radargrams: one upstream and one downstream.We used a PulseEKKO
system with 100 MHz antennas.

All information about location, date and profiling mode for the
different surveys are summarized in Table 1.

4. Geophysical surveys results

4.1. Multichannel analysis of surface waves

TheMASWsurveywas planned also as a test of the seismic streamer
system in order to assess the homogeneity of long structure as river em-
bankment. The aimwas the quick detection of the reconstructed part of
the levee via the simple phase velocity-frequency (p-f) spectrum
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characteristics of the surface wave data. It is expected that the presence
of the grout wall dramatically changes themechanical characteristics of
the structure and thus of the propagating surface waves (SW). In fact,
the reconstructed embankment of the studied area presents a signifi-
cant difference in terms of modal distribution, with respect to the natu-
ral levee. This difference is quickly detectable by the simple observation
of the spectrum computable directly on site after the seismograms
recording.

More in detail, the phase velocity of the Rayleigh wave of the undis-
turbed portion of the embankment is characterized by rather low values
slightly decreasing with increasing frequency (from 260 m/s down to
120 m/s). These are likely related to the presence of clayey and silty
sand, which is in agreement with both the ERT results (see Section
4.2) and the geotechnical soundings (see boreholes projections in
Figs. 4 and 5 showing alternation of cemented layers and silty sand
layers). The fundamental mode of Rayleigh wave propagation is clearly
identifiable and, due to the homogeneous composition of the original

levee, presents little to no dispersion in frequency below the frequency
of 7 Hz (Fig. 8a). On the contrary, the frequency-phase velocity spec-
trum recorded above the reconstructed section displays large energy
dispersion with the presence of energy on several higher modes. This
can be attributed to the propagation of surface waves being influenced
by the heterogeneities within this part. The distribution of higher
modes energy is often a consequence of the presence of strong imped-
ance contrasts in the shallow subsurface (see e.g. Boaga et al., 2014).
Moreover, the stiffening due to the grout wall is exhibited by the high
Rayleigh phase velocities, close to 1000 m/s (especially for frequencies
N20 Hz, Fig. 8b).

4.2. Electrical resistivity tomography

The lengthwise resistivity profiles (Fig. 4) show clearly the presence
of a heterogeneous resistive body in the reconstructed part of the river
embankment.

This resistive body has relatively higher resistivity values (150–
600Ωm) to amaximumdepth equal to roughly 8 m from the embank-
ment crest, while the natural levee is characterized by much lower
resistivity values (50–100 Ω m) consistent with the presence of fine-
grained material. It must be underlined that the measurements were
conducted during low water river level; in such condition piezometer
revealed an average water table at 13 m depth from the levee surface
(Dacome and Bersan, 2014).

It is apparent that a quick interpretation of these results clearly con-
firms that the reconstructed part of the levee is very easy to identify on
the basis of electrical resistivity only. However, attributing this high re-
sistivity to the right cause may be less trivial. Considering the designed
cross-sections and knowing the presence of the grout wall, one may be
tempted to associate the higher resistivity values to the concrete injec-
tion, thus using ERT as a diagnostic of the extent and continuity of
otherwise difficult to monitor grout injections. This simplified approach
would prove, however, incorrect.

The resistivity section with 1 m electrode spacing helped us distin-
guish two subdomains within the reconstructed part, since it showed
some heterogeneity in the resistivity structure. To better understand
the reasons of these differences, we carried out two cross-embankment
surveys. The location of these two cross-sections was decided on the
basis of the lengthwise profiles (Fig. 4): T1, upstream, is in a region
where the lengthwise profile has an average resistivity equal to roughly
500Ω m; T2, downstream, has an average resistivity of 300 Ω m.

Both sections T1 and T2 show the presence of high resistivity regions
in correspondence to the presence of coarse-grained material used in
the quick reconstruction (tout-venant – see Fig. 2), and both show a
more conductive inner core that corresponds to the grout injection

Table 1

Summary of the geophysical measurements at the Frassine field site. The multichannel

analysis of surface waves (MASW) measurements (meas.) took place with 24 geophones

(geoph.) spaced (sp.) 2 m. Electrical resistivity tomography (ERT), with both dipole–

dipole skip-zero (dip-dip) and Wenner-Schlumberger (W-S) acquisition schemes, was

carried out with an electrode (elec.) spacing varying from 0.75 m to 2 m. Finally, ground

penetrating radar (GPR) was applied with a trans-illumination configuration.

Date Methodology Set-up and array

October 9th,

2014

ERT Longitudinal profile, 48 elec., 1 m sp., dip-dip

Longitudinal profile, 48 elec., 1 m sp., W-S

Longitudinal profile, 48 elec., 2 m sp., dip-dip

Longitudinal profile, 48 elec., 2 m sp., W-S

November

21st, 2014

ERT Longitudinal profile, 48 elec., 1 m sp., dip-dip

Longitudinal profile, 48 elec., 1 m sp., W-S

Longitudinal profile, 48 elec., 2 m sp., dip-dip

Longitudinal profile, 48 elec., 2 m sp., W-S

MASW 19 meas. on the reconstructed sector, 6 on the

natural levee: 24 geoph., 2 m sp.

February 2nd,

2015

ERT Longitudinal profile, 48 elec., 2 m sp., dip-dip

February

20th, 2015

ERT T1: Cross-embankment profile, 48 elec., 0.75 m sp.,

dip-dip

T2: Cross-embankment profile, 48 elec., 0.75 m sp.,

dip-dip

GPR G1: Cross-embankment, trans-illumination

configuration

G2: Cross-embankment, trans-illumination

configuration

April 9th,

2015

ERT Cross-river profile, 72 elec., 1 m sp., dip-dip

Cross-river profile, 72 elec., 1 m sp., W-S

Fig. 4. ERT inversion results of the longitudinal profiles performed (mostly) on the reconstructed embankment. We used a dipole–dipole skip-zero acquisition scheme with both 1 m

electrode spacing (top, B'B in Fig. 3) and 2 m electrode spacing (bottom, A'A in Fig. 3). These figures are characterized by a resistive body (150–600 Ω m) on the reconstructed part,

while the natural levee has lower average resistivity (50–100 Ω m). T1 and T2 indicate the positions of the cross-sections shown in Fig. 5. S1 indicates the projection of the

geotechnical borehole (see Fig. 3).
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(Fig. 2). The simple comparison between Figs. 2 and 5 (i.e. the technical
section and cross-embankment profiles) well explains the correspon-
dence between the different materials and their electrical response.
Note that, however, these cross-sections are not long enough to image
the deeper part of the reconstructed levee, i.e. the region where jet-
grouting was performed (Fig. 2).

More in detail, each cross-section can be divided into two
subdomains:

• Lateral parts: both sides of the embankment have higher resistivity
values because of the cited ballasts covering the outer faces.Moreover,
these cross-sections well identify the drainage mattress within the
stability bank.

• Central part: in both cases, this subdomain has lower average resistiv-
ity values (b150 Ω m), due to the presence of the grout wall. This is
consistentwith evidence fromother sites (see Section 4.3 below). Fur-
thermore, T1 shows higher resistivity in the inner core, with what ap-
pears also to be a horizontal stretch of resistivity larger than 150Ωm,
crossing the structure. This may indicate a discontinuity in the grout
injection that is not apparent in section T2. This discontinuity may
be related to the seepage observed in correspondence to the upstream
portion of the embankment, where T1 is located.

In order to obtain information regarding the foundations of the em-
bankment, we extended the length of the survey line to increase the

Fig. 5. ERT inversion results of the cross-embankment profiles (a) T1 and (b) T2 performed on the reconstructed embankment. In both caseswe used a dipole–dipole skip-zero acquisition

scheme, with 0.75 m electrode spacing. We can identify two subdomains: (i) lateral parts, with higher average resistivity due to the ballasts covering and (ii) central part, with lower

average resistivity related to the concrete septum (affected by heterogeneity in the middle part in T1). The high resistivity domain between 25 m and 30 m locates the drainage

mattress in both cases. The black points represent the electrode positions, while A1 indicates the projection of the geotechnical borehole (see Fig. 3). The cross-sections are facing

downstream, with the river on the left side of the sections (not represented). For a better understanding of the geometry, see Fig. 2.

Fig. 6. ERT inversion result of the cross-river profile. This cross-section is obtained from the joint inversion of two datasets: Wenner-Schlumberger and dipole–dipole skip-zero, bothwith

1 m electrode spacing. This figure well highlights the differences between the reconstructed embankment (on the left) and the earthen one (on the right). The former shares the same

features described for T1 and T2 (Fig. 5), while the latter has a more conductive core (likely to be clayey sand), covered with a thin layer of more resistive gravel. Unfortunately, this

cross-section does not provide information regarding the reconstructed embankment foundations. The section is facing upstream and the black points represent the electrode positions.
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investigation depth. Hence, we created a longer cross-river profile were
both Wenner-Schlumberger and dipole–dipole skip-zero acquisition
schemes were used. In the inversion procedure we considered these
two datasets together, achieving both good signal to noise ratio (S/N)
(from the W-S) and good resolution (from the dipole–dipole). The
result, shown in Fig. 6, well represents the difference between the
reconstructed embankment (on the left) and the natural one (on the
right – the section is presented with a view towards upstream).
The left side has the same features described for the shorter sections
in Fig. 5, even though here we have a lower resolution. On the contrary,
the right side is marked by a more conductive and homogeneous core
(likely to be clayey sand) covered with a thin layer of more resistive
gravel. The longer profile reaches a larger investigation depth, thus ex-
tending the information provided. However, no clear signal identifying
the jet-grouting (Fig. 2) can be seen on the left side of Fig. 6: below
the reconstructed part probably both grout and natural soil are fairly
conductive, and their contrast cannot be imaged, if present.

In summary, the key finding of these ERT surveys is that the grout
wall is actually an electrically conductive mean, especially if compared
to the tout-venant where the grout is injected (Fig. 2). Therefore, possi-
ble discontinuities within this structure can be seen as less electrically
conductive features.

4.3. Resistivity of concrete structures

The use of electrical measurements for the characterization of con-
crete deterioration was adopted since the first pioneering works
(Hammond and Robson, 1955; Shimizu, 1928;) becoming a laboratory

state-of-the-art praxis (Daily et al., 1994; Whittington et al., 1981) and
a more recent field practice (Feliu et al., 1996; Polder et al., 2000;
Sjödahl et al., 2009). Electrical tomography has been used to detect con-
crete inclusions and to detect the thickness of concrete covers
(Karhunen et al., 2010; Oh, 2012). This topic is often tackled in structur-
al engineering, also in terms of relationship between soil and concrete
structures, but not so commonly faced by applied geophysicists. In
general, concrete presents low resistivity values that can be easily
misinterpreted in the subsoil (see e.g. Neville, 2011). As the use of
jet-grouting, grout injections and grout pillars is largely diffused in
geotechnical interventions, their appearance in terms of their elec-
trical resistivity values is particularly of interest for non-invasive
monitoring of these interventions.

In order to corroborate the resultswe obtained on the Frassine River,
it is useful to report here the results of a controlled experiment of cross-
hole ERT specifically designed to monitor the results of a jet-grouting
experiment near the mouth of the Llobregat River near the Barcelona
airport, Spain. Fig. 7a shows the configuration used for this monitoring:
the instrumented boreholes are 5 m apart, while the grout injection
took place in the middle. A dipole–dipole electrode array was selected
for data acquisition. As it can be clearly observed in Fig. 7b, the concrete
core presents very low resistivity values, and it is clearly visible (with
resistivity an order of magnitude different) even though the surround-
ing soil is also very conductive.

Komine (1997) stated that electrical resistivity of soil–cement mor-
tar consists of three components: (a) electrical resistivity of soil matrix;
(b) electrical resistivity of pore water and (c) electrical resistivity of ce-
ment itself. Komine (1997) identified that electrical resistivity of pore

Fig. 7. (a) Electrode and borehole relative positions and (b) resistivity distribution of the three-dimensional ERT cross-hole monitoring of a jet-grouting experiment (Barcelona airport).

The concrete core is well visible within the conductive soil, even if the difference in terms of resistivity is of only an order of magnitude. We used a dipole–dipole acquisition scheme.
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Fig. 8. Examples of seismograms recorded (a) on the natural levee and (b) on the reconstructed levee. Dispersion images (p-f spectrum) (c) for the natural levee and (d) for the

reconstructed levee.

Fig. 9. Radargrams of GPR lines (a) T1 and (b) T2 and (c) schematic representation of the trans-illumination approach used across the embankment structure (the section is facing

downstream, with the river on the left side – here not represented. For a better understanding of the geometry, see Fig. 2).
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water has the most significant effect because of its high electrical con-
ductivity. The electrical resistivity increases when the degree of satura-
tion decreases. The phenomenon behind this observation is that as
saturation decreases with concrete maturation, fewer pore spaces are
filled with water, which increases the electrical resistivity. Even though
the evidence we present here is somewhat limited, we think that in
most cases a reasonable working hypothesis is that concrete structures,
especially early in their maturation stage, are to be seen as electrically
conductive features with respect to their surrounding environment.

4.4. Ground penetrating radar

Two zero-offset GPR trans-illumination profiles were collected in
correspondence of the transverse ERT lines T1'T1 and T2'T2. The collect-
ed radargrams are shown in Fig. 9a and b respectively. After the compu-
tation of the observed velocities from first arrival picking, and
considering the complex system's geometry, we applied the empirical
relation proposed by Topp et al. (1980) for the estimation of average
volumetric moisture content. The corresponding profiles are shown in
Fig. 10. The two profiles are very different, with a higher water content
observed in section T2, i.e. in correspondence of the higher electrical
conductivity in the ERT images.

It is important to underline that thewater content distributionwith-
in the artificial part is likely to be very irregular, with higher values likely
to be maintained by the grout wall itself. Therefore, the GPR results are
consistent with the overall picture already established by ERT data.
Moreover, the signal to noise ratio is lower in section T2 with respect
to section T1, thus agreeing, at least from a qualitative point of view,
with more electrically conductive materials, i.e. with a higher signal
attenuation. It must be noted that GPR data on the Frassine River site
present relatively low S/N, as expected given the general presence of
fine-grained sediments.

5. Discussion and conclusions

The use of different geophysical techniques for the characterization
of a reconstructed embankment has led us to a few meaningful results:

i) The use of multiple methodologies clearly improves river em-
bankment characterization, in terms of both mechanical and hy-
draulic characteristics. In particular, we observed that the use of
ERT onlymay lead to difficulties in the interpretation, as the elec-
trical resistivity of material may vary case by case. On the other
hand, GPR suffers from severe attenuation due to the presence
of fine-grained sediments, typical of levees.

ii) Seismic methods are scarcely used in river embankment charac-
terization, due to relatively complex logistics during acquisition
thatmay limit their application for longer andmore detailed sur-
veys. The use of land-streamers can efficiently overcome this
problem, allowing a quick analysis of surfacewaves on elongated
structures like levees. In fact, surface waves are easy to generate
and to analyse, evenwith receivers that are not firmly planted. In
the case of reconstructed grout walled embankments, the simple
and quick observation of dispersion spectra can be considered a
good preliminary diagnostics of the mechanical changes in the
structure. Once long distances are covered with this rapid tech-
nique, more detailed (seismic) prospecting can be focused on
the areas with apparent anomalies.

iii) ERT data collected along the levee crest, which represent the
most common approach for embankment characterization, can
lead to misinterpretations. The geometry of these hydraulic
structures (i.e. limited width and wide length) does not allow a
complete fulfilment of the hypotheses required for a 2D inver-
sion. Therefore, even if longitudinal ERT data are collected with
a survey line located in the middle of the embankment crest,
the resulting resistivity distribution is not representative of the
sole inner core of the levee, but also of the outer embankment
parts. For these reasons, transverse ERT profiles are mandatory
to fully explore the internal structure of the embankment,
given the maximum resolution available. This aspect is clearly
highlighted by the comparison between our longitudinal and
cross-embankment resistivity sections. Even if the high resistivi-
ty zones in Fig. 4 were initially viewed as possible indicators of
the grout wall, only the transverse sections revealed the electri-
cal properties of the inner concrete part, which appears as a
relatively conductive mean (see and compare Figs. 2 and 5).
Therefore, the observed longitudinal high resistivity zones must
be related to external tout-venant coarse layers.

iv) Grout injectionshave peculiar electrical properties that should be
considered in ERT data interpretation. This is shown not only by
the Frassine case study, but also by the Llobregat experiment,
where grout is relatively more conductive also when buried in
fairly conductive soils. Our transverse ERT data clearly show
jet-grouting and the grout wall in the core of the studied em-
bankment having resistivity values below 100Ωm (as common
in concrete test literature). Moreover, they also highlighted the
presence of a discontinuity in the inner core of the cross-
embankment section upstream. In the context of external coarse
material, these appear as a conductive zone, and are not discern-
able fromfine sediment deposits. If only longitudinal ERT profiles

Fig. 10. Variation of average volumetric moisture content with depth from levee crest of the transverse GPR lines T1 and T2 (see Figs. 3 and 9). T2 shows higher moisture content with

respect to T1, thus agreeing with the higher electrical conductivity characterizing the corresponding ERT cross-embankment profile T2 (Fig. 5b.)
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were acquired, the reconstructed embankment would have ap-
peared only as a resistive feature, with no ability to distinguish
the real distribution of grout in the structure.

v) The use of GPR in embankment characterization must be treated
with care. Classic GPR prospections run along the crest of the
levee in order to observe heterogeneities, such as holes and
cracks. In reality, the fine-grained structure of river embank-
ments strongly limits the application of high frequency antennas
due to attenuation, while low frequency antennas do not have
enough resolution to detect possible animal burrows and other
sources of seepage. On the contrary, at selected sections of the
embankment, the use of trans-illumination experiments may
prove useful. Even if attenuation limits the observable thickness,
an estimation of water content inside the structure is possible via
a well-established velocity analysis. As the presence of preferen-
tial infiltration paths modifies the volumetric water content, this
approach is particularly useful to monitor reconstruction and
waterproofing interventions affected by seepage phenomena,
as shown in our case study.

Given the presented results, the use of different geophysical
methods, compared and integrated with geotechnical data, can effec-
tively characterize river embankment structures. In the event that
these techniques cannot be jointly applied, then the use of the sole
ERT is suggested. Not only did it allow for the grouting volume to be
delineated, but it also showed heterogeneities that would have been
difficult to identify with the other methods. Nevertheless, a careful
interpretation of the data is mandatory, in order to avoid bestowing
the effects to the wrong causes. In conclusion, non-invasive and cost-
effective geophysical prospections should be used for both the charac-
terization of inner structures and for the testing and monitoring of
reconstruction interventions.
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