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Abstract

During many years in which the generalization oft@graphic data has been
studied many developments have been achieved. Aw smtional mapping
agencies in Europe and in the world are beginnimgintroduce automated
processes in their production lines, the originaladn of a completely automated
system that could perform generalization is gettilager, even though it has not
been reached yet.

The aim of this dissertation is to investigate Vheetit is possible to design and
implement a working generalization process for ltiadian large-medium scale
geographical databases.

In this thesis we argue that the models, the ambesa and the algorithms
developed so far provide a robust and sound basketgroblem of automated
cartographic generalization, but that to build #aative generalization process it
is necessary to deal with all the small detailsiviley from the actual
implementation of the process on defined scales datd models of input and
output.

We speculate that our goal can be reached by tapitathe research results
achieved so far and customizing the process odatemodels and scales treated.

This is the approach at the basis of this researofk: the design of the
cartographic generalization process and the alguost implemented, either
developed from scratch or deriving from previousrkgp have all been
customized to solve a well defined problem: i.eeyttexpect input data that
comply to a consistent data model and are tailtwezbtain the results at defined
scale and data model.

This thesis explains how this approach has beeunghtointo practice in the
frame of the CARGEN project that aims at the depwient of a complete
cartographic process to generalize the Italian uomadiscale geographical
databases at 1:25000 and 1:50000 scales from fi@abflitalian large scale
geographical database at 1:5000 scale. This thé@ifocus on the generalization
to the 1:25000 scale, describing the approachhhatbeen adopted, the overall
process that has been designed and will providailsdetn the most important
operators implemented for the generalization ah scale.






Sommario

L'argomento di questa tesi di dottorato € la gelimrazione cartografica
automatica, applicata ai database geografici itelila media e alta scala.

Il lavoro di ricerca sulla generalizzazione cartdgna automatica, frutto di
oltre 40 anni di studio a livello internazionale, portato a numerosi ed importanti
sviluppi nel campo, recentemente concretizzatidianscelta di alcuni enti
cartografici nazionali di adottare sistemi di gextiezazione automatica nei propri
processi produttivi. Nonostante i continui progressi positivi risultati della
ricerca, pero, il traguardo di un processo di geliEmazione completamente
automatico non € ancora stato raggiunto.

L'obiettivo di questa tesi &€ di indagare la podisbidi implementare un
processo automatico di generalizzazione cartogrgbier i database geografici
italiani alla media e alta scala.

La tesi si basa sull'ipotesi che i modelli, gli egqei e gli algoritmi proposti
finora costituiscano una base solida da cui muopereaffrontare il problema
della generalizzazione cartografica, ma che pefugvare un processo di
generalizzazione completo sia necessario sviluppaezniche adatte
specificamente ai requisiti, alle specifiche e aparticolarita dei dati da
generalizzare. La nostra ipotesi € quindi cheadkpsso di generalizzazione possa
essere realizzato a partire dai risultati dellenda adattando il processo alla scala
e ai modelli dati specifici del nostro problema.

Questo e I'approccio alla base di quanto sara @sposjuesta tesi: il processo
di generalizzazione e gli algoritmi sviluppati, @dificati da lavori esistenti, sono
stati tutti progettati per risolvere una specifiparte del nostro processo di
generalizzazione.

Il lavoro di ricerca presentato in questa tesiaossviluppato all'interno del
progetto CARGEN, un progetto di ricerca tra I'Umsita di Padova e la Regione
Veneto, con la collaborazione dell'lGMI, per lo lsppo di una procedura
automatica di generalizzazione del database DBRA i@ scala 1:25000 a partire
dal database regionale GeoDBR in scala 1:5000.

Il lavoro di tesi affronta tutti i temi relativi gbrocesso di generalizzazione,
partendo dalla generalizzazione del modello fifa descrizione degli algoritmi
di generalizzazione delle geometrie.
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Chapter 1

I ntroduction

This dissertation focuses on the problem of cadpkic generalization.

This work is part of the CARGEN project, a resegvobiect of the Department
of Information Engineering of the University of Req aimed at the design and
implementation of an automated generalization @E®céo derive Italian
geographical databases at the scale 1:25000 a@@i05rom the scale 1:5000.

The automation of cartographic generalization igeay complex and broad
research topic; as a consequence, it can not beddtiressed in the three years
course of a single PhD thesis.

For this reason, of all the work done in the CARGRject, this thesis will
narrow its focus only on the generalization to 1h25000 scale, and in particular
will describe the approach that we adopted in egearch and the overall process
that has been designed; moreover, it will provieégails on the most important
operators implemented in the project for the gdization at such scale.

Being part of a broader research effort, in sonesdhe material presented in
this thesis is based on works that have been deeeltogether with other authors:
in the case explicit credits to them will be givadong the text.

As the CARGEN project is still under developmenttla present day, the
results presented in this thesis can not be coresideonclusive. The approach
adopted, the process designed and the operatotsnmapted are all subject to
further development and improvements; although evesicler what is presented in
this thesis to represent more than just a pamiattion, it can not be considered a
complete solution to the complex problem of carpdiic generalization and
leaves space to further improvements.

The scientific contributions of this work to thesearch field on cartographic
generalization can be summarized as:

« the development of some novel generalization smisti(e.g. road junction
simplification, ditches typification);

« the design and partial development of a completeqss to generalize Italian
large-medium scale data.

Table 2 in chapter 6 summarizes the algorithms Ideee, pointing out the
original solutions; a more broad discussion of thatributions brought by this
thesis can be found in chapter 8.
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Next, in this brief introductory chapter, a defioit of cartographic
generalization is given, along with an overviewitsf benefits. Following it the
synopsis of this thesis closes this chapter.

11 Cartographic generalization

During the International Cartographic Associatioonference of 1973,
cartographic generalization has been defined d& %election and simplified
representation of detail appropriate to scale artipurpose of a map”.

In other words, cartographic generalization is pinecess used to produce a
new map using the data of an existing cartograpbyally the process involves an
input at a larger scale, thus containing more Heataderive an output at a smaller
scale.

Cartographic generalization has two key benefits:

« the first is that it allows to use existing datapiaduce a cartography, thus
reducing the costs (in general terms of resourcéshap production but also
allowing the creation of maps that are “synchrodizé.e. that represent the
same space (territory) at the same mofnent

« the second is that it allows to represent infororaih a more compact way,
this being useful either to represent more datfiénsame space (what is done
when representing the same territory at two diffeszales) or to represent the
same data in a smaller space (this is useful tdym® maps that fit smaller
media, e.g. a pc monitor or a mobile, see [Gimo2@f1])

Cartographic generalization has been done extdgdiyehand in the past, thus
reducing its beneficial impact; only the automatadfrthis process would allow to
exploit completely its benefits. As map making, gi@tization is a very complex
task and many years of research proved that itsnaation is a task at least as
complex, if not more; despite this, the researchostinuously progressing and
leading to more and more concrete results. Thderigihg aspects to overcome to
achieve automated cartographic generalization ladmportant benefits that this
could bring make the research in this field bothy\eteresting and exciting.

These same motivations are at the base of thisangdsewvork and of the
CARGEN project.

1 Usually maps at different scales have differemtatp cycles (larger scales being updated faster
than smaller scales) and require a different amofitime for their creation. With traditional
map making techniques the effect of this is thatllg two different maps of the same area are
created in two distinct time frames and as theitteyr represented could have changed
significantly between the creation of the first atlie second map, there can be some
inconsistencies between the two. With generalipatiis problem is overcome as every map is
derived from source data collected in a single tirame.
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1.2 Thesis Overview

This thesis contains eight chapters with the follgixcontent:

Chapter 2 is about cartographic generalizations Topic is covered with a
brief overview of the early stages of researchdilez to the first models and
algorithms. Then the present state of the reseiargeneralization is presented;
the section focuses on the most important workshén field, highlighting the
approaches developed, the software available @bt implementations.

Chapter 3 sets the background of this research.widr& present situation of
cartography in Italy is illustrated and the CARGKbject is introduced. The
chapter then explains the approach adopted anérghelesign choices taken at
the beginning of the project. The developments vitegi from these choices
constitute the main body of this research work arel given in the following
chapters.

Chapters 4, 5 and 6 explain in details the gersatidin process.

Chapter 4 is about the overall generalization mechere the choices made to
design the generalization process are furthertiitsd and explained. Some
relevant peculiarities of the project are highlgghtand then the overall process is
described, modeled as an ordered sequence of steps.

Chapter 5 illustrates the model generalization @ssc An explanation of the
purpose of this process is given, with a brief dpson of the general issues
related to it. The models of the two geographiahbases for large and medium
scale involved in the process, the DBT in 1:5008lesproduced by the Regions
and the DB25 in 1:25000 scale produced by the IGMtituto Geografico
Militare Italiano) are introduced, highlighting thmain aspects and differences
between them. Then the chapter focuses on howrtleegs has been dealt with in
the CARGEN project, dividing it in two tasks: maitedp and rule building. Both
tasks are explained, describing the major issuegshidid to be solved. The chapter
is closed by an explanation of the functions thed to be developed to perform
the model generalization and some examples of tiseirare given.

Chapter 6 describes the generalization algoritheveldped. The explanation
is organized in sections, each of them describingg algorithms that have been
developed to solve a specific generalization pnobte the generalization of a
specific feature class. For each topic the problenselve are explained in details,
together with eventual related work, the approastduand the implementation.
Design choices and parameters are discussed fdr algorithm, while the
evaluation of the results is left to chapter 7. iesthe fact that all the algorithms
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have been developed to pursue the generalizatiatataf from and to a specific
data model and scale, the implementation of sonthesh can be adapted also to
more general contexts; at the end of the chapéealtiorithms are then grouped as
operators on the base of the transformation theyope (e.g. typification,
simplification, selection, ...) and it is suggestexv they can be used on different
data model or scale.

Chapter 7 shows he results obtained by the dewvelgphition. This chapter
briefly explores the topic of the assessment ofoggaphic generalization and
describes how errors are handled in the procesmeSmdications of the
performances of the process are given; following tésults of the process are
presented and discussed, highlighting the limitetiand the advantages both of
the single algorithms developed and of the whoteess.

Chapter 8 contains the conclusions of this reseawohk. The research
statement and the results obtained are discus$edfldws in the process and its
limitations are used to trace the direction offiiterre developments.

The list of publications and the references useded the thesis.



Chapter 2

Resear ch on Cartographic Generalization

This chapter will give a brief overview of the gadtages of research on
cartographic generalization, leading to the firgidels and algorithms. Then the
present state of the research in generalizatiohbeilpresented; the chapter will
outline the most important works in the field, Highting the approaches
developed, the software available and the realémphtations.

This chapter provides a general overview of theictopf cartographic
generalization: further information can be foundtiapter 6, where for each step
of the generalization process the most relevaatedlworks are discussed.

1.3 Generalization

The creation of a map is a very complex task, cisi many different
activities; among these, making a map requirebsiract the reality, extract those
aspect of it that are most relevant to the purmdsbe desired map and represent
them in a symbolic form that ideally conveys thesanformation of the original
phenomena. This process can be defined as gemi@tizi.e. “the selection and
simplified representation of detail appropriatestale and/or the purpose of a
map” according to the definition given by the Imational Cartographic
Association in 1973.

Depending whether the map is created from scraigihg reality as the source
data to be represented, or using an already egistiap, map making can be
distinct in map compilation (the former) or mapidation (the latter); either way,
map making is closely related to the process otg#ization. In this thesis we
will focus on the process of map derivation and teem (cartographic)
generalization should be referred to this contéxthermore the map derivation
should be always intended to take place from acgoscale to a smaller target
scale.

The definition of cartographic generalization givevove clearly refers to two
activities: selection and representation.

In fact, given a source map, its generalizatiom target map with a different
scale or purpose requires to choose which objecthensource map should be
present in the target map -or more in general vihfarmation of the source
should be present in the target- and also to dewide to represent the selected
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information in the target map. These two operatiaresalso called, respectively,
model-oriented and graphic-oriented generalizétion

The process of cartographic generalization is vesynplex and has been
proven to be extremely difficult to automate, a®duires skills that do not belong
to computers. The history of the research on tald iwill be outlined next.

14 A brief history

The benefits of cartographic generalization, fifséll the reduction of the costs
to produce a map, pushed the research on its atitonsnce the introduction of
computers in cartography.

The beginning of the research can be set around366 and its past can be
divided mainly in periods [Kilpelainen and Sarjakgs 1995; Meng, 1997
Sarjakoski, 2007] each of them being characteribgda main direction of
research and a different way to approach the pmoloeautomated cartographic
generalization.

According to Meng “research activities have exparéel a major cycle of
upswing (e.g. 1965-1980), euphoria and suspiciorg. (4980-1990), and
stagnation (e.g. 1990-1995) followed by possiblpeav upswing (since 1995)”
[Meng, 1997, p.13]

The first period, from 1960 to the late 1970, shes birth of the first models to
conceptualize the process of generalization. Thdemof Ratajski dates to this
period [Ratajski, 1967]. According to this modelengralization consists of
quantitative generalization, i.e. a gradual reductf map content, and qualitative
generalization, i.e. a transformation of the repnéstion of map content.
Generalization can be performed reducing gradub#ymap content (quantitative
generalization) until the capacity of the map iscteed. At this point, called
generalization point, the content can not be furtreduced without losing
important information: to generalize any furtherist necessary to operate a
transformation of the representation (qualitatiemeralization); this yields to an
increase in map capacity, allowing to iterate aghim process. This process is
shown in Figure 1: on the left the triangle deptbis map capacity, on the right it
is possible to see t

2 To avoid the confusion brought by the common usth@ word cartographic generalization to
indicate both the process of map derivation andaid pf the same process (see [Gruenrich,
1985]), in this thesis we will use the terms modieénted and graphic-oriented generalization
[Weibel, 1995] for the terms model generalizatiord a&artographic generalization; the word
cartographic generalization, as map generalizaimh more in general, generalization, will be
used to refer to the complete process of map desiva
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Figure 1: Ratajski's model

The research in the first period also focused endvelopment of algorithms
for selection and simplification.

The Radical Law of Topfer and Pillewizer [TopferdaRillewizer, 1966] was
one of the outcomes of this research. Their woldéed the number of symbols on
a map to the map scale, thus providing a paranteteme selection algorithms,
although their method did not contain any indicatam how the selection should
be performed.

Another outcome of this research was the developroérone of the most
ubiquitous line simplification algorithm, the DoagtPeucker algorithm, dated
1973 [Douglas and Peucker, 1973] and still being af the most used
simplification algorithms.

Around 1980, the attention of research was drawnstman modeling
cartographic generalization; following the advangeslatabase technology, the
distinction between model and cartographic gensaitin was conceived.

One of the early works where this distinction iggant is that of Gruenrich
[Gruenrich, 1985]. According to his model, realisytransformed into a primary
DLM, Digital Landscape Model, through the operati@ihobject-generalization.
From this first model it is possible to derive maother secondary DLM, for
instance each to serve a different cartographipgse or retaining a different
level of detail, from fine to coarse. Each DLM aadty stores the information that
suits its purpose and scale and can be used féys@és)abut it is not ready to be
represented as a map; in order to do so it is sacgs$o transform it into a DCM,
Digital Cartographic Model, through the operatidrcartographic generalization.
In Figure 2 it is possible to see how the differgaheralization operations result
in different products; of these, only the DCM idtable to be printed as a map,
while the DLMs can be used to perform analysis &itBIS.
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Figure 2: Gruenrich's model

In the model of Brassel and Weibel [Brassel andbB#leil988] the process of
generalization comprised 5 steps: structure retiogni process recognition,
process modeling, process execution and data gisplatheir work they also
differ statistic generalization (later on renameddel generalization) and
cartographic generalization.

McMaster and Shea analyzed the process of geraralizirom three separate
points of view: why to generalize, when to genemland how [McMaster and
Shea, 1988]. Modeling how to generalize lead todfnition of twelve different
generalization operators: simplification, smoothiaggregation, amalgamation,
merging, collapse, refinement, typification, exaggen, enhancement,
displacement and classification [Shea and McMa&&89]. Each operator defines
a transformation either on the spatial or the seimattributes of an object and
may be implemented by one or different algorithiveibel and Dutton, 1999]. In
a later work [McMaster and Shea, 1992], the authumxleled also when to
generalize in: condition, measures and controls.

In the late 1990 a new idea allowed to model gdizatéon as a holistic
process. Generalization was modeled on constraiatsparticular characteristics
that the generalized data should possess. Diffetgped of constraints were
identified: position, topology, shape, functiorsttuctural and legibility [Ruas and
Plazanet, 1997]. The generalization process shitneld try to find a generalized
solution that satisfies most of these constraiftdiowing the model of McMaster
and Shea, condition, measures and controls were tasassess the value of a
constraint to check whether it was violated, and dperators were used to
transform the data affecting these values in otl@btain a better generalization.
The AGENT project [AGENT, 2000] is one of the moslevant examples of this
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approach and also one of the most valuable, asifght to the formalization and
implementation of many constraints and generabiradiperators (see Figure 3).
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With the beginning of 2000, the interest in modglithe process of
cartographic generalization seemed to diminishh Wie attention being drawn by
the research and implementation of better and nudeger operators. The
knowledge gathered in many years of research andwblution of the approaches
led to the development of the first actual systémngeneralization.

In what we can call modern era of cartographic gaimation, generalization
software and systems are actually in use among s@atienal mapping agencies
(henceforth NMASs) to ease the burden of the creattd maps by partially
automating the process. While no out-of-the-boxutsmh has been created yet
[Stoter, 2010], the number and range of availabi#hiques are very high and,
aside from further improving the results, the ndwvallenge seems to be how to
orchestrate all that has been done into a commgganic solution (e.g. see
[Renard et al., 2010]).

15 Approachesto generalization

Throughout the years of research on cartographiergdization the attempts to
automate this process led to the development ofpoten tools approaching the
problem in different ways.

15.1 Batch

At the beginning of the research, from 1960 to k&0, only single tools were
developed, with the aim of solving some simple peots (e.g. line simplification)
as an aid to the cartographers. The first genattadiz systems were developed as
batch processes, a predefined sequence of operatiwatively run one after the
other; the system did not allow to interact witk ffrocess once started, and it had
to be completely repeated to change some parameteeslit the sequence of
operations.

1.5.2 Condition-Action

Around 1980 the increased knowledge about genatadiz and the emphasis
on expert systems led to the development of systesitsgy a condition-action
approach. These systems rely on a list of rulesedtin a rule base as in expert
systems; each rule comprises one or more actionjgcfuto a condition that is
evaluated on the base of structural informatiorvipresly gathered analyzing the
cartographic data. This “structural knowledge”,otlgh the conditions, triggers
different generalization actions, in a process thamore dynamic and flexible
than a batch process.

153 Amplified Intelligence

Around 1990, the difficulties connected to the getand use of expert or rule
based systems (e.g. the problem of collecting amuidlizing the knowledge, also
known as the “knowledge acquisition bottleneck” [iés et al., 1995]), made
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many researcher to turn their attention from thesigk idea of a completely
automated generalization to interactive systems: riew approach, somehow
more pragmatic, was to rely on computers only fimse generalization tasks that
they could perform well, resorting to the humanliskior the remaining ones.
These interactive systems, though, are not singiking tools comprising just a
set of generalization algorithms, but are abledip land assist the user during the
interactive generalization, thus augmenting hisabdjies, resulting in what was
called amplified intelligence [Weibel, 1991].

Unfortunately these systems proved to be not secfe in reducing the time
and the resources needed in the generalizatiorgsdRuas, 2001].

154 Constraint-based

Around the mid 1990 a new approach was startingpe¢oevaluated: the
constraint based approach. In a constraint bassdmythe focus is not on how to
perform the generalization, but on what the gemstbn should achieve.
Constraints are usually related to cartometric messs(e.g. the minimum distance
between two objects, the minimum size of an ateaninimum length of a line,
...) but also to other characteristics (e.g. theugghness” of an object); the
violation of a constraint does not trigger directyr action, as opposed to
condition-action systems; instead the constrainégscansidered all together and
the generalization is driven by a synthesis of @k [Ruas and Plazanet,
1997]. Basically three different techniques aredusecope with all the constraints
at the same time: agents, combinatorial optimimasiod continuous optimization.
All these three techniques attempt to produce altrés which most of the
constraints are satisfied; two main steps are realin the process: first every
constraint is weighted by its importance and tlagesbf the system is evaluated by
assessing which and how many constraints are isdtithen the system performs
some operations that affects those values violafegconstraints until a better
state is found.

Of these three approaches, the agent approach mdkt versatile, as it has the
potential to model all the set of operators andidaally be adapted to handle any
kind of constraint.

To date agent-based systems are the most evolygdaah in generalization.
Agents proved to be a very successful achievememeneralization: they are
versatile, as they can be extended to solve diffggeoblems, they are flexible, as
they can be thought to use different strategiesotee the same problem, they are
autonomous but also interactive, as they are abtake decisions on their own
but also to communicate with other agents; in ganireir ability to cope with
many constraints make them particularly fit to Hanthe holistic nature of
cartographic generalization. As a result they argha core of many of the
generalization solutions that NMAs are using toually produce maps (see
below).
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16 Some present solutions

As explained previously, the constant improvemehtthe generalization
techniques during the years finally led to the dewment of software and systems
that are currently being used by some NMAs in thedduction lines.

Among the software in use, some are tailored sjpadyf for generalization,
while other provide toolboxes of generalizationaaithms: among the former
there are CPT (Change, Push, Tipify) developedhleyUniversity of Hannover,
Radius Clarity by 1Spatial, Axpand by Axes Systeamapng the latter there are
ArcGIS by ESRI, Lamps2 1Spatial, DynaGEN by Intagir.

In 2007 an European project was started to as$essState-of-the-Art of
Automated Generalisation in Commercial Softwareto{&€, 2007]; the project,
ended in 2010, tested the available generalizatidtware (CPT, Clarity, Axpand,
ArcGIS) and extensively evaluated their performancehe result of the tests
revealed that none of them actually provides a detmut-of-the-box solution:
the softwares in some cases do not perform wellage lacking some
functionalities; the result showed also that idédinitely required to customize the
algorithms on the proper specifications and datdefso[Stoter, 2010].

Nevertheless generalization software’'s are actuadlgd by some NMASs: to
overcome their limitations, each NMA developed ibsvn generalization
workflow, using some custom software and resorttnghuman intervention to
solve the most difficult cases and to superviseamtect the automated process.

A brief outline of the systems developed by somthese NMAs will be given
below, as to witness how all the efforts done ia thany years of research on
cartographic generalization are now bringing soamgible results. As almost
every NMA is doing research in this field, the hgill present only some of the
experiences in this field, focusing on those atyuamploying automated
generalization software in their production lingsd ahighlighting the range of
systems adopted for this purpose, enforcing tha ilat at the moment an unique
best solution to the problem does not exist.

A deep analysis of the systems developed goes Heyenscope of this thesis:
for further information on the topic the interesteghder is invited to consult
[Stoter, 2005],[Stoter, 2010].

The ICC (Institut Cartografic de Catalunya) is gs@utomated cartographic
generalization since many years. They use a gebigalatabase in 1:5000 scale
to derive both the 1:10000 scale map [Baella araj P999] and the 1:25000
database [Baella and Pla, 2003]. The generalizgtiooess relies on the software
CPT, on software developed by ICC and also on mantexvention; the process
is both automatic and interactive, with an importgmercentage of the
development resources invested in the implememtatfointeractive tools. The
results of the automatic generalization processvarg good, fulfilling the user
requirements and bringing a three-fold increaghénproductivity over traditional
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map-compilation. Following these results, ICC isrrently reconsidering its

production workflow: as it is too expensive to updall the datasets while
maintaining the coherence between them in the neukflew, the 1:50000

database will be eliminated and the smaller scalpsishould be generalized from
the 1:25000 database [Baella and Pla, 2005].

The French IGN (Institut Géographique National erfgh National Mapping
Agency) has a long history of research in the f@fld¢artographic generalization,
run by the COGIT laboratory. To date, as the rssaftthe project Carto2001,
started in 1999 and completed in 2005 [Lecordialgt2005], the IGN is using an
automated generalization process to produce theTGipmap in scale 1:100000
from the reference database BDCarto in scale 1®G(0&hard et al., 2003];
another research project, called New Base Map €trajed started in 2004, lead to
the development of a system to generalize 1:250@01a50000 maps from the
reference database BDTopo at 1:5000 scale [Braah,&2007]. Both process are
developed on top of the 1Spatial Clarity and Lamgs2ironment, thus adopting
an AGENT based approach [Lecordix et al., 2006Jnyneustom algorithms have
also been developed by the COGIT laboratory to awprthe performance of the
system on special cases (e.g. see [Gaffuri, 208)one of the fields on which
the very active research of IGN is focusing on @mwhto create a whole
generalization process combining the many solutasseloped (e.g. see [Touya,
2008])).

The Ordanance Survey is focussing his researcth@merivation from their
OS MasterMap database, storing topographic datéureap at 1:1250 scale in
urban areas, 1:2500 scale in rural areas and 101@8@le in mountain and
moorland areas. One direction of research is tiveldhe Landranger serie at
1:50000 scale [Revell et al., 2006]: the approabibpted is based on the software
Clarity, but also uses other techniques and seléldped code [Revell et al.,
2005]. Recently the Ordanance Survey released totgpe of the VectorMap
District serie at the 1:25000 scale that was almusnpletely generalized
automatically [Revell, 2010].

The Danish KMS (Kort & Matrikelstyrelsen - Danishatibnal Survey and
Cadastre) employs an automatic generalization geote derive 1:50000 scale
maps from the national digital topographic base Mmapl0DK at 1:10000 scale
[West-Nielsen and Meyer, 2007]. The generalizatioacess relies on 1Spatial
software for the generalization of data and Lab&lffom MapText [Label-EZ,
2005] for label-placing. The generalization processs both a sequential method,
where each theme or layer is generalized separatelysequence and a context
driven approach, where the generalization of thgatb is influenced by their
contexts. The process comprises more than one ddindethods, most of them
developed by KMS to customize the process on Hpedcific needs.



28 Chapter 2. Research On Cartographic Generalization

The Turkish HKG (Harita Genel Komutanligi - Gener@lommand of
Mapping) set up a generalization process to derigps at the scale 1:50000 and
1:100000 from the scale 1:25000 [Simav et al., 2049 the result of a research
project called KARTOGEN and started in 2002. Thecpss is developed on
ESRI ArcGIS software and is based on different apphes: batch processing,
condition-action modeling and human interventione aall used in the
generalization process. The latest research is caigtethe development and
integration in the process of constraint-basedriegles: recent tests to evaluate
the performances of this technique in the taskabél-placing proved to produce
very good results.

1.7 Conclusions

In this chapter a description of cartographic galiEmtion was given, along
with a brief history of the research and the apghea developed in this field. It
was shown how the process was divided in modelrgéination and cartographic
generalization and how the transformations appliethe data can be modeled as
operators.

The chapter outlined the different approaches dpesl by the researchers
along the years; at present the constraint basptbagh integrated with agent
systems seems the most advanced and promisingeneth its ability to handle
multiple constraints at a time it is suitable to dab the holistic nature of
generalization.

Nevertheless the chapter highlighted how no outiefbox solution exists yet
to the problem of automated cartographic genetédizathe systems currently
implemented in production workflows use a wide margf different solutions,
showing that a “best” solution has not been fouret; furthermore they
demonstrate that the generalization process needbet customized on the
specifications and the data models. Despite théiragyus improvements brought
by research, human intervention is still requinedriost of the systems described
to correct and supervise the process, showing ithaeneral, further research is
necessary to achieve a better automation of theepso
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Background, approach and design choices

This chapter will complete the background behirid thsearch work. Whereas
the first chapter introduced briefly the topic a@hd objective of this thesis and the
second gave an overview on the present state afargs in the field of
cartographic generalization, this chapter will pra@she context of this work, with
a brief introduction on the present situation oftegraphy in Italy and of the
CARGEN project. With the context completely sewill be possible to illustrate
the first steps done: the definition of the apploand the initial design choices.

1.8 Cartography in Italy

Historically the first Italian national mapping awy was the Istituto
Geografico Militare Italiano (henceforth IGMI), theartographic branch of the
Army. Born in 1872, the IGMI started its activityittv the compilation of the
1:100000 scale “Nuova Carta Topografica d'ltalfatiowed by the production of
the Serie25V, covering the whole National territatyl:25000 scale and, later on,
by the 1:50000 scale Serie50.

Accordingly to a law of 1960, the production of tcagraphy in Italy was
assigned to two bodies: the IGMI for the mediunstoall scales (1:25000 and
smaller), and the cadastre for the large scale0QDO and larger). Things
changed when a law of 1977 allowed also the 2@aftdRegions to produce maps
on their own. This led to the creation of Regiomaps at 1:5000 scale (1:10000
for less populated areas), called “Carta Tecniagid®ale” (henceforth CTR); as a
central authority to govern the production of thesps was missing, every region
actually created its own map with little or no stard definitions among different
CTRs.

All the maps produced at that time were paper nmdasvn by hand with
analogue techniques. Things changed with the intrbah of computers: first the
CTR were all scanned into their digital counterp&arta Tecnica Regionale
Numerica” (henceforth CTRN), later the whole prattue lines slowly migrated
to the use of computer and digital instruments.

In 2000 IGMI started the production of a new linenwaps, the Serie25DB:
among the novelties of this line was the explisi¢ wf a geographical database to
store the information, with the formal definitiorfi a data model and database
schema.

Following it, the concepts of geographical databasached also the regional
mapping agencies; although the construction of ggigcal databases required a
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further evolution of the map making process, theinefits were quite evident: the
use of databases allows to overcome the limitshef@TRN as the traditional
division into sheets, allows to set rules on thasistency of data and allows to
define topological rules among the feature cladsesling to a higher quality final
product.

At the same time, the need for a standard data Ingldeed among all the
Italian regions became evident; this led to theatiom of a working group
comprising both the Regions and IGMI to define #amal data model. The most
recent embodiment of their work is the documentté@@amo dei dati territoriali -
Specifiche di contenuto per i DB Geotopograficirgiene 1.0)” of February 2010
[Cnipa, 2010]. This document defines a Nationahdabdel for the large scales
(1:5000, 1:10000) maps and sets the minimum reongings that every regional
cartography should satisfy, listing a set of “cofedture classes and attributes to
be implemented. Once finally approved and adoptedhe Regions, this data
model will set the basis for an easy sharing ofggephical data among the
different regions of Italy. Moreover, as the whaiational territory will be
described using the same data model, this will ¢heeopportunity to design an
unique generalization process that could be appéeithe data produced by any
Region, making possible to generalize maps frongelascale and frequently
updated data covering the whole territory of Italy.

Exactly in the midst of this evolution the CARGEMect was born.

1.9 The CARGEN project

This work has been developed within a researcteptaalled CARGEN. The
CARGEN project was born in 2006 as a cooperatidwdsen the Department of
Information Engineering of the University of Padared the Regione Veneto (the
local government of the region where Padua is)h wlite collaboration of the
IGMI.

CARGEN means CARtographic GENeralization, and thejggt original
objective was the design, development and tesnadtsaomated process for the
cartographic generalization of the IGMI geographitatabase DB25 in 1:25000
scale from the regional geographical database Ge&obB1:5000 scale. Due to
the good results achieved, in 2009 the project ended to cover also the
generalization at a smaller scale, the 1:50000.

The far reach of the objective of the project wohklto modernize the map
making process in Italy: with a cartographic gehestion process set up, it
would be possible to increase the speed of theticreaf the medium scale
national cartography deriving it from the regionahes; moreover, as the
cartography produced by the local administratiomsupdated faster than the
medium scale national one, the latter would enjdgster update cycle; finally it
would be possible to propagate the updates oratige Iscale maps to the medium
scale ones easily, thus keeping these variousssalllsynchronized to each other
(e.g. see [Kilpelainen and Sarjakosky, 1995], Ldcoand Lemarié, 2007]).
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As a starting point, the project could rely on:

« the data model and specifications of the GeoDBR %000 scale

« the specifications on the IGMI DB25 geographicabtfase and maps

« a sample dataset in 1:5000 scale comprising a I2&6fes territory belonging
to the “Parco delle Dolomiti Bellunesi”

The specifications in particular contained somenggtoical constraints on the
features of the DB25 and indicated some generesroh how to derive them from
larger scale maps: although these rules were ‘¢obie” and relied very much on
human interpretation, they were useful as they liggted the most important
transformation to apply during the process. Thejgatocould also enjoy the
guidance and expertise of the cartographers botlGbfl and Regione Veneto
and, last but not least, could rely on the wholdybof research done in the field
of cartographic generalization.

A deep analysis of all of this led to the definitiof our approach and to the
initial design choices that are explained in theaming of this chapter.

1.10  Approach and design choices

When the CARGEN project started its objective waieqclear: to develop an
automated process to generalize the 1:5000 regiatabase to the 1:25000 scale
(later also to the 1:50000). Aiming at a workindusion, we decided since the
beginning to adopt a very pragmatic approach: therést was not in setting a
new theoretical approach to generalization buterath implement a process that
could produce some sound results. In this perspgedid develop new models or
new strategies was not seen as a main objectitreeatsearch, but only a possible
way to reach the goal.

To define how to reach the goal, the study of theudhents and of the state of
the research was the next obvious step. From thé/sis of the past research
works, some considerations came out clear:

< in the many years of research a big deal of work @en done and lots of
interesting results have been produced,

- albeit some generalization processes have beeremngpited and are being
used in production workflows, there is not any ofithe-box solution yet.

These considerations suggested that while the staheling of the
generalization process is quite deep and the taaddlable are quite effective,
what is needed in order to set up a working geizatidn process is to organize,
orchestrate all the knowledge and all the genextidim tools with the perspective
of a customization of the process on our input@utgut data.

We decided then to purse our objective taking athgmof the results obtained
so far, modifying the existing solutions accordtogour specific input and output



32 Chapter 3. Background, Approach And Design Choices

scales and models and developing new ones if neéded consequence of this,
the process developed in the CARGEN project andigtigrillustrated in this
thesis is tailored on our specific input and out@lthough some parts of it can
probably be applied in other contexts, it shoultd bewseen as a complete solution
to the general problem of cartographic generatirati

About the actual development, as customizationdezsned to be a key aspect
in the solution, we decided to not use any venadtware, but to develop our
own, implementing all the algorithms, both new amisting, by ourselves. This
enabled us to insert in the code the customizakiahwe needed for our purposes,
and freed us from external software providers.

We decided that all the algorithms were to be dgvad using the same
programming language: this is fundamental in bifjveare projects as it allows
the re-usability of code, the growth and improvemeha shared knowledge
among the programmers, to set standard procedorgsdgramming, debugging
and testing and to merge seamlessly the code ¢eatloy different programmers.
The code should rely on a base of shared libramgscommon functions and be
organized in a set of modules, each solving a qdati generalization problem:
this choice allows the development of a flexibléution instead of an unique big
monolithic code difficult to extend and improve.

The choice of the language fell on Java [Gosling kitGilton, 1996]: Java is
a modern language, object-oriented, is quite widkzp in the community of
people working on generalization, can rely on griataries (e.g. the Java
Topology Suite [JTS, 2002], GeoTools [GeoTools,ZPCcan be used to develop
plug-ins both for open source and vendor GIS softisa(e.g. OpenJump
[Opendump, 2004], ArcGIS [ESRI, 2004]) and is supgmb by the majority of the
spatial DBMS, as Oracle [Oracle, 2005] and PosfBIstGIS, 2002].

The solution developed is then completely an ad-Botution, carefully
customized for our input and output scales and fspdiedoes not rely on any
vendor or third-party software (except for somethd base libraries, noticeably
the Java Topology Suite and the JDBC drivers), teasing us the maximum
programming freedom.

111 Conclusions

In this chapter the background of this thesis hasnbexplained: a brief
overview of the situation of cartography in Italgsvgiven, highlighting how it is
evolving and how the CARGEN project could take parthis evolution. Also it
has been explained how the problem of generalizatias approached and which
were the first design choices; as a whole, the ggocshaped in the CARGEN
project:

« has a pragmatic approach to the problem, tryingxploit at best existing
solutions, developing new ones only if needed,
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« relies on the customization of the tools on ourcHjzeinput and output models
and scales,

 is developed as a base layer of common functiodsaaset of modules, each of
them handling a specific generalization task.

In the next three chapters the generalization m®t®t has been set up will be
explained in details. In particular, chapter 4 vekplain the overall process,
chapter 5 the model generalization and chaptere6gémeralization algorithms
developed.






Chapter 4

The overall generalization process

This chapter will illustrate the overall generatina process that was set up in
the CARGEN project. The concept of generalizatisnttze sum of model and
cartographic generalization is discussed and tleténms semantic and geometric
generalization are introduced; following some ratgvpeculiarities of the project
are highlighted. Finally the description of the mlkprocess is given, modeled as
an ordered sequence of steps; for each step tlsen®af its position in the
sequence is presented. Further details on the ingpitation of the process will be
given in the next two chapters on the semantic igdimation and the geometric
generalization.

112  Generalization process

Cartographic generalization is usually divided it tasks: model-oriented
generalization and graphic-oriented generalizatiéwcording to [Gruenrich,
1985], model-oriented generalization takes placemiie result of generalization
is a geographical database (generalization fromany DLM to secondary DLM)
while graphic-oriented generalization takes plabemvthe result of generalization
is a map (generalization from DLM to DCM).

In the case of the DB25, the process of gener@izahould be classified as a
model-oriented generalization, since the DB25 isintended to be used directly
to print a map. Nevertheless the IGMI specificadicior the DB25 contain
requirements also on the representation of the (@aga “the number of silos in a
group should be reduced if they are too close twg®t that bring this product
halfway between a DLM and a DCM, requiring both adel-oriented and
graphic-oriented generalization.

In this thesis we will use the terms semantic aadngetric generalization to
indicate respectively the former and the latterrapiens in this particular context.

The first operation handles the translation ofgamantic information from the
source data model to the target data model, iw.the data present in the tables
and attributes of the GeoDBR should be re-claskidied stored in the tables and
attributes of the DB25.

The second operation handles the transformaticheofyeometric information
of the source data: source geometries should heftramed either to comply with
the target data model (e.g. an area in the GeoD&irhing a point in the DB25)
or to comply with some specifications (e.g. twoldimgs should be merged if
closer than 2.5 meters).
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The distinction between semantic and geometric rgdimation is reflected in
the design of the generalization process: the firsk performed is the geometric
generalization, followed by the semantic generéibza This choice lets the
geometric generalization algorithms to operate &ihmuch of the original data as
possible, allowing them to access the more det#iliedimation of the larger scale
database and also to prepare the data for themollp semantic generalization
(e.g. performing data enrichment).

The generalization process developed is customipedour purpose: the
generalization of the IGMI 1:25000 geographicalattase from the GeoDBR
1:5000 geographical database; this let us explmites simplification deriving
from the scales and the type of generalizationliraain the process.

1.12.1 A small gap between large scales

The difference between our input and output scialemt very large: although
it is enough to require generalization, the scap i small enough for the two
models to have a number of similarities. In paftéicuwe found a good
compatibility between the two data models as mbshe feature classes in one
are present also in the other and are directlyvdble. Working with similar
scales meant also that generalization required prdgest transformation of the
geometries.

On the other hand, as both the 1:5000 and 1:2568& £an be considered
large-medium scales, we had to deal with very data models (each comprising
more than 200 feature classes) that made the @alfythe model generalization
process quite demanding. Furthermore, we foundtlat not many research
works dealt with generalization at such large scads existing solutions usually
suit a different scale range (1:50000, 1:100000kxdme cases we had to develop
our new solutions (e.g. the generalization of rgaactions) when it was not
possible to adapt existing ones (e.g. the simplifie of buildings).

1.12.2 DB to DB generalization

Despite the generalization of paper maps and ofygedical databases are
similar, there are some subtle differences in th@seesses. When generalizing
paper maps the focus is to obtain a good repragmmtaf the input data at the
target scale; due to representation needs, sorttedajriginal data could lose its
shape, its original position (e.g. displaced) orcbepletely lost (e.g. covered by
other data, as a label). Despite the errors intedun the data could be much
bigger than the tolerance intrinsic to the targeles (e.g. a road could be displaced
much further than only the size of its symbol) sthare not considered mistakes if
they are functional to obtain a good representation

On the other hand, when generalizing geographiatdlzhses the first concern
is the accuracy and correctness of the data. Batatidisplaced, nor covered by
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labels or by the symbolization of nearby objecteo@aphical databases try to
retain most of the accuracy of the source dataygorot readily usable to print a
generalized map.

For the reasons above, some of the topics thattygmieal of cartographic
generalization, as displacement and label placeraeatnot present in the overall
process developed, because they are not needed framework of our research.
Because of the large scale source data, insteatiadi¢o put many efforts in the
development of algorithms to remove the details mosed in the source
geometries; this meant that the most relevant glgos focus on the pruning of
networks (e.g. roads) and the simplification ofiéinigs. Furthermore, despite the
detailed large scale source data and the simdarklietween the input and output
data models, in some cases the source data digravide all the information
needed for the generalization: these situationsevwsmived resorting to data
enrichment.

1.13  Putting all together

The generalization process was implemented as @ereq of steps, each of
them comprised of a set of algorithms addressingpacific part of the
generalization.

1.13.1 Generalization steps

The overall process is composed by ten main gdpatiain steps.

The steps have to be processed in a sequence andstep acts like a black-
box: there is no interaction among the steps exfrept the output of one step
being the input of the following; from this point view the whole process can be
seen as a batch process. Each step performs teeatization on a specific type
of data: during each step part of the input daf@aésessed and the original source
data is gradually generalized step after step.

As the various steps can not communicate among #rarapt by input and
output, the order in which the steps are execigeaiy important. The order has
been defined on the base of the importance -acupi IGMI specifications- of
the data generalized by each step. For examplesrave deemed to be the most
important feature class and so they are the fiostbé generalized: their
generalization then is performed on the origindhdand does not depend on the
generalization of any other feature class. Also dependencies between the
various generalization steps had a key role irdéfnition of the order: each step
prepares the data for those following, for exangadeling enriched information.
The dependencies between the steps are illustratedure 4.

In general all the steps concur to prepare the fdattne last step, which is the
population of the target database. The processdimeutes the following steps:

1. generalization of hydrography
2. amalgamation of buildings
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. generalization of the road network
. generalization of railroads

. generalization of buildings

. generalization of ditches

. generalization of linear features

. generalization of large areas

. generalization of points
10.population of the target database

©O©oo~NO U bW

1.13.2 Generalization algorithms

Each step is composed by many algorithms. The itthgas too are run in a
sequence, even though the organization is nogasb as that of the main steps of
the process: algorithms can communicate and coatpeto obtain a better
generalization. Algorithms can, in some casesg#iighe execution of algorithms
that are part of other steps of the process, dvengh they can not control them
during their execution (e.g. the algorithm procegghe woods may call the road
processing algorithm to build the strokes on thaljo

The algorithms usually generalize a single featlass but are aware of the
surrounding elements and gather information alsmfother feature classes of the
database.

The algorithms implement different generalizatitnategies: some of them use
a simple condition-action approach, derived frora t&MI specifications (e.g.
“all huts smaller than 50 sgm should be deletelt}t most of them use more
complex approaches usually comprising a phase alfysis and data enrichment
that allows the algorithm to “understand betteg tiipe of object it is working on
and to become “aware” of the neighboring object®lation with it.

1.13.3 Quality controls

In every process, the evaluation of the results quality controls play an
important role. The generalization process desighees not explicitly list any
result evaluation step; this however does not ntbagy are not present. Inside
each step the generalization algorithms implem#fardnt strategies to assess the
quality of the results that they produce and guaearthe correctness of the
generalized data. The quality control is then damied to the algorithms: a
description of how each of them handles this prmobéan be found in chapter 6,
while in chapter 7 the quality of generalizatioiscussed in more broad terms.

1.14  Thegeneralization steps

The list of steps comprising the generalizationcpses is given below; for each
step it is explained the reasons behind its positio the sequence, and the
algorithms that actually perform the generalizastep are listed.
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Hydrography

Roads
Bmldlngs
Contour lines
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Figure 4: generalization steps and their dependsnean arrow from A to B means that A
influences the generalization of B

1.14.1 Generalization of hydrography

* measure of rivers width

» collapse of narrow rivers to their midline

* harmonization of river boundaries in proximity afilapsed rivers
» data enrichment of the rivers

« simplification of river boundaries and weeding

e pruning of rivers on the base of minimum length

e pruning of rivers on the base of density

The generalization of hydrography is the first sbéphe process: in this way it
is not influenced by the generalization of any otleature. During this step rivers
are also re-classified on their width.

1.14.2 Amalgamation and selection of buildings

Buildings are generalized in two steps. In thet filse the simpler operations
are performed: adjacent buildings are merged tegedhd those smaller than a
threshold and isolated are deleted. This allowsucied) the total number of
buildings to elaborate in the following steps.

1.14.3 Generalization of the road networ k

< generalization of highways
« identification of dual carriageways, toll-plazasstrareas and slip roads
« collapsing of dual carriageways
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« generalization of toll-plazas and rest-areas

< generalization of road junctions

» harmonization of road classification

« line simplification of roads

« pruning of the road network on the base of minimiength

Roads, together with rivers and buildings, are thest important feature
classes of the dataset. They are processed aftesetbction of buildings because
to prune the network it is necessary to check wdredhroad candidate to deletion
provides exclusive access to any building: havimgvipusly merged adjacent
buildings and deleted some of them allows for aermrrect evaluation of this
condition. The generalization of the highways allaw derive four feature classes
that are not directly derivable from the sourceadabdel.

1.14.4 Generalization of railroads

Railroads are generalized before the buildings leeahey are used, along
with roads and rivers, to partition the space tiless that might be then analyzed
and processed separately (e.g. to aggregate bysidin

1.145 Generalization of buildings

e aggregation
« simplification
« pattern recognition and typification

The second generalization step on buildings is @eelcafter all the networks
(rivers, roads, railroads) have been generalizbis i because these networks are
used to divide the space into partitions and bogdiggregation is then performed
on each partition separately, to avoid to aggredmtiédings that are actually
separated by a road, a river or a railroad.

1.14.6 Generalization of ditches

« pattern recognition and identification of clustefslitches
« typification of cluster of ditches

Ditches are not part of the hydrography networkhey do not belong to the
graph; furthermore ditches are generalized usipgitation, while hydrography
in general is generalized by selection (pruningiiclizs are generalized after
buildings because the typification operator rebesthe position of buildings to
create the typified geometries.

1.14.7 Generalization of linear features

« simplification and collapse of parallel lines
« handling contour lines
» fences and walls
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Fences and walls need to follow the generalizatbnbuildings as their
selection relies on the analysis of the contenthef area that they surround.
Contour lines are processed after rivers in ordedapt their generalization to the
paths of the latter.

1.14.8 Generalization of large areas

« simplification and aggregation
« extension to linear boundaries
» collapse to line

This generalization step edits the geometry ofdageas, usually representing
natural features as wood patches, lakes or crdgsfi@he IGMI specifications
require that the boundary of some of these nafeedlires should be extended to
nearby roads, rivers or fences: for this reasop #ne generalized only after these
feature classes have been processed.

1.149 Generalization of points

The simplest type of geometry, points are the d@stmetries to be processed.
The generalization of elevation spots and treesildhfollow that of contour lines
and woods respectively as their selection dependbeir position.

1.14.10 Population of the target database

« selection on the base of the specifications
« translation of semantic data

The population of the target database is the lpstadion that is performed: all
the previous steps concurred in preparing the fatthis step, enriching the data
with the information needed to perform the selettémd the translation of the
semantic data.

The process has been designed according to the I§pdtifications, and
satisfies all their requirements. The design sefgezific order in the execution of
the generalization steps that guarantees thathalldependencies between the
feature classes are resolved. The generalizatinceps in some cases goes even a
bit further than the IGMI requirements, in ordemptrform a better generalization.

At present day not all the process has been coeipldeveloped: the steps are
in different moments of the development cycle; sahthe algorithms have been
fully developed and tested, while other are stling implemented. In particular,
some of the algorithms dealing with geometric gelieation are under
development, while all the steps comprising the ehgéneralization process have
been completed. The model generalization procets®itopic of the next chapter,
while chapter 6 will explain all the steps of theoghetric generalization process,
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providing a detailed description of the most retgvalgorithms that have been
developed inside this research work.

1.15 Conclusions

In this chapter the overall process of generabraget up for the CARGEN
project has been explained. In the process it ssipte to identify semantic and
geometric generalization, where the first translatee semantic data from the
input data model to the output data model and ¢leersd transforms the geometric
data in order to make it suit the output specificeg. It was shown how the
process has been modeled in a sequence of stdpar¢haxecuted in a precise
order. Each step comprises a set of algorithmshizne¢ been developed to solve a
specific generalization problem of one or more deatclasses. All the steps
concur in preparing the data for the final stephef process, the population of the
target database.



Chapter 5

Model generalization

In cartographic generalization, model generalizatic the process that
translates the content of the source database dicgoto the data model of the
target database.

When producing a map, the cartographer abstract®ael of the reality, in
which only some of the real world objects are repnted, while other are not, as
they are deemed to be not relevant to the purpbdeeomap. In a geographical
database, this model is called data model, andefivhich real world objects
should be present in the database (the featuresedpsand which of their
characteristic should be stored (the attributesyo Tmaps at different scales
usually adopt two different data models: in fact albthe phenomena that can be
shown at the larger scale can be shown at the ik, thus leading to the use
of two different models to represent the same tyediecause of this, to perform
cartographic generalization it is necessary noy tmkransform the representation
of the map objects to adapt it to the target schig, also to “translate” the
semantic data to the target data model: this psoisesalled model(-oriented) or
semantic generalization (see chapter 4).

This process can be straightforward if the targeture classes are exactly a
subset of those in the source model, that is ifyeterget feature class has a 1:1
correspondence with one source feature class;)irotrer case it is necessary to
operate some transformation on the source sendatticto generalize them.

As at smaller scale less phenomena are visiblis, diommon that the target
feature classes are in a 1:n relation with n sofeature classes, that is, a number
n of detailed source feature classes will be gdimedhinto a single target feature
class, losing their specificity. The reverse came @lso be possible, with 1 source
feature class originating more than one targetufeatlass. In both cases, the
semantic generalization uses attribute valuesowesother forms of constraint- to
decide how to translate the data from the sourtlegdarget feature classes.

It might also be possible that one source featlagschas no correspondence in
the target model (i.e. what it represents has ldeemed not relevant at the target
scale); on the reverse, also a target feature atégist have no correspondence in
the source model (i.e. it represents a phenomeatagmot present at the source
scale). In the first case, the source data willds¢ and will not be present in the
target data. In the latter case the missing datgtniie inferred from other source
feature classes, otherwise there is a compatibidgye between the two models
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and the target feature class will remain emptys(tsituation could be solved
acquiring the missing data from another data sgurce

Of course these same considerations apply alsbetattributes and attribute
values comprising the two data models.

Each data model might comprise not only the definibf the feature classes
and their attributes, but also some specificatiomghe data, as size constraints,
spatial relations or local condition; also thesecsfications should be considered
during the process of model generalization as tids how the feature classes
should be translated from one model to the othay. (8 size threshold on a
building could decide whether the building shouddrbpresented as a point or as a
polygon).

In general model generalization requires a biggardiation effort the bigger is
the gap between the source and the target scaltharmbmpatibility between the
models increases as the purposes of source ara saegsimilar.

In our case the two data models, the source GeolDBR5000 scale and the
target DB25 in 1:25000 scale show a good degreempatibility and most of the
feature classes are derivable.

Despite the similarities, though, the generalizaioocess required developing
some algorithms to derive the feature class ofDB25 from the source data;
moreover, the two models had some severe inconiligtihat required changing
the two data models in order to guarantee the deitity of all the feature classes.

In the CARGEN project, the model generalizationgess was divided in two
tasks: the first is the matching, the second is nhie building; both these
processes were performed manually. The final resfuthe process was a Java
code that could copy the data from the input dat@b® the target database,
performing both the semantic translation and taedformations needed.

Although the description of the data models coulvigle a detailed
background to contextualize the model generalinatiwocess and a precise
account of the processes of matching and rule ingildould provide a solid
evidence of how the task was demanding and compiéx,would probably go
beyond the scope of this thesis and add very litden the point of view of the
research. This chapter will focus on the most @iaspects of both the data
models and the model generalization process whitthdr information on these
topics can be found in [CARGEN, 2009, pp8-208], NI 2006], [Regione
Veneto, 2009]. In the following sections the GeoDBiRI DB25 models will be
outlined, highlighting differences and similaritibstween the two; following the
process of matching and rule building will be désed. The chapter is closed by
same examples of the algorithms that were necessadgvelop to perform the
semantic generalization: the actual explanatiornth@falgorithms are given in the
next chapter.
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1.16 Data M odels

1.16.1 DB25

The DB25 data model is the official IGMI model ttie 1:25000 scale.

The model was designed by the IGMI for the new DB2Ees maps and it is
meant to be derivable from the Regional cartographiyhough some pre-
processing and data integration might be necessary complete derivation. The
DB25 model is not meant for the direct productidrih@e DB25 maps: it actually
represents a DLM, from which the DCM and the mapgs be produced with
further elaboration; for this reason it tries téaie as much the accuracy of the
Regional cartography as possible.

Most of the features are represented with a pairg bne; only few of them
have a polygonal geometry, noticeably buildings aatlral features that extend
on large surfaces as lakes, wide rivers, rocks ds@md crop fields.

Networks are represented only using edges and theret any explicit graph
structure.

Most of the features have an acquisition limit, aeminimum size threshold,
that determines whether an object should be ird#tabase or not depending on
its size; size constraints are also used to clatisf same real world object in two
different feature classes.

The model comprises 149 feature classes, eaclenf tith a name and a code
composed of one letter indicating the geometry {¥perea, L: line, P: point) and
the FACC code [DGIWG, 2000].

Inside each feature class, the IGMI model descriyes or more objects, that
we will call Labels. Each Label is a particulartarce of a feature class and
represents exactly one type of map-object. EactelLbhs an unique identifier,
stored in the attribute “LAB” (label), has its owdefinition and its own
specifications (that usually are inherited by thatfire class it belongs to).

The total number of distinct Labels is 239; sine¢he IGMI model the Labels
represent the actual objects that store the infdbomathe model generalization
process focused on the derivation of each diffeteatiel from the GeoDBR
model.

1.16.2 GeoDBR

The GeoDBR data model is the Regional model of &egiVeneto for the
1:5000 and 1:10000 scale. As the definition of tonal data model for the large
scale is not yet complete, the GeoDBR is slighiffecent from the most recently
proposed national model; nevertheless these twoelmoare quite similar and
what is presented in this thesis can be easilyiegppb the developing National
model.

Because of the large scale few acquisition limits given in the GeoDBR:
almost every object in the data model is insertethé database despite its size.
Most of the features have a polygonal geometryepixd¢hose that in reality
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resemble very closely a line, as very narrow rivedgiches, power lines,
cableways or pipelines. Points are used to represen small objects, as poles or
to mark special points on the terrain as sprintgs gntrance to a mine or elevation
spots.

The networks of roads, railroads and hydrography sapresented using
polygons (except the narrowest rivers, represeatetines). These networks are
also represented as a graph: the road network wWhigh included), the
hydrography network (both natural and artificialesims, ditches excluded) and
the railroad network are represented in a node-stigeture. As a design choice,
the attributes of these features are stored inettges of the graph, while the
geometries (polygons or lines) are used to repteéberextent of the features. The
graph edges have also an actual geometry, repmegehe middle line of the
feature. There exist a 1:1 relation between eade ead the feature it carries the
attributes of: for this purpose features are didid®to pieces that correspond to
each edge of the graph.

__ River with linear
 geometry

Section of
areal river

y Node
"/ River with areal

* geometry
Figure 5: example of the feature classes repraggtiie hydrography

The existence of the graph on one hand dividedsthece features in many
pieces, requiring us to develop algorithm able @b tpgether all the pieces to
gather some global information (e.g. to calcul&i length of a whole river); on
the other hand it made unnecessary to collapsinéoféatures like rivers and
roads as the middle line of the features couldelreved from the graph.

1.17  Matching

The process of matching, that is to find the cqoeslences among the feature
classes of the source and target models, requicedstidy carefully the
specifications of both the data models and to fivelcorrespondences by looking
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at the definitions of the feature classes, thebattte and the attribute values in the
two data models.

During the study we found a critical situation abthie model of roads: the
classification of roads in the DB25 relied on imf@mtion that was not present in
the GeoDBR, in particular the road surface matedal such, the DB25 feature
class LAP030 (Road) could not be derived from theolBBR, hindering the
whole process. To solve this incompatibility, weposed to IGMI to modify its
data model, bringing it closer to the standard thiitbe used in the national data
model (roads are classified by importance usingimaric attribute, whereas the
DB25 classification of roads relied on a set ofilatites, among which road
surface material, sometimes with overlapping d#fins). The revision of the
road modeling affected also that of tunnels anddas that to the former were
related.

Also other Labels could not be derived from therseuseoDBR data: in some
cases we proposed the IGMI to drop the Label, epitesented an object of minor
importance (e.g. trough), in other cases we prapé¥egione Veneto to add the
object to its model.

In general, the matching process allowed to testcthimpatibility between the
two data models and to improve it; as the modificet of the models were
received and accepted by IGMI and Regione Veném OB25 was completely
derivable from the GeoDBR.

At the end of the matching process, we identifteeté main groups of DB25
Labels:

« Labels directly derivable
« Labels derivable but subject to some specifications
« Labels not directly derivable

1.17.1 Labelsdirectly derivable

This type of Labels can be derived by simply usB@QL queries, with no
further processing. This means that there is a grgd match between the
GeoDBR and the DB25 data models on the object destiby this Label: the
geometries in the DB25 are the same of the GeoDBIRs&mantic data needs
only some minor adjustments (e.g. to change aibattr value).

1.17.2 Labelsnot directly derivable

Despite the two data models have been aligned, d@bels of the DB25 do
not have any match among the feature classes oGH#@DBR; to derive these
Labels it was necessary to gather the data proxpske source data. In some
cases it was sufficient to apply a spatial operétay. see Figure 6); in other cases
complex procedures of data enrichment had to becldped (e.g. see the
classification of highways in chapter 6)
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Figure 6: an example of Label not directly derivabThe Label “Contour line on glacier” has no
match in the GeoDBR. To derive this Label is neags® select the intersection between the
GeoDBR feature classes “Glacier” and “Contour lidggft: initial data (contour lines in brown,
glacier in light blue). Right: derived data (contdines on glacier are dotted).

1.17.3 Labelssubject to specifications

Specifications decide whether and how a featur¢hef GeoDBR should be
stored in a Label. There are four main types ot#igations:

e acquisition limits

e pre-processing requirements
* generalization rules

+ other

A Label can be subject to one or more of these figues of specifications; the
specifications work as constraints: only if all them are satisfied the source
feature will be generalized. While Labels with meesifications could be directly
generalized from the source data using simple SQierigs, those with
specifications required some processing to be géimed, in some cases leading
to the development of ad hoc algorithms.

Acquisition limits specifications
There are two types of these specifications:

e geometric constraints
« spatial constraints

Geometric constraints set a minimum size threstfold the objects. The
thresholds could be on the width, length, heightu@a size of an object. Length
and area size are easily evaluated, while the atiafu of width and height
required to develop two different algorithms.

Spatial constraint rule whether an object should demeralized or not
depending on the presence or absence of othertshjedts surroundings. For
example the specifications require that for a maimnpass to be classified as the
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Label P320 of the feature class PDB150 Mountairs tashould be in proximity
of a minor road.
The evaluation of these constraints required tekgvspecific algorithms.
Acquisition limits specifications could be also mik e.g. the Label P403 of
the feature class PAL100 Hut are present in the D&%y if they are isolated and
have an area bigger than 50 sgm.

Pre-processing specifications.
They require that some operations should be appigtie objects before the
generalization. There are just two different typ@rme-processing specifications:

e aggregation of areas
« extension of lines

The first states that groups of similar objectgy.(eerop fields) should be
aggregated if closer than a certain distance tbidslwhile the second states that
gaps under a certain threshold in linear objects fences, see Figure 7) should
be ignored and the object should be generalizedcastinuous line.

The specifications require that these operatioonsilghbe performed before the
actual model generalization, as the acquisitioritéimhould be evaluated on the
new aggregated or elongated objects.

Figure 7: fences (black lines) in a urban contbxildings in yellow, roads in brown); according
to IGMI specifications, a gap smaller than 10 naifence should be ignored and the fence
derived as a continuous line

Generalization rules

Since the DB25 data model was developed with thetaibe derivable from
the Regional maps, it contained also some spetidite on how to generalize
some of the Labels. This kind of specifications|wsthte, for example, that the
Labels L626 of the feature class LBHO30 (ditches)the presence of a high
density of the same features, should be generatalddg in consideration only
those further than 100 m from each other.

These generalization specifications are at the bakemany of the
generalization algorithms explained in the nexiptéa
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Other specifications

Some Labels had some special specifications on twowderive them from
Regional maps. In general these specificationsthdre analyzed one by one by
hand and solved developing a specific solution.

1.18 Rulebuilding

The process of rule building translates all theattehs among the feature
classes of the input and output models into a E&rmal rules that are used to
develop the Java code that performs the model ghzesion.

Working with databases, we decided to use SQL adathguage to formalize
the rules; since not all the rules could be exmessing only SQL commands, we
used an extended notation, adding some custom codsri® indicate special
functions that needed to be applied to comply i specifications. The list of
these custom commands, along with their explansatéold examples, is found at
the end of this chapter.

To speed up the creation of the rules a specidlwas developed. This tool
allows the user to pick a Label from the DB25 maatadl to pick a corresponding
feature class of the GeoDBR model and its attribvaties, thus creating a
mapping rule between a Label and a particular mt&taf the a feature class of the
GeoDBR. The user can then define how to populageattributes of the DB25
Label, either typing the values for fixed valuesilatites, or writing an expression
that maps exactly the relation between the atwiluatiues of the GeoDBR and
DB25. For this purpose, a simple scripting languags developed: this language
allows the creation of simple SET-IF statements,etobed in the rule the
acquisition limit specifications and, using sometom codes, also some of the
generalization specifications. A screenshot of tiwd can be seen in Figure 8.
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Figure 8: screenshot of the tool for rule building:the left the attributes of the DB25 feature
class, on the right that of the GeoDBR,; in the rlédte space to express eventual specifications
with the scripting language.
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Once all the rules have been created, the toolataput them either as a
complete report (this very same functionality wagdito create the CARGEN
documentation), or as a list of queries writtertha extended SQL notation. The
queries are then embedded into a Java code thdbrmpsr the model
generalization, actually populating the tables lué generalized database. The
gueries of the Labels with no specifications need toding, as they can be
directly sent to the server via JDBC and executestpad the queries containing
special functions are transformed into a more cemphva code.

As it was explained in chapter 4, the semantic gdization process is
executed after the geometric generalization: poegssing specifications,
acquisition limits on width threshold and genemlian specifications are all
handled during the geometric generalization prgckesn this perspective, the
process of model generalization can not be corsibimolated, as it blends in the
overall process.

1.18.1 Custom extended SQL notation

The list of custom commands used in the extendet BQation is given
below; some of these commands are automaticalhslated by the rule building
tool to valid SQL statements (e.g. in PostGIS oadhr Spatial notation), other
need to be translated by hand into Java algorithms.

FX.LEN

Function to measure the length of a geometry; @ulitectly translated to a
call to SDO_GEOM.SDO_LENGTHY() in Oracle Spatial,torST_LENGTHY() in
PostGIS.

FX.H

Function to measure the height of a geometry;hhsbeen implemented as the
difference between the highest and the lowest Zieglof the vertices of the
geometry.

FX.W

Function to measure the width of an areal geomdtng width of a polygon
can be difficult to formalize, and there are maiiffedent ways to evaluate this
measure. Our approach was to compute the distateeén a line running in the
middle of the polygon and the boundary, drawingna brthogonal to the center
line and measuring the distance between the pahtmtersection with the
boundary.

FX.AREA
Function to measure the area of a polygon; canreetty translated to a call to
SDO_GEOM.SDO_AREA() in Oracle Spatial, or to ST_AKEIn PostGIS.
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SQ(

Command that means that it is necessary to runataspuery. The text
between the brackets explains in detail how thé&apguery should be performed.

FX.GEOM ( geom_a>geom_b)

Command that means that the source and targetréealasses use two
different types of geometry, and thus it is necessa implement a function to
generalize the latter from the former. The texinsen brackets might be one of
the following:

FX.GEOM ( centroid )

Function that returns the centroid of the inputdes; can be directly translated
to a call to SDO_GEOM.SDO_CENTROID() in Oracle S$gator to
ST_CENTROID() in PostGIS.

FX.GEOM (axis)
FX.GEOM ( asse contenuto)
FX.GEOM ( asseferroviario contenuto)

FX.GEOM ( asse stradale contenuto)

Function that given an input feature will returre tborresponding edge of the
graph associated to its feature class. If the featiass of the input feature does
not have any corresponding graph (i.e. is not eithgoad, river or railroad
segment), the output of the function FX.GEOM( mk}lia returned.

FX.GEOM ( medial )
Function that given an input polygon will returs itenter line; this function
performs an area to line collapse.

FX.GEOM ( boundary )

Function that returns the perimeter of a polygamn be directly translated to a
call SDO_UTIL.SDO_POLYGONTOLINE() in Oracle Spatialor to
ST_BOUNDARY() in PostGIS.

FX.GEOM (sides)

Function that returns the perimeter of a polygaut, ib the element touches
elements of the same feature class, from the ptinage subtracted the parts that
are in common with the boundary of the neighbofeajures.
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FX.GEOM (head )

Function that given an input polygon, will returhet highest part of the
boundary, meant as the sequence of consecutivésganing Z value higher than
the average Z value.

FX.GEOM ( corresponding geometry )
Function that is the inverse of FX.GEOM( axis )vegi one edge of a graph
will return the geometry of the corresponding featu

1.18.2 Someexamples

To better understand the use of the extended S@itiow, some examples are
given below. The examples are an extract from thauchent [CARGEN, 2009];
the queries highlight on one side how the compyerit the correspondences
between different models require human interventmibe solved, on the other
how this operation is dependent to previous geamgéneralization operations.

INSERT INTO LAPO50 ( FACC,GEOMETRY,LAB,LAB_DESC )
SELECT 'AP050',FX.GEOM( ASSE ),'L715''Vialetti
parchi/giardini' FROM AC_PED WHERE SQ(DENTRO
PARCHI/GIARDINI)

This query populates the Label L715 Vialetti pafgiairdini of the DB25
feature class LAPO50 Trail/Footpath using the GeBDBature class AC_PED
(pedestrian area); from the source data the queagsronly the geometry and no
other attributes are used. Since AC_PED is repteddny polygon geometries,
while LAPO50 stores lines, the query embeds ateathe function FX.GEOM(
ASSE ); furthermore, to follow the IGMI definitianf the Label, it is necessary to
perform a spatial query to select only those elénoérAC_PED being inside a
park or garden (this is indicated by the argumétih® SQ() command).

INSERT INTO LAQO040 ( FACC,GEOMETRY,LAB,LAB_DESC,BSC )
SELECT 'AQO040',FX.GEOM(ASSE STRADALE
CONTENUTO),'LX22','Ponte/Viadotto per autostrade',' 014
FROM PONTE WHERE FX.LEN>=2 AND SQ(ASSE=AUTOSTRADA)

This query populates the Label LX22 Ponte/Viadgigr autostrade of the
DB25 feature class LAQO40 Bridge/Overpass/Viadgihg the GeoDBR feature
class PONTE (bridge). In the DB25 model differerdabkls are used in the
LAQO40 feature class to distinct the type or roadging over a bridge: in the
example the Label LX22 represents highway briddespopulate each Label is
then necessary to perform a spatial query to selelgt the elements in PONTE
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containing one or more edges of the road graplsifiled as highway (this is
indicated by the argument of the SQ() command).a$sure a perfect match
between the line representing the bridge and thd io the DB25, the function
FX.GEOM() will not compute the center line of thelygon geometries in
PONTE but instead use the edges found by the $paigaty (this is indicated by
'ASSE STRADALE CONTENUTOQ?); this of course requirtesit the geometries
representing the highway have already been cokthfzsa single center line.

1.19 Conclusions

This chapter described how the model generalizatias approached: the two
data models involved in the process, the DB25 dmd GeoDBR, are briefly
described, highlighting differences and similagtiamong the two. Then the
process of matching and rule building are illugidatthe former revealed some
incompatibilities between the source and targed daddels that had to be solved;
the latter required to develop an extended SQLtiootand to implement a tool to
ease the creation of the semantic generalizaties.ru



Chapter 6

Generalization algorithms

In this chapter the most important algorithms tofgren the generalization of
the DB25 will be described.

The main purpose of the algorithms presented gdhapter is to transform the
original geometries of the features of the GeoDBRrider to make them suit the
DB25 specifications and data model; although tregerithms focus mainly on
the geometric aspect of the features, it will bevelm how they also rely on
semantic data and in some cases enrich the semdaitic with information
gathered from the analysis of the geometries. Ritig the explanation of all the
algorithms, a brief outline of all of them, clagsif as operators, is given. The
chapter is closed by some final remarks on the rnmogortant operators and the
possibility to use the algorithms to generalize asaller scales.

In generalization, the development of the proceslute transform the
geometries of the features -the so called “opes&tois surely the most
challenging task. The generalization of the object® map requires a set of skills
that a computer does not natively possess and nbatl to be taught to it.
Somehow, it is necessary to teach the computertbaraw a map.

If this objective is probably too ambitious as aole; it is possible though to
develop generalization algorithms if they focussomall and specific traits of the
generalization process: a specific input and outmatle, a specific input and
output model and a specific problem to solve.

All the algorithms presented in this chapter hagerbdeveloped following this
approach: every algorithm developed solves a dpegéneralization problem;
sets of algorithms have been grouped together teergéze a specific set of
feature classes. In particular, this chapter widkatibe the algorithms for the
generalization of:

« the hydrography network

+ ditches

 the road network

 the highway network

« small regular areas as buildings

* big irregular areas as wood patches and crops
« lines as pipelines or contour lines

e points



56 Chapter 6. Generalization Algorithms

As the research in the CARGEN project goes furthew algorithms are being
developed and old ones are being improved; in tfiewing pages the present
state of the development is presented, with thdaegtion of the implemented
algorithms along with the description of those aittpons that have been designed
but not yet developed.

120  Generalization of buildings®

Buildings, together with roads and rivers, are afethe most important
features in a map; buildings are related to thegmee of man and their presence
or absence represent a valuable information in @:nfiar example a single
building can provide shelter for a trekker and augr of buildings can tell to a
merchant where a settlement is. Having such a aentde in cartography,
buildings have also received lots of special atbentin the context of
generalization [Regnauld and McMaster, 2007].

1.20.1 Related work

Many different algorithms have been developed twegalize buildings, as their
representation changes a lot at different scalelsrger scales buildings are still
represented as single objects while at small saakbhe buildings in a city could
have been merged together in a single geometrybibats no memory of each
individual object. At larger scales, when buildingse still treated as single
entities, they can be simplified by removing theallest details [Sester, 2000],
[Haunert and Wolf, 2008], [Fan and Meng, 2010] eplacing each building with
a simplified version of itself through template stahg [Revell, 2005], [Rainsford
and Mackaness, 2002]. As buildings are usually dogrouped into settlements,
many algorithms deal with groups or cluster of dmijs [Sester and Brenner,
2000]. When the scale decreases, buildings in graam be deleted or merged
together [Regnauld, 2003], [Li et al., 2004] or typified, that is reducing the
number of buildings in the cluster trying to maintaheir original spatial
distribution [Regnauld, 2001], [Burghardt and Cetca2003]. Buildings and
roads are closely related to each other: roadsnkiance can be used to divide
buildings into groups (e.g. see [Agent, 2000]) tlbuildings, when generalized,
should maintain their orientation with the road fiSbphe and Ruas, 2002]. The
problem of displacement of roads and buildings hheen long studied and
solutions have been proposed by many [Mackanes#]19Ware and Jones,
1998], [Bader and Barrault, 2001].

3 This work was done also with Damiano Callegari,vérsity of Padua.
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1.20.2 Specifications

The development of the generalization step staitech the analysis of the
IGMI specifications for the 1:25000 scale. Accoglito these specifications the
requirement on buildings are quite simple as thdy define:

e a minimum building size (50 sgm),
e a minimum building distance (3 m),
e a minimum courtyard size (300 sqm).

Displacement was not among the requirements, wipédication had to be
applied only in the generalization of sets of silbBe process developed consists
in seven algorithms, to be executed in a sequesmeh algorithm prepares the
data for the following step or enforces one of {B&l requirements on the data.
The algorithms developed are explained in detadt.ne

1.20.3 Selection of buildings

According to IGMI data model, in the generalizatlmetween the 1:5000 to the
1:25000 scale, most of the source buildings shbeldetained. The specifications
state that only buildings that have an area sizallsmthan a threshold value
should be deleted, and this should be done ortlyeifbuilding was not isolated.
To detect the isolation of the buildings, the ailton draws a buffer around each
small building (i.e. with area smaller than theestfrold) and finds whether any
other building is inside this buffer: in this catiee building is not isolated,
otherwise it is. The radius of the buffer was seb®0 meter, a measure that was
evaluated to be a good tradeoff between the numbéwildings deleted (thus
freeing some space) and those retained (usefullasdanark). Any building not
isolated and with area below the minimum buildirgg $s deleted.
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Figure 9: buffers are used to detect isolated mgkl a building is isolated only if its buffer doe
not contain any other building
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1.204 Amalgamation

The purpose of the aggregation algorithm is quitéal: all the buildings that
are adjacent should be merged together. The aigorileveloped actually is
slightly more complex, as it performs two testsdoefactually merging two
adjacent buildings:

« the intersection between the two buildings is cotegwand its size checked: if
it is too small the buildings are not amalgamateat, are flagged as to be
processed using the aggregation algorithm (expdareow);

« the aggregation is performed only on buildings thik be then classified in
the same DB25 feature class: for this purpose gpatibility function returns
true or false whether two adjacent buildings shdglcdhggregated or not.

If two adjacent building pass both these two cdstrthey are merged together.
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Figure 10: building amalgamation; left: source datht: after amalgamation

1.20.5 Aggregation

The process of aggregation is used to merge togatieebuildings that are not
adjacent. Since there is some space between thebtildings, the algorithm
should find a way to fill the gap. There are maitwlyp approaches to this purpose:
build a new geometry that will cover the blank spand connect the two
buildings, or to move the buildings in order to makem adjacent [Regnauld,
2003]. In the first approach the difficulty is toeate a new geometry that can be
inserted seamlessly between the existing onesewhilthe second it might be
difficult to evaluate how to move the buildingsarder to avoid small gaps in the
resulting merged geometry.

Our choice was to develop an algorithm following first approach that fits
best our large scale data, that has dense setetafled buildings: the first
approach in fact scales more easily to contextsmaftiple buildings to be
aggregated together, while using the second apprbegccomplex outlines of the
buildings could lead easily to small gaps in theged geometries.

Existing aggregation algorithms use a triangulatesbh to generate the new
geometry to connect the disjoint buildings (or atgan general) [Bader, 1997].
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Figure 11: aggregation: a) finding buildings untteeshold distance, b) buffers, c) geometry
connecting the points of intersection between thféebs, d) MBR of the geometry, e) if the area
of the MBR is too small (white MBR) the two buildjs are not aggregated

We found that while this approach works well fortural features (crops,
woods), it does not suit perfectly the task of aggting buildings: due to the
triangles edges, the shape of the new geometriess faend to be too “soft” to fit
the generally more angular shape of buildings; oge the new geometries
generated could be very narrow, looking like carglconnecting the buildings.

The solution devised then uses another approachuiiol the connecting
geometry: this is created as the convex hull ottadl points of the two buildings
that are within a distance threshold from the othélding. To solve the problem
of how the shape of the new geometry fits amongettisting building, the new
geometry is made angular computing its orientedirmim bounding rectangle
(see squaring). This choice may seem bizarre aittes geometry that will not
“blend” with the surrounding ones; instead this ichois justified as it actually
prepares the new geometry to be “smoothed” by thwlgication algorithm
(explained later) that follows aggregation in thélding generalization process.

In details the algorithm works as follows:

1. a buffer of radius R is drawn around each buildingere R is the minimum
distance set by the IGMI specifications; the inketns among buffers and
buildings detect which buildings are under this#wld distance and should
be aggregated

2. for each couple of buildings to aggregate A andh®, points of intersection
between the buffer A and the building B (and vieesa) are calculated

3. the convex hull of the points of intersection iawin

4. the size of the area of the convex hull is cal@datf it is too small (under the
square of the minimum distance threshold), the liwitdings are too far away
and they are not aggregated

5. the oriented minimum bounding rectangle of the eonull and the two
buildings A and B are merged in an unique geometry

1.20.6 Simplification

The simplification of the buildings outline is nekplicitly required by the
IGMI specifications. Nevertheless the inspectiontloé source geometries in
1:5000 scale revealed that they were too detadedhfe target 1:25000 scale; in
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particular they featured details (i.e. small justhe building facades) that would
have been too small, that is below the accuradhefl:25000 map that, according
to IGMI specifications, it is set to 2.5 metersGot mm on a the paper map. The
source geometries were also composed by a veryrhigtber of points

It was our choice then to develop an algorithminapéify the geometries of the
buildings. The simplification strategy relied onohalgorithms: one to reduce the
number of points in each geometry, the other toorathe small details from the
facades. As the generalization of buildings is oh¢he most studied topics, we
could find two existing algorithms that we coulceus achieve the simplification.

1.20.6.1 Reduction of vertices

We applied the well known Douglas-Peucker algorifirouglas & al., 1973]
to reduce the number of points comprising the shafpéhe buildings. The
Douglas-Peucker algorithm is a recursive line sifigation algorithm that given
an input line and a tolerance value will computeapproximation of the input line
that is described by a subset of the points dasgrithe input line and lies at a
distance from them smaller than the tolerance.

The idea behind the algorithm is quite simple: tppraximate a line
An,An+1,.....An+tmcomposed by m points the algorithm computes tine li
An,An+m(baseline) and finds the furthest point from thie among the m points.
If the distance to the baseline is below the tho&kshthe line is approximated by
the baseline, otherwise the line is split on thehiest point and the algorithm
recursively approximates the two pieces.

Douglas-Peucker algorithm is a line simplificatiaigorithm, but it can also be
used on polygons applying it to the polygon boupdar the case of compound
polygons or polygons with holes it is necessarggerate on each ring singularly).
Douglas-Peucker algorithm is fast even in its basplementation (a faster
implementation exists [Hershberger & al., 1992Bpecially on polygons with
few vertices (a typical building has often lessntt2® vertices) and it is able to
retain the most characteristic shape of the inpetusing a small part of the input
vertices. Although other line simplification algimins exist [McMaster, 1987],
our choice fell on Douglas-Peucker as it is readitgilable in many libraries (e.qg.
JTS) and it is easy to setup (requires only onarpater).

A problem of the base implementation of DouglasdReu algorithm is that it
is not topological safe: the simplification of astd line may in fact create self-
intersections; a topological safe version exisea[f®ld, 1999], but it has a higher
computational cost. Also, the use of the DouglaseRer algorithm on buildings
or rectangular-shaped objects is not completelpmenendable as it tends to
delete the corners, making the remaining very sharp

Our point reduction strategy applies the DouglageRer algorithm to the
building outlines with a very small tolerance: thitows to reduce the number of
vertices, although limiting the drawbacks of thgaaithm (self-intersecting and
rounded outlines): a threshold of 1 meter has lmgmrimentally found a good
tradeoff between the number of vertices deletedth@dbsence of errors.
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1.20.6.2 Elimination of juts

To eliminate the smallest details of the facadethefbuildings, we based our
strategy on an algorithm described by Monika Se$&sster, 2000]. The
algorithm is an iterative procedure that removesnfra building all the facades
that are shorter than a threshold; the decisiohas¥ to remove a short facade
depends on the geometry of the neighboring sidesteBs algorithm handles three
distinct cases:

« intrusion / extrusion: the angle between the prexpdnd the subsequent side
is approximately 180°: the small side is set bacthe level of the main facade.

- offset: the angle between the preceding and thesesutent side is
approximately 0°: the longer one of the adjaceiitling sides is extended, and
the shorter side is dropped.

e corner. the angle between the preceding and thesegulent side is
approximately 90°: the adjacent facades are intézde

These rules are iteratively applied to all the $migles of a building, starting
with the shortest ones.

We implemented a modified version of the simplet&&salgorithm described
above, in order to adapt it to our data.

First we extended the application of the algorithynwidening the range of
angles treated: in the original implementation #igorithm simplifies only
building that are almost rectangular (with almogtize corners) while in our
source data, the building sides are connectedetméiighboring sides with angles
that are not treated in the original implementatitwe range of angles treated has
been increased by +-15° on each case.

180°

: . I_'".l'\l

Figure 12: transformation of the building outlirecarding to Sester's algorithm

As a second modification we changed the solvingtesgyy in the “offset” case:
our implementation extends the longer side but redtvieack, toward the inside of
the building, to keep the area of the building ¢ants
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Also the solving strategy of the “intrusion/extrusi case is changed: in the
case the setting back of the small side to thel lef/¢he main facade causes an
area loss or gain bigger than a threshold, theatiparis not performed, but the
intrusion or extrusion is exaggerated widening #mall side to reach the
minimum side size.

The application of the algorithm reduces the numifevertices, and thus of
sides, in the buildings; it also simplifies the teergular shapes created by the
aggregation, blending together the buildings thatenmerged.

The parameters to operate the algorithm have beéerréd from the
specifications or found empirically by visual insfien of the results: the
minimum side size chosen is 3 meters while the mari area loss or gain has
been set equal to the minimum building size of &f.s

—)

Figure 13: example of the application of the juisimation algorithm

1.20.7 Squaring

The operation of squaring aims at giving the buaiddia squared look, thus
helping the user to identify the building. Thisusually necessary to overcome the
accuracy limitations of the digitization processefRauld & al., 2007]. In
practice, at large scale it is not possible to sgjadl the corners of each building,
so our implementation aims at reducing the numbedifferent values of the
angles of a polygon. The basics of the algorithencaiite simple: a base angle and
a polygon are given as inputs to the algorithm tedalgorithm will modify each
angle of the polygon in order to round its valughe closest multiple of the base
angle. The base angle is a fraction of the riglgteate.g. 90/3, 90/4). The effect of
the squaring operation is a discretization of thmber of allowed angles: this will
deform the original shape of the building.

In order to not introduce big deformations to thigioal shape of the building,
the angles should be “squared” referring to thennmientation of the building
(e.g. see [Duchéne et al., 2003]): before perfognitre squaring, the algorithm
detects the main orientation of the building. Thpuasing could lead to an
excessive deformation of buildings with many diffietr angles: to avoid this,
before performing the squaring, also a “squareitgbitest is performed on the
building. The three steps comprising the squarlggridhm are explained next.
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1.20.7.1 Detection of orientation (calculation of the oriented minimum
bounding rectangle)

To detect the main orientation of the building dlipg strategy is used: every
side of the building casts a vote for its directanmd at the end of the votes, the
most voted direction is chosen. The directionsmaeasured in module 90; to give
bigger importance to longer edges, the votes arghtedl (multiplied) by the
length of the side that casts the vote. The implgat®n is quite trivial: an empty
array of 90 cells is prepared, then for each sidthe building, the direction and
its length are measured; the length of the sidlen stored in the array in the cell
indicated by the module 90 of the direction of $ige (rounded to integer). At the
end of the operation the cell storing the higheslue represents the main
direction.

The directions are measured in module 90 to oladietter chance to detect
the main direction: in this way sides that are agtinal will cast a vote for the
same direction that will more easily be picked lzet having the more votes; the
second main direction is supposed to be orthogtmahe main direction. The
module 90 implies that we do not know exactly thaindirection of each
building, but only that it is either that returnéy the algorithm or the one
orthogonal to it; however this is enough for theuamipg algorithm to run
correctly.

The main orientation of a polygon can also be usedompute its orientated
minimum bounding rectangle: this is done by findthg main directioR of the
polygon, then rotating the whole polygon by an en§, compute its MBR and
then rotating the MBR of an anghi.

1.20.7.2 Squar e-ability test

As the squaring operation changes the value ofitighes, it rotates the sides of
the buildings. The rotations are more noticeabthefy occur on long sides and, in
some cases, they may cause a long side to intesisether side, resulting in a
wrong geometry. It's important then that long sides not rotated: the weighting
applied during the detection of the orientationwdtidias the polling according to
this purpose. In the case of a building havingrt@ny long edges directed in too
many different directions the algorithm is very ek to produce a wrong
geometry: as one direction will be picked to set thain orientation, the long
edges that are rotated will probably cause sed#frg®ictions in the building
perimeter. To avoid this problem a square-abiliggttis run before actually
squaring the buildings.

The square-ability test has been devised to d#test buildings that are not fit
to be squared.
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Figure 14: testing two different buildings: a) #ilgorithm can not find the main direction of the
building and it will not be squared; b) the builgihas a clearly one main direction and it will be
squared. In the plot: in red the average, in bheevites for each direction

The concept behind the test is quite simple: iddngs with many different
angles, the values of the direction of the siddkhei spread in all the cells of the
polling array, while, on the opposite, in a peffestguared building they will be
found only in one cell. The test then works by dommhow many cells have a
“high” value: if they are more than one, the builglidoes not have only one main
direction, but more than one and thus is not flbecsquaring.

To find the “high” values the test computes the maagle value: this is done
counting the sum of all the cells with not zeroueahnd dividing the sum by the
length of the perimeter of the building. To detewire easily the “high” values,
during the test the angles are grouped in “maclis*cehey are measured in
module 90, but then, through a rounding operatioey are divided onto an array
of 90h cells, wheren is the group size; this has the effect to localipimize the
dispersion of the measures. If the number of maetls- whose value is bigger
than the mean angle value is one, the buildingoeasquared, otherwise not.

1.20.7.3 Angle squaring

The algorithm that actually squares the buildirgatively rotates each side of
the building in order to change its rotation to thesest allowed angle (a multiple
of the base angle). Each side is rotated arounceitsroid to minimize the effect
of the rotation on the total area of the buildinmgl an the offset of the building.
When each side is rotated, the intersections vighprrevious and following sides
are calculated, and the position of the verticagdated. In the case that adjacent
sides are rotated to the same angle, thus becopairadlel, the sides are merged
into a single side that is rotated around the céhwf the sides merged.

At the end of the process, the directions of al sides of the building and its
angles have a value that is a multiple of the laagge.

1.20.8 Removal of internal rings and spikes

To abide the IGMI specifications, courtyard amongildings should be
removed if their size is smaller than the defineteshold of 300 sgm. This is
achieved easily deleting every internal ring of thalygons representing the
buildings whose area is below the threshold.
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The process of amalgamation, aggregation and dingilon could have
created some small gaps between the buildingsheéd gaps are inside the
building perimeter, they are internal rings andthen deleted when removing the
courtyards, while if they are on the perimeter lod buildings, they are spikes.
Spikes are removed from buildings using a very &mgigorithm that detects
them by measuring the angle between each two adjatdes and the length of
the same sides. If the angle or the lengths ambalthreshold, a spike has been
found and it is removed by extending the side aajato the shortest of the two
sides.

1.20.9 Typification*

The operation of typification is a selection operahat tries to maintain spatial
patterns. Typification is an operation that is vi§desed to perform generalization
of buildings at small scales. For our purposesifibgiion is not necessary to
generalize buildings; instead IGMI specificationgygest to use it to generalize
patterns of silos. This let us to develop a simgdgrithm that is run just on the
feature class of silos. The algorithm tries to fihd silo is isolated or in a group
and if the group has some spatial pattern disiohuin this case it tries to delete
some of the silos while at the same time still @ying the information about the
spatial pattern.

To detect whether a silo is isolated or in a grahe, same procedure to find
isolated buildings is used. When a group of sitofouind, they are processed by
the typification algorithm.

The typification algorithm can recognize linear il patterns, with the latter
being an extended case of the former. The objediibe algorithm is to delete
some of the silos in each group in order to freeugh space that each silo is at
the minimum distance value from the neighboringsone

The first step of the algorithm is to test whettieare exists a line that passes
through all the silos in the group: the centroideskry silo is connected to the
centroid of the nearest one by a line segment hadaverage of the direction of
these line segments is computed. Then this avésagged to draw a line on each
centroid of the group: if at least one of the limegsses all the silos, they are in a
linear pattern, otherwise they are not and thefibgtion algorithm is not applied
to them. The line that crosses all the silos indheup is taken as reference (if
there are more than one line, that with the smaliesrage distance from the
centroid of the silos is chosen): the algorithml wi} iteratively to place the silos
equally spaced on this line, deleting one sildeaiion in the case the space is not
enough.

In some cases silos are aligned in a grid pattdis; means that they are
aligned along two main directions, usually orthogjoone to each other, and that
every silo belongs to exactly two linear pattereach parallel to one main
direction. To generalize grid patterns the ideatdsconsider them as a 2D

4 This work was done with Rossella Baldin, UniversifyPadua.
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extension of a single linear pattern: the algoritlisniteratively applied to
generalize the linear patterns along one direcéowl then along the other
direction. Comparing a grid pattern to a matrixe gigorithm will first solve all
the rows and then all the columns; each row (ouroal) is treated as a single
linear pattern. The process is iterated until yfication led to a reduction of the
number of silos (along both directions) that leaesugh free space between one
silo and the neighboring ones.

I .

Figure 15: typification of a grid of similar object

1.21 Generalization of the road networ k

The road network is one of the most relevant festin a map and probably
represents the most recognizable sign of anthrtipizal he importance of roads,
their ubiquity and their relation with other them@ske them one of the main
topic of generalization.

This chapter will present the algorithms for thengpalization of the road
network from the scale 1:5000 to the scale 1:25@@3cribing in two separate
sections the generalization of ordinary roads &edyeneralization of highways.

One of the main aspects of the process is howléztsthe roads to generalize
and those to delete. In the following sectionsiiit e explained how we could
drive the selection process by enriching the ingata model on the base of
morphological analysis of the roads.

1.21.1 Related work

Morphology, intended as the study of shape and fisran important topic in
the field of generalization: one of the main aimisew generalizing a map is in
fact to maintain the form and shapes representéteimput map.

The shape and form of the features have been sdtudieasured and
characterized (see for example [Agent 2000]) asgarches have been done to
understand the perception of shapes and forms f&ener 1938], [Thomson and
Richardson 1999], [Thomson and Brooks 2000]. Adisil information have been
usually used to drive the generalization processthe examples that we will
present in this chapter instead, we use morphadb@y earlier stage, to reclassify
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features or to refine the existing classification arder to gather a better
knowledge of what is represented on the map andatge more conscious
generalization.

The research on the analysis and generalizatiooaaf network has been very
intense too, because of the main role played bgsdamaps. Most of the authors
working on road networks use the concept of straleived from the work of
[Thomson and Richardson 1999] on perceptual gr@ipin a road network
represented by a graph, we can define a strokechain of edges that are joined
on the principle of good continuation. The conagfpétrokes is much used both in
the analysis and in the generalization of road ngte; strokes are usually built on
the basis of straightness, but in some cases aflada can be taken in
consideration, using information directly from timput model (e.g. road names),
or enriching the data calculating new metrics [@annt 2004], [Heinzle 2005].

Although strokes are a very important tool in gefieation, strokes alone can
not provide a complete solution to the generalwatof road junctions and
highways; some works that address more specifidaiyge topics are those of
[Mackaness and Mackechnie 1999, Thom 2005, Tougd]20

In [Mackaness and Mackechnie 1999] the authors ge®pan interesting
approach to generalize road junctions, using duatalysis and graph theory.
Their idea is to find the road junctions as thearg where the nodes of the road
network are denser. This is done clustering théioe= of the road network and
applying a “granularity” threshold to create thastérs. Every cluster represents a
road junction. The graph representing each junddghen created and contracted:
the junction is simplified collapsing all the vess of the cluster to the centroid
and connecting all the edges to it. Changing t@gerity threshold is possible to
control the level of generalization of the junctidsy collapsing more or less
vertices. Although the algorithm proposed to detauat generalize road junctions
produces viable results, the choice of the righnhgtarity is still an open question;
furthermore, as noted by the same authors, in sngtences the results were not
acceptable leading to what they defined “the callag star effect”.

In [Thom 2005], the problem of collapsing dual-éageway is addressed with
a four-steps algorithm that builds the strokes friive road sections, pairs the
strokes, collapses each pair and connects thetirgsuine work with the
remaining road network. The author notes that bexdhe direction of the slip
roads is almost tangential to the main roads, mglthe strokes only on the basis
of straightness leads to unpredictable resultss Pinoblem is solved using the
direction of the road (stored in the input data eipdo develop a method of
tracking one-way sections.

In [Touya 2005] the author describes a full andegenprocess to allow road
network selection in model generalization. The autirchestrates many different
algorithms in a process entailing four steps: datdchment through structures
and pattern recognition, rural selection basedssessing traffic by shortest path
computing, street selection algorithm based on rbémtk aggregation and
structures typification. The classification of rogdnctions is achieved by
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classifying first simple road junctions analyzimag,every node of the road graph,
the angles between the incident edges; complex juoadions can be then found
as particular aggregation of simple ones. Unforteigathis classification process
is not explained in details.

1.21.2 Generalization of ordinary roads®

The process of road generalization deals usualtli tWwo main aspects: road
selection and displacement. Road selection all@dsaing the complexity of the
road network preserving a smaller set of roadgplai@ment instead allows to
solve the dispute for space due to the symbolimatfothe map objects; the latter
topic, however, goes beyond the scope of our resear

Working at large-medium scales the problem of smeleds simpler, as many
of the roads in the source are retained at theetascple; nevertheless the large
scale of the source data brings some problems:jumations are represented with
too many details, that need to be “filtered” at thiget scale; for this very purpose
a road junction generalization algorithm has bemretbped.

The generalization of the ordinary roads compribes four main steps:

« simplification,

* harmonization,

« removal of dangling edges,

* generalization of road junctions.

1.21.2.1 Simplification

The algorithm developed to simplify the source dapplies the Douglas-
Peucker (DP) algorithm to the edges of the graphesenting the road network.
Although the threshold used is small and correspdodhe accuracy of the target
data model (2.5m), in the cases of narrow roadsight be big enough to make
the road intersect a neighboring object (e.g. &img). To avoid this event, the
algorithm bounds the allowed shape of the genemlliine to the interior of the
polygon that represents that section of road in @@DBR: in the case the
generalized line intersects the boundary of theygm, the line is iteratively
returned to its original shape and simplified appdya smaller threshold to the DP
algorithm.

Figure 16: applying Douglas-Peucker to roads

5 This work was done with Igor Lissandron, UniversifyPadua (see [Savino et al., 2009]).
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Figure 17: example of road harmonization: the edigesd (left) have been classified as those
adjacent (right)

1.21.2.2 Har monization

The harmonization algorithm extends the classificatof a road to its
neighboring roads, with the purpose to have a moriéorm classification on
contiguous roads.

In the source data, roads are represented by tiesex a graph; each edge has
its own classification and it may happen that twijaeent edges belongs to two
different road classes. The idea behind the algmstis that the class of a road
should be constant along all the edges that comfpeseoad and that if a class
change should happen, it should take place anywdrdyein presence of a special
condition (i.e. the intersection with another featelass). This idea comes both
from common sense and from the opinion that geizatain should reduce details
[Mackanness, 2008], like an excessive segmentafiooads.

Furthermore the analysis of the source data higtdidjthe presence of errors
in the classification of roads as sudden changdkédrroad class; since the road
class is used for the construction of the stroké®mpson & al., 1999], correcting
these errors through harmonization will also imgrdive results of generalization.

The idea has been translated in a simple algorttrah works on the strokes
built on the edges of the graph: for each stroke i adjacent, on both sides, to
two strokes having the same road class, but diffefrem its own, the stroke is
harmonized, i.e. its road class is changed todhtite adjacent strokes.

The harmonization is limited by two conditions:

=

. the stroke to be harmonized should be shorterdhthneshold (1500 meters)

2. the stroke should be the “good continuation” of dldgacent strokes (i.e. if their
road class was equal, the stroke and the two adjat®kes, one on each side,
would have been part of one single stroke)

Harmonization is also applied to dangling strokas:this case the same
conditions apply but there is only one adjacenbk&ly the harmonization will
change the road class of the shorter of the two.

1.21.2.3 Removal of dangling edges

According to the IGMI specifications, roads shottean 250 meters should not
be generalized to the DB25. This rule is appliety da dangling edges of the
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graph, as it would cause the loss of connectiotisémetwork if applied on all the

edges. As the removal of a dangling edge may createw dangling edge, the

rule is applied recursively; the recursion endsmtie length of the edge to delete
added to the lengths of all the adjacent edgesidyreleleted is bigger than the
threshold of 250 meters (this to avoid that a daggkequence of edges, each
shorter than 250 m, would be completely deletethbyecursion).

According to the IGMI specifications, the removébadangling edge is subject
also to another condition: it should not be delatedis the only access road to a
building or group of buildings.

To comply to this requirement, for each danglingeedandidate to deletion the
algorithm follows these steps:

1. a buffer of size R is drawn around the candidategltiiag edge to search for
any building closer than R to the road

2. if such a building is found, a buffer is drawn amnduthe building, to check
whether another road passes nearby the building

3. if such a road is found and it is not dangling, tiedidate edge is deleted; if
the second road is another dangling edge, onljiahgest among the two is
kept.

The algorithm actually performs this control notyoan buildings, but also on
groups of buildings (the grouping of building isndar to that described in
[Boffet, 2001]: a buffer is drawn around each binigdand overlapping buffers are
merged: the single buffers identify single buildingvhile merged buffer identify
clusters 9f buildings).

Figure 18: removing dangling edges. Left: in redgleng edges candidate to deletion (after the
first iteration). Right: final result after the iitdive procedure: all the dangling edges not lgadin
to a group of buildings or being a redundant cotiaed¢o them have been deleted

1.21.2.4 Generalization of road junctions

The IGMI specifications for the DB25 states speailly that every roundabout
of radius smaller than 25 m should be collapsedtgocentroid and, more
generally, that road junction should be “simplifiedo fulfill these specifications
it is necessary to be able to recognize both thadabouts and the “complex”
road junctions (i.e. those needing to be simpl)fied the source data model does
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not provide such information, it was necessary éwetbp an algorithm able to
detect these structures in the road network.

When generalizing road junctions, the first probkensolve was to detect those
that needed to be generalized. This was like askiwhat makes some road
junctions so complex that they need to be simpl#ieThe answer that we found
is “redundancy”: the difference between a “simgl#iction and a “complex” one
is the presence of short edges (e.g. slip roadgsaacamps) that create redundant
connections in the graph.

Figure 19: simple (two leftmost) and complex (tightmost) road junctions

Since a redundant edge in a graph create a cyakealgorithm finds the
junctions to generalize by looking for all the @glin the road graph; of course, as
the road graph is highly cyclic, we had to setraghold: we empirically set it as
250 m of maximum perimeter length. What the algonifinds is a set of cycles of
different sizes and shapes that may be isolatedijaccent to other cycles.

The most recognizable junctions are probably thendabouts: testing the
“roundness” of every cycle (perimeter to area ratimilar to 4t/p) we could
easily find them; this however left many cycled sticlassified.

As it was clear by visual inspection of the resu#tsme of the cycles found
were part of more complex junctions. Then, in ortdelook at the broader picture,
we merged together all the adjacent cycles anduleaéd how many points the
boundary of the resulting merged cycle had in commwith the road graph: we
found out that the number of these points (callegcigl nodes) and the type of
junction represented by the merged cycles weréeatkand so this could be a good
way to classify them.

We built the strokes on the basis of the gestaticfple of “good continuation”
connecting the most straight chain of edges pasirgugh the special nodes.
Strokes could be built just “locally” on the roadges touching the road junction;
from our experiments, the best results were obdiaimd considering any semantic
information (e.g. road name or classification) fed £dges: in some cases, in fact,
the original classification changed right after tbad junction, thus preventing the
construction of longer strokes.

Depending on how many special nodes a stroke vassiog (one or two), we
classified the strokes as crossing roads (crosaisgecial nodes) and incoming
roads (crossing only 1 special node). All the renimgj strokes were classified as
internal roads.
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incoming road

crossing road

X

internal road :
special node

Figure 20: left: road junctions are detected usgayl cycles; each road junction can be formed
by one or more road cycles; right: special nodeming roads, crossing roads and internal
roads in a road junction

On the basis of the number of special nodes anduh#er and type of strokes
of each junction, we could further classify thedganctions in:

T-junctions
Paired T-junctions
Crossroads

Each road junction not falling in one of these sé&sis tagged as “unclassified
junction”.

Junction type Number of secial Number of Number of
nodes crossing roads incoming roads
}% T-Junction 3 1 1
% Paired T-Junction 4 1 2
% Crossroads 4 2 0
I
Roundabout (classified at earlier stage)
. (any junction not falling in the criteria

/% Unclassified above)

Table 1: relation among the type and the numbspetial nodes, crossing roads and incoming
roads for each type of road junction
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Visually inspecting the results of the algorithme ¥ound that it performs in
accordance with the expectations: roundabouts,n€tjons, paired T-junctions
and crossroads are correctly detected and cladsifaest of the time and what the
algorithm tags as “unclassified junction” are usudlinctions that are arguably
difficult to classify, even for a human. In somees, though, there are some false
negatives: T-junctions, paired T-junctions and sroads can end up in the
“unclassified” group because of a single edge tmghhe boundary of the
merged cycle, thus increasing the number of spemdks over the thresholds.
False positives can also happen, in particular oyates with three special points
can be mistakenly classified as T-junctions. A euity test is used to avoid this
case: since a real T-junction should have slip sotd connect smoothly the
crossing road with the incoming road, and slip eobg design have a concave
shape, the merged cycle of a real T-junction shdiddcontained by a triangle
drawn on its three special nodes. Empiric testeated that it is sufficient to
compare the area size of the triangle built ontkinee special nodes with that of
the merged cycle to filter out false T-junctions.

Figure 21: (left) a T-junction is treated as anclassified junction” because the edge indicated
with an arrow increases the number of special nqdght) testing two candidate T-junctions:
the first fails the concavity test (red trianglé)e second passes (green triangle)

At the end of the process, all the road junctioasehbeen classified into 5
categories:

« roundabout

» crossroad

e T-junction

e paired T-junction

« un-classified junction

For each of these categories a specific generalizaigorithm is executed.
The main idea is to remove all the roads that arerelevant in the junction,
although preserving the functionality of the junati this is achieved carrying out
a test prior to the elimination of every segmenveoify that its removal will not
lead to a lack of connectivity among the distinetiwodes of the junction. As
mentioned before, all the generalization algorithopgrate just only inside the
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perimeters of the joined loops, assuring that mlagy changes are made to
features lying out-side these boundaries.

Roundabouts

Generalization of roundabouts differs depending teir size and on the
presence of road loops around them. The size oliadabout is calculated as a
“virtual radius” R, that is its perimeter divided by=z2 Following DB25
specifications if the radius is smaller than 25erethe roundabout is collapsed to
its centroid, otherwise it is replaced by a perfeictle with the centre in the
centroid and radiuR. Any road loop touching a roundabout is also galied:
from each distinctive node not touching the rourddta line is drawn to the road
loop centroid and from here to the roundabout oéhtif the road loop is part of
a joined loop, the line from the road loop centrisidonnected to the joined loop
centroid and then to the roundabout centroid.

In case the roundabout has not been collapsedingeto its centroid are cut
on the circumference of the roundabout. This sammeequure is applied, of
course, also for any road merging into the roundaibo

T-junctions

Regarding T-junctions, there are two different galieation procedures.

T-junctions are junctions where a road is conneet#d two or more access
lanes to a crossing road. According to the definitialso road loops made by one
road having both the end points connected to twiigaous roads or to the same
one are classified as T-junctions: this kind ofdda@op, that we call “redundant
loop” actually doesn't represent a real junctiom afould be processed in a
different way. To distinguish between redundantpkoand T-junctions a
morphological test is executed: in a real T-junttibe incoming street smoothly
merge into the crossing street through some adagss (they need to be at least
two in order to build a loop and be detected), tigisng the joined loop a
concave shape; redundant loops, on the contratgn cdhape a convex joined
loop. Figure 7 (a) and (c) clarifies this concept.

On the basis of this consideration we can distisiglietween real T-junction
and redundant loops by a simple concavity/convetdst. This test is done by
comparing the joined loop area to that of the pofydpuilt using the distinctive
nodes as vertices: if the latter is bigger thenjtieed loop it is concave and we
have a real T-junction, otherwise we have a redunhdaop. Regarding T-
junctions, the generalization is achieved through preservation of the crossing
road and the removal of all the other segmentsrgéng the joined loop; one
median confluence segment is created between tbenwast external access
ramps. Redundant loops are solved by simply dgjdtie internal road and thus
“opening” the loop.
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Paired T-junctions

Paired T-junctions are processed through the rehwavall the access ramps
and the creation of two segments starting fromdis¢inctive nodes of the two
incoming roads and ending in a common point overdtossing street, this point
being the centroid of the joined loop. The choizananage this kind of junction
as a class instead of simply managing it as twguam T-junctions was taken to
avoid the creation of two distinct intersections tre crossing road that,
depending on the direction of the confluence segsneh the two singular T-
junction, could be too close to each other.

Crossroads

Crossroads are the simplest class to solve: thetagsing roads are preserved
while all the other internal roads in the joine@poare removed; this operation
corresponds to removing all the access ramps amftlience lanes of the junction,
leaving only the main roads.

Un-classified junctions

Regarding un-classified junctions, a best efforhegalization procedure is
applied: the algorithm removes all the internaldoaf the joined loop, thus
deleting some of the loops and simplifying the allsgeometry.

1.21.3 Generalization of highways®

In Italy highways are a special part of the roatiwek: they run isolated from
the ordinary roads and the connection to them mass$ through a toll gate; the
highway network can be considered then a sub-gofphe whole road network.
The most relevant features in the highway netwoektlae two carriageways: other
features are connected to them, as rest areaspalils and toll plazas. In our input
data model, all the edges belonging to the highgiaph are only classified as
“highway” and not further specialized.

The generalization of highways was hindered byablem between the source
and target data models: in the IGMI DB25, therestsxa specific object for the
highway toll stations, the highway slip roads, tighway rest areas and the
highway carriageways whereas the GeoDBR lists anfgature “highway”, not
further specialized, from which to derive all thadgects.

This problem has been successfully solved devejpgindata enrichment
process relying on the study of form and shapehef ¢dges composing the
highway graph.

6 This work was done with Matteo Zanon, UniversityPafdua (see [Savino et al., 2010]).
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The first step of the process is to find the mairriageways of the highway;
following the slip roads are found, leaving reseas and toll stations to be
classified last.

1.21.3.1 Classification

The first thought one has when thinking of a highws something long,
continuous and straight; this remark let us to mowue first step toward the
solution: we found among all the edges the longestthe most straight and we
classified it as “carriageway”. This first edge wased as a “seeding edge”:
starting from it we grew the carriageway addingtladl edges connected to it first
in one direction and then in the opposite. Thicpdure went on until a fork was
met.

A fork in the highway means either that there sip road joining or leaving
the carriageway, either because the highway splitsvo directions or because
there is an exit. As noted by others [Thom 200BLause slip roads are by design
close to tangential when joining or leaving theirad carriageway, straightness
alone is not sufficient to create reliably strokesn dual carriageways. Because
of the function of slip roads anyway, their progest being tangential is required
only locally, in close proximity to the junction thi the carriageway: looking
“further away”, the slip road changes its direct{erg. to route the traffic to a rest
area, a toll station, or another highway).

To construct the strokes from the carriageway weasde a metric, calledend
ratio, that takes into account the way the directioraofedge varies. The bend
ratio of an edge A composed by n verticgsg &, .... & is defined as

DL, diff
L

bend ratio

where:

« L isthe length of the edge A

e L;is the distance between two consecutive verticearad a

« diff; is the difference between the angle of the segifinent 3; and aand the
angle of the segment from the first to the lastives of the edge A

PN
~

Figure 22: the score of the bend ratio is useditlnl bhe strokes from the carriageway
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Figure 23: classification of carriageways (leftflastip roads (right). In the pictures, in gray the
network of ordinary roads, in black the highwaywmik, in yellow a group of carriageway (left)
and some slip roads (right)

The value of the bend ratio increases the lesedige is rectilinear.

Using the bend ratio slip roads can be distingulsired the construction of the
stroke continues along the carriageway; when adagg@way cannot be extended
further, a new seed edge is searched among the edg¢éagged and the process
starts again.

At the end of the process all the carriageway #medslip roads connected to
them are identified and classified, but there &ileasher objects to be recognized:
rest areas and toll stations. Some rules derivat tonditions that apply to them
helped us in doing so:

* toll stations are the only edges of the highwayphbrallowed to be connected
with the ordinary roads and are either at the dral @arriageway or connected
to a slip road;

< rest areas are portions of the highway graph tteat@nnected only to the same
carriageway and can not be connected to normakroad

These restrictions apply in Italy, but other moeneral characteristic can be
used to classify them: for example in a toll plaélza presence of the toll booths
divides the carriageway in many lanes, while a aest can be identified by the
presence of a graph that has sharper bends -discmtended for low speed
traffic.

Applying the conditions above, also toll plazas awedt areas have been
classified.

Having set up a set of rules to identify the olgese are interested in, we can
then be confident that one edge not matched byéthese does not need further
attention and can be discarded: this is an impbeasgpect to consider as it helps to
avoid that errors in the input dataset are passéldet generalized one (see Figure
25 left).
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Figure 24: rest areas (left) and toll stationshigan be recognized due to their particular shape
and their connection with carriageway and the moatgvork. In the pictures, in gray the network
of ordinary roads, in black the highway networkyallow a rest area (left) and a toll station

(right)

1.21.3.2 Generalization
At the end of the classification process, the higynwas been decomposed in:

e carriageways,
« slip roads,
« toll-plazas,
 rest areas.

Each of these elements is generalized with a speadijorithm; the results of
this process are shown in chapter 7.

Carriageways

Complying with the DB25 data model, dual carriaggsvahould be collapsed
to a single line running in between them, unlegy thre separated by a distance
bigger than a certain threshold (30 meters). Thgprahm performing this
operation finds the sections of the highway whaeettvo carriageways are closer
than this threshold and draws a middle line betwhem; the two sections will be
deleted and the middle line will be connected wiith rest of the highway graph.
In connecting the generalized carriageway to tiggway graph particular care is
taken to draw a smooth transition between the foand the latter. In the case the
two carriageways run at a distance from each atlese to the threshold, it might
happen that the generalization results in a seguehcollapsed and not collapsed
sections (“sausage effect”); to avoid this evenhiaimum length constraint is
enforced on the not collapsed sections: a sequefncellapsed and not collapsed
carriageways would be then represented only ifihtecollapsed section is longer
than 1 km (this value was found empirically).
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Figure 25: (left) an error in the classificationtbé input data is detected: the edge classified as
highway (red) is too short to be a highway anda abp road, it is not connected to anything; it
will then not considered part of the highway. (tighhe classification of slip roads and
carriageways is reliable also in complex cases.

Toll-plazas

In the source data, nearby the toll-gates the haghgraph usually branches in
many edges (see Figure 24 right). These many edgeshen generalized,
reducing their number by merging together and fynedllapsing to a line the road
cycles created by the graph branching around thegdtes. This procedure might
be thought as a sort of typification, as it reduties number of objects while
maintaining the pattern.

Rest areas

According to the specifications, in the DB25 rastas should be represented as
polygons or its centroid in the case the polygosnmller than a threshold (3000
sqm). The classification process identifies the¢ aesas as sections of the highway
graph, and thus as lines. The generalization psoiten has to create the polygon
of the rest area starting from these lines: thisasily accomplished by drawing
the road cycle formed by these lines and the ag@viay; the size of the polygon
built using the road cycle is then measured arsindller than the threshold, the
polygon is collapsed to a point.

Slip roads

The generalization of the slip roads is similarthat of the carriageways:
sections of the slip roads that are to close allapsed to their middle line and a
smooth connection between the slip roads and theagaway is drawn after the
latter or the former has been collapsed to a siigge
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1.22  Generalization of the hydrography network”

With no surprise hydrography is one of the mostdngnt feature classes to
generalize. Hydrography as a theme comprises neatyre classes that describe
both man made and natural features, flowing adidvwgiers, with the network of
flowing waters usually represented as a node-edgphg As one of the most
prominent natural themes, hydrography is probaltsyrmost complex, for its big
number of elements and feature classes, its egterspanning big areas of the
dataset and its being often in relation with otthermes (as transport networks and
settlements). The generalization of hydrographyhen a complex task, which
made it one of the first topics to focus our aftamto.

1.22.1 Input and output data model

The GeoDBR and DB25 data models for hydrographyesh@ny similarities:
they both distinct watercourses between man-maalea(s) and natural (rivers),
and classify them on their width. All the flowingaters are represented in a node-
edge graph and the broadest of them (both candlsieers) are also represented
as an area.

In the input model there is a 1:1 relation betweglyes and areas of the
broadest watercourses (the area of a broad watsecds divided into sections,
each of them containing one edge of the graph).oflenis present at each
intersection between two or more edges and altweantersection with the edges
of other graphs, noticeably those of road andaadrnetworks.

Water bodies like ponds, lakes, swamps and so ®meqresented in separate
feature classes and those of them connected thyi®graphy network contain
also edges that guarantee their connection to rdgghg(e.g. edges connecting the
inlet and outlet of a lake). Smaller watercoursescreeks and ditches, are stored
in two different feature classes; creeks are phathe hydrography graph while
ditches are not.

Both the input and output data models for the feattlasses representing
flowing waters (rivers and canals) have a simpl@aic, comprising only the
attributes id, name and hydrography class (a coddifter between the types of
rivers or canals based on their width).

The flow direction is not present in the data medehd this will require
reconstructing it during the cartographic geneadiimn process.

The differences between the two data models arisenwcomparing the
specifications of each feature class. In the inplata model (GeoDBR)
watercourses are classified into only 2 hydrograggs: “narrow” watercourses,
represented as a single line, and “broad” watesmsjrthose wider than 1 meter,
represented both with a single line and an arethdroutput data model (DB25),

7 This work was done with Giovanni Langiu and Fabian®n, University of Padua (see
[Savino et al., 2011b]).
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they are divided in four hydrography classes: “vemgall”, “small”, “medium”
and “large” watercourses, respectively with wid#ing less than 1 meter, from 1
to 5 meters, from 5 to 20 meters, more than 20 mrsesd of them are represented
with a line and only the latter class is represgraiso by an area. As a further
specification, the IGMI imposes a minimum river ar@hal length of 250 meters.

1.22.2 Objectives

Comparing the input and output data models and gpecifications, it was
clear that the generalization process for the hydgohy should pursue two
objectives:

« to find a way to classify the watercourse on tédth;
* to apply the 250 meters length threshold to eadensaurse, i.e. to prune the
network of those branches shorter than this measure

Furthermore, a third objective was set by the IGEcifications, requiring
that:

 in the regions where the hydrography network wasense, the less important
branches should be pruned.

In the following sections we will describe the geslization process of the
river network. Water bodies as lakes, ponds, swawippsnot be covered. Even
though both the model and cartographic generatingirocess could be applied to
canals, we will not make explicit reference to thdrhe generalization of ditches
will be treated separately.

1.22.3 Related work

When we started to develop our process for thedgrdphy generalization we
looked with interest at the experiences done inpst by others. The objective
that we pursued was three-folded: first we hadrtd & way to classify the rivers
on their width, second prune the network of thersd branches and third prune
the network of the least important branches inaegiwhere there were too many
branches. A great deal of work on generalizatiohyafrography can be found in
literature, especially on cartographic generalorati

[Horton, 1945 and Strahler, 1952] developed a métriclassify the branches
of a river network using a counter that increaséemwtwo branches meet. This
metric, known as Strahler order, is widely usecetoich the river data models
extending the original classification to prune tietwork [Thomson and Brooks,
2000, Touya, 2007]. To prune the river network mantlger parameters and
thresholds can be used, singularly or in conjunctiensity [Stanislawski, 2008],
water basin [Tinghua & al, 2006], the upstreamrmiage area [Stanislawski, 2009]
or other values [Zhang, 2007], [Brewer & al. 2009].

As a matter of fact most of the river network geafigation algorithms step
first through a process of data enrichment and prane the river network. In the
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following section we will illustrate the generaliman process that we developed:
our set up follows some of the ideas and conceptad in literature but also
introduces some original ideas.

1.22.4 Width measurement

The width of a river, although being a concept etsyunderstand, is an
ambiguous definition when it has to be transforrired metric for an algorithm.
The width of a river, in fact, is not representsdassingle value, but it varies along
the course of the whole river. Since in our dats=ch river is divided in
sections, each of them comprising both an areaaaneldge of the graph passing
through it, we decided to measure the width of es@ttion. This task can be
accomplished in many ways, more or less precigge (@th a perimeter and area
ratio): our choice was to develop a simple algamittmimicking the manual
process of river width measuring. The algorithmnieasure the width of each
river section area samples the edge points equally spaced meters. For each
of these points a line normal to the directiontaf edge in the point is drawn and
the first couple of intersection points with theubdary of the area are found; the
width of the section will be the average of thetatises between each couple of
intersection points.

Once the width of each section has been calculaadh section can be
classified according to the target data modelpfoihg the IGMI specifications; if
due to model generalization the geometry of a rsestion has to be collapsed
from area to line, the algorithm simply deletes #rea and keeps the relative

edge. //
\
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Figure 26: on the left: points of width local mirarand maxima (red); on the right: the normal
projected from a point i on an edge that has mamglb can return a width measure that is much
different from the distance between i and the tlesest points on the boundary of the section

area

The choice of averaging the width measures in esettion could be
questioned: indeed the search for a minimum or mami value could be a valid
alternative too and maybe provide some more inkiglimformation (e.g. the
minimum width is related to the maximum allowed bsiae).
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Anyway our guess was that the average would be i@ madiable measure,
being robust to eventual local minima or maximaninich our simple algorithm
could fall (see Figure 26 left); furthermore sireach river is divided into a new
section at every confluence, the size of eachaeaetill be more or less constant
(the water flowing in or out of if is the same),tiwthe average width then being
not too far away from the real minimum and maximuridth.

Moreover some errors in our measurement could leeatied, as our aim was
to calculate a reference measure to classify tergiand not to calculate their
exact width.

The simple approach that we set up gives the lpsbaimation of the width
of each river section when the shape of its areadstly regular -i.e. when the
river banks run parallel to the edge-. Resultslmamorse for odd shaped sections
or sections that are small compared to the parandet€or the former of these
issues our guess was that averaging the width mezhsii each of the points will
mitigate these measurement errors; to solve tler late set up a harmonization
process that will be described next.

1.22.5 Harmonization

After the classification process ended, we realizhdt we needed a
harmonization algorithm to improve the quality bétresult as in some cases the
class change of a river section lead to aesthbtiaatpleasant results. The
problems that we found have to different reasons:

1. area to line collapse of small sections of braideer
2. rough appearance of the confluence of an area seetion into a line river
section

In both cases the problem was that the area toctlapse of a river section
due to the new classification caused a sudden ehanthe representation of the
river (see Figure 27); the solution to such probleas to analyze the neighbors of
each river section that had been collapsed andrirescases to override the new
classification or to change the shape of the naighf areas.

Figure 27: river sections requiring harmonization
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Figure 28: river sections after the harmonizaticocpss

In braided rivers the watercourses are segmentedaimy sections due to the
big number of edge intersections and this resultedections too small to be
correctly classified: it might happen then thatrmmaBl section connecting two
confluences could be classified as a minor #Pjvand then collapsed to a line,
creating an abrupt change in the shape of the.r{gee Figure 27, second from
right) In this case the classification of this shsaction has been overridden and
the section “upgraded” to “big” river, returningtd its original representation of
area river section.

In other cases, the confluence of a section thaitblegn collapsed to line with
other area river section could too result in a foabange in the representation.
This is the case of a minor river leaving or emgra “big” river or a minor river
becoming a “big” river. In such cases the harmaimaalgorithm will change the
shape of the area river sections touching the mihar in order to assure a
smoother representation of the class change (geeeH28).

1.22.6 Pruning

As expected, pruning the river network was a chaileg task.

The IGMI specifications for the DB25 rivers requtfeat watercourses shorter
than 250 meters should not be acquired. This tbtdstan not be applied directly
to the data because deleting all the edges shdngem 250 meters would
disconnect the graph of the river network. This stmaint could neither be
translated in deleting all the dangling edges gndtian 250 meters, as this will
much probably cause all the graph to shrink.

The IGMI specifications also require to prune thetwork of the least
important branches in dense regions. This implres dbility to recognize the
importance of each river and compare it. The faffeient classes of the IGMI
data model are not enough for such a task: a nassification is needed, that
could take in account other parameters to evathatémportance of each river.

The solution was to set up a network pruning atbaoriable to reconstruct the
course of each river, to enrich the data in ordealassify the rivers by importance

8 We use the term minor river for rivers classifisl “very small”, “small” or “medium”; i.e.
represented only by a line and not also by an area.
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and to prune the network, first applying the lentftteshold and after removing
the least important branches in the densest regibihs

All these considerations lead us to develop a pumilgorithm that follows
these steps:

* Reconstruction of flow direction,
« Data enrichment,

» River course reconstruction,

e Short rivers pruning,

« Dense rivers pruning.

1.22.6.1 Reconstruction of flow direction

The first step to reconstruct the course of a rivem its sections is to know
the direction that water is flowing to. Without ghpiece of information it is
impossible to say, at a branch, if two sections @meverging in one or one is
branching in two. Flow direction is usually embedda the hydrography data
models, either implicitly (e.g. the flow directidollows the order of the points of
each edge) or explicitly (i.e. as an attribute)tHa case the flow direction is not
known, it can be calculated from the z-coordindtkis was the case with our
input data.

The algorithm to evaluate the flow direction in leasection of the river
network iteratively analyzed every edge and forgweirrent edge tried to divide
the edges touching it into fathers, children andlirgjs, comparing the z-
coordinate of the vertices of each edge.

For the current edge the algorithm finds the higpemtcpMaxand the lowest
pointcpMin; the same is done for all the edges connectéd to i

« if an edge has pMax > cpMax and it is connected ¢tm the point cpMax, it is
a father

« if an edge has pMin < cpMin and it is connected fn the point cpMin, it is a
child

« if an edge has pMax > cpMin and it is connected tm the point cpMin, itis a
sibling

« if an edge has pMin < cpMax and it is connected tn the point cpMax, it is
a sibling

Furthermore

« if c doesn't have any father, it is a source
« if c doesn't have any children, it is a drain
« the flow direction of c is from cpMax to cpMin
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It is common that in cartographic datasets the eslan thez plane have a
lower precision than the, y data. For this reason the simple model above dad t
be expanded to include two special cases:

- flat edges
< uphill edges

A flat edge happens whapMax = cpMin This may be caused when a river
flows on an almost flat surface (e.g. a big plaam)the edge is an artificial
connector inside a water body (e.g. in a lake}heredge is too short to record a
difference in thez values of its points. Flat edges are quite cominobraided
rivers where the slope is not very steep and thgtteof the sections is small.

Uphill edges happens when an error in the z vabiesn edge turn its flow
direction uphill. This error, caused by a high talece on the z values precision, is
very difficult to identify. In an uphill edgesgpMax and cpMin are inverted and
fathers and children edges are classified as giliactually disconnecting the
graph and preventing the generalization algoritbrwork on all the edges down
hill from the current edge.

The algorithm tries to detect the uphill edgesarfedge has only siblings, the
connected edges are classified again invertjpldax and cpMin and if this new
classification provides at least one father and ciniéd, the edge is flagged as
uphill and the latter classification is kept.

Unfortunately not all the uphill edges can be degcsince flat edges are
much easier to treat, it has been chosen to rethecaumber of possible uphill
edges using a z threshdld: if cpMax - cpMin < zTthen the edge is classified as
flat. This results in many edges, both uphill andrect, being treated as flat: we
somehow traded many good edges and some bad ongsrity of flat edges, but
this is definitely worthy, as flat edges will nosually block the generalization
process.

Even though it is not possible to set the flow dlien on a flat edge, it is still
possible to classify the connected edges followirg first six rules above. One
more rule is used to deal with flat edges:

 if c is connected to a flat edge d, the edge caedet d should be considered
connected also to ¢

This rule virtually collapses each flat edge to @np connecting together its

fathers and children. In a group of connected dldges like those inside a lake,

this rule means that the inlets of the lake areatliy connected to its outlet.

With the eight rules listed above and no uphillesigbove the z threshatd it
is possible to find in the river network sourcesgids and find, for each edge, its
fathers and children.
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Z value

Figure 29: fathers (red), children (purple) araisgs (green), of a river (blue)

1.22.6.2 Data enrichment

The data enrichment process collects, for eachentiedgei, the following
information:

» §:the Strahler order of the edge
e L;: the total distance to the furthest source ulp hil
e B;: the total number of branches up hill

The procedure is top-down: starting from one of se@irces, the algorithm
follows the flow direction down hill, calculatingi for each current edge ;(&nd
B; will not change until another edge is met). If therent edge ¢ has two fathers
a,b, the values for c will be calculated as follows

Sc =max( Sa, Sh) if Sa !=Sb

Sc=Sa+l otherwise

Li = max (La,Lb) + length( i)
Bi=max (Ba,Bb)+1

The next current edge will be one of the childrée.orhe algorithm randomly
chooses a source edge to start from: as a conssgjiternay happen that when
two edges meet, one of them has not been enrickedlry such a case the
algorithm will pick another source and start thegadure from there. The same
happens if the current edge doesn't have any child.process will end when all
the edges have been enriched.

1.22.6.3 River coursereconstruction

The procedure is bottom-up: starting from the dnaith the highest Strahler
order, the algorithm follows the flow direction bl choosing as the next current
edge one of the fathers edge of the current edge.n€xt current edge is chosen
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after assigning a score to each father that dependbe name of the edge, the
IGMI hydrography class it belongs to (among “vergadl”’, “small”, “medium”
and “big” river), the numbel, the numbeB and its width.

The scoring procedure will assign a higher scor father edge if:

« has the same name of the current edge

« belongs to the highest IGMI hydrography class
« has the highest value

* has the highest vall

 has the largest width

The score will be decreased if the father edge

* has a different name from the current edge
* has a lower Strahler order than the current edge

The ratio behind the scoring is to try to find,estch fork, the most relevant
branch of the river. The scoring mechanism of a@isaot perfect but our aim is
not to reconstruct perfectly the course of a riveyt to have a good
approximation.

If the current edge has not any father edge, theseoof this river has been
reconstructed to its source: all the edges toudteed been flagged and added
with an unique id; the procedure can start agatecsing from the edges not yet
flagged that with the highest Strahler order.
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Figure 30: left: Strahler order: different color anedifferent order; right: reconstructed river
courses: different color means different river saur
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1.22.6.4 Short riverspruning

Once that the course of each river has been racated, it is straight forward
to apply the IGMI minimum length threshold: the dém of every river course is
calculated as the sum of all its sections and éf léngth is smaller than the
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threshold, all the sections belonging to it areetdsl. Recursively, every river
stemming from a river that has been deleted igei®o.

1.22.6.5 Denseriverspruning

The last step of the process is to detect the nsgithere rivers are too dense
(rivers are too close to each other) and deletelabs important of them. The
algorithm that we developed uses buffers to findctirivers are too close to
others and uses the same scoring procedure agliefassess the importance of a
river before deleting it.

A buffer is built around every river course and gercentagéd of the area of
this buffer that is covered by other buffers iscatdted and assigned to the river
course (the percentage is the ratio covered argdedi total area). All the river
courses are then decreasingly ordered by the pgaged?: the higher the value of
P and the more this river course is close to others courses. Starting from the
highestP, the importance of every river course is evaluaed, if below certain
parameters, it is deemed not important and it Istdd. When a river course is
deleted, all the river sections comprising it aedeted, its buffer is deleted, and
the values oP of the neighboring river courses updated accotdiniche process
continues until the highest value Bfis below a certain threshofimaxor there
are no more river courses to be deleted over tmashold (i.e. all the river
courses having® bigger than the threshold are deemed too importanbe
deleted).

After some tests, we found that good values forpghemeters are®max=
50%, buffer size = 120m. A threshold on the val8ek andB of a river that is
candidate to be deleted is used to decide whelleetiter is important or it can be
pruned; the thresholds, found empirically, are fllowing: S <= 2,L <= 1000
metersB < 4.

Figure 31: four steps in the pruning process; flefinto right: river courses reconstruction,
pruning by length, buffers to calculate the overlaining by density
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1.23 Generalization of ditches®

As the Oxford dictionary defines it, a ditch isrfarrow channel dug at the side
of a road or field, to hold or carry away water'itdhes are man made features
used to convey water; they are typical of ruraliemments, where they may run
along the roads or inside the fields, eventualliditng different crops. Ditches
can be dug singularly, but most often are maderaugs, for example as part of
an irrigation or drainage system.

Being a man made feature, ditches usually showgalae pattern: groups of
ditches often run parallel to each other, in straines with similar lengths and
equally spaced.

From the cartographic point of view, ditches aggresented as single lines that
might or might not be connected to other featureshe hydrology network;
ditches usually do not take part in the hydrologgpép and as they are usually not
described with a rich semantic they are treated a#ferent feature class than
rivers and canals.

In rural environments, characterized by the abseficense road networks or
settlements, the straight patterns of ditches apeoainent feature and as such
they should be retained during generalizatiors Ihieresting to underline though,
that what is important to the description of theatdandscape is not the single
straight ditch but the pattern of the group as alehBecause of this, ditches lend
themselves to be typified.
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Figure 32: on the left ditches connected to otlyeirégraphy features, on the right ditches not
connected; the latter type is the most frequent.

1.23.1 Selection vs. typification

One may wonder whether there really is the needl typification algorithm to
generalize ditches, or a simple selection algorittould do the deed. From our
tests we found out that the generalization of ditchan be accomplished with a
simple selection algorithm, but that the resultsrast always good.

9 This work was done with Matteo Zanon, UniversityPafdua (see Savino et al., 2011a).
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Figure 33: from left to right: original data, ordye ditch present, only another ditch present, a
group of ditches present. No matter which ditckelected and which are deleted, it is only the
presence of a group of ditches that allows to cpiive concept of the pattern.

A simple example is the case of a group with annemember of ditches:
selecting one ditch every two, the resulting gelim¥d ditches will be equally
spaced from each other (if this was true in theional data) but will not be
distributed evenly on the space that was coveretthdpriginal ditches.

In general, a selection algorithm offer less pdBgibto represent the
generalized data as it is constrained to keep d¢iséipn of the objects that are not
deleted. On the other hand, a typification algonitthat creates a completely new
representation of the generalized objects couldodisect them. As we said,
though, the odds of a group of ditches being catenke¢o the hydrography
network are much less than a group of an even nurobalitches (50% of
probability in normal distribution) and we evaluhtenore important a good
pattern representation that its connectivity.

For this reason, and in general the ability of@figation operator to perform a
better generalization of patterns, our choice veasryt to develop a typification
algorithm for the generalization of ditches. Morepthis gave us the chance to
approach a more challenging research topic.

1.23.2 Related work

Typification and pattern recognition are closelyated, as the first step of
typification is to understand the pattern that $tidne kept.

Pattern recognition techniques have been develé@pedads and buildings.
[Heinzle & al., 2005] find grid-shaped structur@esroads analyzing the nodes of
the road graph; [Christophe & al., 2002] find ahigent in buildings while [Anders
& al., 2000] develop a parameter free cluster radam algorithm that can be
used as a preprocessing step of typification. Mpapers investigating pattern
recognition techniques focus also on typificatifRegnauld, 1996, 2001], uses a
minimum spanning tree to cluster and typify builghp [Sester & al., 2000]
develop a typification algorithm based on Kohen sydBurghardt & al., 2007]
apply mesh simplification to the solve the sameictopost of the work on
typification focuses on buildings, but there arsoakome examples of road
typification in [Thom, 2005], [Xuechen 2010].
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1.23.3 Thealgorithm

As we wrote in section two, not all the ditchesaadataset are part of a group:
some ditches run isolated, following the course@bad or surrounding a field.
The first step of our algorithm was then to findiethditches are parts of a pattern
and which are not: this is done analyzing the dioecof each ditch and then
clustering them in groups.

Depending on the way the data was digitized, it banhard to recognize a
pattern; because of this the ditches have beerrquregsed to ease the pattern
recognition. During preprocessing, every ditch igided in segments with the
same direction Algorithm performing this segmemtatitask already exist
[Plazanet, 1995][Dutton, 1999][Garcia & al., 20@1]t the almost straight shape
of ditches allowed us to set up a quite simple @igm that measures the angle
between three consecutive vertices and decideshetdt is small enough to
consider the three vertices almost in-line, or otlge to split the ditch in the
middle vertex.

At the end of the preprocessing step, all ditcheegehbeen divided in almost
linear segments; for each of these segments theo@kand the average direction
is then computed. For two segments to be in theegaattern they must have a
similar average direction and their centroid shootit be too far away. The
direction similarity and centroid distance threshadre controlled by two
parameters of the algorithm. In our tests for theayalization of 1:5000 scale data
to 1:25000 scale data we foun#24 and 50m to be good values for them.

All the segments that are found to be part of Hraes pattern are then grouped
together in what we call a “ditch cluster”. At tlead of the process if a ditch
cluster contains only one segment, this segmerit beil flagged as not to be

typified, otherwise all the segments in the santehdcluster will be typified
together.
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Figure 34: ditches grouped in clusters and ditctuégo be typified (dark blue); each cluster has
a different color.

Once we have identified the ditches to generaliz@ grouped them in ditch
clusters, we need to typify them. That is to repltwir representation with a new
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one, that is simpler (i.e. uses less geometrieg) dbill conveys the same
information of the former one.

The idea behind our algorithm is that the arearésted by the presence of
ditches should be considered as a “canvas” whereamefreely draw the new
ditches (as we will see later, this is not compjeteue and this behavior is
constrained). The new ditches will run in the sagirection of those that are
replaced and will be equally spaced, accordinglg thstance paramet8Pthat is
function of the target scale.

It is important to underline that the new ditchémttwill be drawn are
completely new features that are not present inotiginal dataset: this is what
makes this algorithm different from a selectionoaithm.

The shape of the “canvas” where to draw the newhd# is obtained
calculating a hull or envelope around all the seg@f each ditch cluster. To
obtain the shape of the “canvas” where to drawnie ditches we chose not to
use the convex hull: since the convex hull mayfatbéw closely the shape of the
ditches, the resulting canvas could be too broad|osing areas that in the
original data were not interested by the presefficitches. Our choice was to be
more conservative, in order to minimize the posigjbdf topological errors while
drawing the new ditches: the algorithm that we tgyed will create a hull
connecting all the end points of the ditches inhegditch cluster, thus obtaining a
shape that both encloses all the ditches in tteh dituster and minimizes its area
extension. We call this shape “cluster envelopectEcluster envelope has its

own centroid, boundary and direction - the averdigection of the ditch segments
it contains.

B

Figure 35: clusters of ditches overlaid with thairster envelope (light blue)

Once the “canvas” has been set, the new ditchedraren as following: a line
L orthogonal to the envelope direction is tracedt®gentroid and on that a set of
new pointsP;, all equallySP spaced, will be created. All the new ditches Wwél
drawn as straight lines, having direction equah®envelope direction; for every
line, only the part inside the envelope will be &kefpvery line is drawn by a
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different pointP; on L. All the original ditches inside the canvas arentheplaced
by the new pattern of straight lines that are theiv typified representation.

Once we know how to draw the new pattern of ditchs only question left is
to find where to draw it. As a first guess, the ngattern of straight lines will be
centered on the centroid of the cluster envelope.diBtribute evenly the new
ditches over the surface of the ditch envelopentiraber of point Pi contained in
L is counted: if L can contain an odd number ofnp®P;, they will then pass on
the centroid, otherwise they will pass at a disteBR@2 from it.

To avoid topological errors, this procedure shobd extended to take into
account eventual objects that are present insileitbh envelope (e.g. a farm). In
this case the center of the new pattern can b&edaong the line L to minimize
the occlusion between these objects and the nelvadit Also object surrounding
the new pattern can be taken in consideration:pibstion of the new pattern
could be constrained by a buffer of size s on ajatbsurrounding the ditch
pattern (e.g. a road); this is equivalent as cairstrg the new ditches to a
minimum distance from these objects.

Once that the presence of constraining objectsusd, the algorithm tries to
find a better position for the ditches: this is damith a simple iterative procedure
that shiftsn times the pattern along the line of a measuré&Pn, trying to
minimize the intersection between the ditches dwmddonstraining objects. The
parameten is set by the user and could be seSB& < map accuracy

If a minimum different from 0 is found, the algdmib then uses these objects to
crop the new pattern. To obtain a better resultciog can be done applying a
small buffer around the objects, in a similar waynmhat is done in maps with the
application of a halo around names or objects tptesize.

L]
R
[
error ok
L] R
I —
e
I —
| —

Figure 36: the placement of the new pattern isdtevaluating the position of eventual
occluding objects, e.g. buildings
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124  Generalization of bigirregular areal features

In the GeoDBR model most of the feature classes hawal geometry; some of
them represent small objects (as buildings) witbular shapes (e.g. straight
boundaries, right angles), while other represenfeatd that have a larger
extension and an irregular shape.

This section will describe the algorithms developetiandle big irregular areal
features; under this name we group feature claasesoods, crop fields, lakes,
quarries, glaciers to name a few.

The IGMI specifications allowed us to develop gatization algorithms that
can be applied to many feature classes havingtypis of areal geometry: the
algorithms described next might be considered als tihat are used in different
cases. Not all the algorithms are applied to timeesteature class: simplification is
always applied, while aggregation and extensiotintear boundaries mutually
exclude collapse to line (features that are collds line are aggregated as lines).

« simplification

e aggregation and selection

» extension to linear boundaries
« collapse to line

1.24.1 Simplification

The simplification of the areal geometries is aehik applying the Douglas-
Peucker algorithm to the outline of the polygons.

Simplification allows to delete from the geomethpse points that are useless
to the representation of the objects at the targaie 1:25000.

Although Douglas-Peucker is not topologically salfie big size of the features
treated and the small threshold used guarante¢hinaiutput geometries are valid.
Because the Douglas-Peucker algorithm may leaddesaof connectivity among
adjacent features (e.g. a lake and its inlet), taise is especially handled by
dividing the outline of the polygon to be simpldiinto smaller lines, splitting it at
the intersection with any adjacent feature; eacke lis then simplified using
Douglas-Peucker and the resulting outline is olehihy dissolving again all the
pieces together. Since the Douglas-Peucker algorithes not move the first and
the last point of each line it simplifies, it isayanteed that the original position of
the intersection points are left unaltered, thusineng the connection with the
adjacent features.

We found empirically that a very small thresholdlofmeter is a good tradeoff
to reduce the number of points in each polygon digi at the same time
topological errors and the creation of angles tw s in the simplified geometry.

1.24.2 Aggregation and Selection

To aggregate nearby geometries we decided to uspoach similar to that
described in [Mackaness & al., 2008]. In this wae patches at large scale are
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generalized into wood patches at small scale; tihodology works by buffering
(either enlarging or contracting) the source trag&clpes depending on their size,
merging those overlapping and deleting those taallsm

In our approach, we first enlarge all the patchgisgia buffer operation and
then merging together those patches that now queftdlowing we erode the
patches by applying a negative buffer, in orderdturn the patches to their
original size. Finally, if the IGMI specificationwovide a minimum area size for
the feature class, it is applied, deleting all thpatches with an area size below
the required threshold.

The process has the following beneficial effectdhendata:

« features at a distance smaller than the buffer airzemerged together, thus
reducing the number of features and increasing thedrage size; this applies
also to holes, that may be filled by the buffer;

< the outline of the features are smoothed (sharpgeangre rounded by the
buffer).

The process has also some drawbacks:

« working with buffers increase the number of poiitsthe polygon outlines
(each vertex is replaced by an arc);

« the shape of the resulting geometries may haveddgtcency with features
bounding them (e.g. a fence).

Applying again Douglas-Peucker will reduce the nemiof points in the
polygons (and if the threshold is smaller than théfer radius, the smooth
appearance will not be lost completely) thus overiog the first drawback; the
next algorithm will solve the second one, editihg butlines of the polygons.

Figure 37: using a buffer based expansion and@rdke woods are merged together; in the
picture: original data (left), buffers (in pink, ddle), and final result (right).
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1.24.3 Extension to linear boundaries

Areal features like woods or crop fields are someti bounded by man made
features like roads or fences or by natural featuike rivers. The IGMI
specifications require that in the case the digametween the boundary of the
areal feature and one of such features is beldweshold, the boundary should be
moved in order to be coincident to that of the deat

The algorithm developed uses a constrained Delatrramgulation (henceforth
CDT) to create a new geometry between the existimdary of the areal feature
and the required new boundary: this geometry wdlltben added to the areal
feature, extending it. The approach is similar tmatvis proposed by [Jones & al.,
1995] for area aggregation.

The strategy is quite simple: a CDT is built usihg points and the boundaries
of both the areal feature class to extend (e.g.dapand of the boundary feature
classes (e.g. rivers, roads, fences). The CDTnetarset of triangles: for each of
them we know both either if one of its three sidesn a boundary feature or on
an areal feature and on which features each dffiie vertices is. The algorithm
searches the triangle set for all the triangledritpone vertex and one side on an
areal feature and on a boundary feature and adufs th the areal feature; the
triangles are added only if the distance betweesehwo features is below a
threshold (the distance is computed for each tteaag the minimum among the
height of the triangle and the lengths of its twales connecting the two features).
The search for the triangles to add is linear eartbmber of triangles in the CDT;
to optimize the time necessary to create the newngéry, the triangles are not
added one by one to the areal feature, but areedemno triangle strips and then
added just once all together.

Figure 38: the extension of the boundary of a woatth using the CDT (gray lines); woods are
in green, roads in black: the pink triangles amséhselected to be merged to the wood to extend
its boundary; a threshold on the height of thentrias is used to select the triangles. Overlaps

between buildings (orange) and woods are alloweith®ppecifications.
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1.244 Collapseto line®

The operation to collapse an area to a line (adéermred as the skeleton of the
polygon) has been investigated and used by magy[@.& al., 2002], [Cecconi,
2003], [Haunert & al., 2004]) and relies on the @lepment of various algorithms
(Medial Axis [Chin & al., 1995], Chordal Axis [Prad, 1997], Straight Skeleton
[Eppstein & al., 1999]).

We decided to use the approach proposed by [Baf97], that uses a
Constrained Delaunay Triangulation (CDT) to perfahis operation. To build the
skeleton, the algorithm first creates a triangolatising the points of the polygon
P; the edges of the triangles created can lie enbthundary of P (constrained
edges) or in its interior (unconstrained edges):tlwm base of the number of
constrained edges that it has, every triangle én tblassified in type 0,1,2,3.
Following, for every triangle one or more skeletmiges are created: every edge
connects the middle point of an unconstrained @dgenother middle point, the
centroid or the opposite vertex of the triangle.

C_AA

type O type 1 type 2 type 3

Figure 39: type 0,1,2,3 triangle. Constrained edgesn bold black, skeleton edges in dashed
gray

The edges created (skeleton edges) are then disstbgether to form the
skeleton of the polygon P: the skeleton is madepdaflines composed of a
sequence of points lying in the middle of the edgesated during the
triangulation.

The simple principle at the base of the algoritsradtually further complicated
by the need to detect which triangles are insigedtiginal polygon (only these
triangles will be used to build the skeleton), till dome skeleton edges to connect
the skeleton to the boundary and to deal with exadritoles.

The triangulation guarantees that the skeleton rgéed by the algorithm lies
completely inside the polygon, but has the drawltaclead to a skeleton that is
composed of many points and usually having a jagggearance, eventually with
sharp angles. To mitigate this, the algorithm dbscrabove has been modified in
order to support a topological safe simplificatafrthe skeleton.

10 This work was done with Martijn Meijers, Universiby Delft.
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Figure 40: original polygon outline (black), ane ttesulting skeleton (orange).

The simplification algorithm is based on the DosgReucker algorithm. The
main idea behind our algorithm is that the poirftewery skeleton edge are not
fixed, but may be moved by sliding them on thengia edge they belong to: this
degree of freedom can be used to simplify the sbrldn fact, if a point p can
slide on a position on the line between the previpaint in the sequence p-1 and
the following point p+1, the point p can be deletiedm the polyline, thus
reducing the number of vertices in the skeletoohs.

To ease the explanation, we will call these polyitsg on a triangle edge S-
points (Skeleton points); every S-point lies oniangle edge that we call T-edge.

In our implementation every S-point is a specialjeob retaining the
coordinates of the point and a pointer to eactheftivo endpoints of the T-edge it
belongs to.

To implement our algorithm we had to modify our aar® line collapse
algorithm in two points:

« first, during the creation of the skeleton edghs,$-points are created
* second, just after merging all the skeleton edgegolylines, these polylines
are simplified using the simplification algorithm

The simplification algorithm performs the followirsteps:
For a polyline composed of S-points, being first point A and last point B:

=

. draw a line from A to B: this is the baseline

2. cycle through then-2 points between A and B and find the one furttiesh
the baseline, the S-point C

3. calculate I, the point of intersection betweenlihseline and the T-edge of C

4. if | doesn't exist otC.dist(l) > tol split AB in two polylines AC and CB and
recurse on each of them

5. otherwise C is close enough to the baseline and beameleted; continue

checking the other S-points between A and B
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Our implementation differs from the standard DoagPeucker implementation
only in the step 3, 4 and 5. In these steps thadata DP checks whether
simplifying the line will move the point C furthéinan the allowed tolerance from
its original position; our algorithm instead neetds check both whether the
movement of the point C is within the tolerance &nthis movement leaves it
inside its bounds. The latter test requires comguthe intersection between C's
T-edge and the baseline (step 3). Our algorithmesaan overhead because it has
to calculate an intersection instead of simply eatihg the distance. This adds to
the worst case running time of the Douglas-Peueakgorithm constant value K,
due to the calculation of the intersections, legda running time of k*n"2.

///\ M

Figure 41: simplification of the skeleton. Leftiginal skeleton (dashed brown), middle:
skeleton simplified with Douglas-Peucker (red)htigskeleton simplified with our algorithm
(blue). Note that Douglas-Peucker algorithm letsgkeleton to cross the boundary of the
polygon (dotted green)]

1.25 Generalization of linear features

1.25.1 Simplification and collapse of parallel lines

In the target data model utilities like power linespipelines are represented
with linear geometries. The specifications requinat in the case the lines
belonging to the same feature class run in the shiraetion and at close distance,
they should be collapsed to a single line. To abadhis requirement we designed
an algorithm to collapse parallel lines (the adyecparallel is used here with a
broad meaning: lines are not required to be pdyfeetrallel to be processed).

The idea at the base of the algorithm is quite Bm@ buffer of radiuR is
drawn around each line and the eventual intersesti@tween each buffer and the
lines are foundR is set by the IGMI specification to 10 meters. lcatersection
marks a section of a line that is closer tRato another line; since the proximity
relation is symmetric, the sections are found imptes; each couple is then
replaced by a single line. To create the single lihe area to line collapse
algorithm is used (a polygon is created from eamipte by connecting the two
lines together); the single line is then connedtedhe remaining section of the
original lines with straight lines. It is still ued evaluation how the algorithm
should behave in the case of groups of linear feaheing closer thaR (e.g.
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power lines coming out from a transformer yardg #igorithm could replace the
lines two by two or replace the whole group withyoone line.

Figure 42: collapse of two parallel lines; fromt lef right: original lines, buffers (yellow) and
points of intersection (red), the middle line islband connected, final result.

1.25.2 Handling contour lines

According to the IGMI specifications, the generafian of contour lines is a
straight forward process that requires only thelection based on their altitude
(this is performed in the population step by quegywia SQL the attribute storing
this value). The source data in 1:5000 scale thdwaghbeen digitized using a very
high number of points leading to excessively adeudata for our target scale.
The data is also excessively large in terms of nigrepace: in our sample dataset
of mountainous terrain the contour lines accountafiout 370 Mb of data, while
all the road network only for 7 Mb (dimension oét®racle dump files); working
with the contour lines is then very slow, also hessatheir long, curvy shapes
usually make vain the optimization of the spatia¢y engines.

It was our choice then to perform line simplificati on the contour lines,
applying the Douglas-Peuecker algorithm. Since amamtines do not represent
any real world object, but just a symbol that iperimposed on the data to help to
visualize the relief, they are not related to nafsthe other feature classes. The
only noticeable exception to this is the hydrogsaptetwork: as water tends
naturally to flow to the points of minimum heighite path of the rivers follows
that of the relief. As a consequence, it would bbeng to generalize either the
contour lines or the river paths in such a way that river paths do not flow
anymore downward (e.g. in a valley) or crossingéanthe same contour line.

In his work Gaffuri [Gaffuri, 2007] refers to thiess the outflow preservation
problem and describes a solution that working @ DR M of the relief in a multi-
agent system adapts either the relief to the rimethe river to the relief.

In our case we decided to opt for a simpler stratdmy restraining the
simplification threshold to be under the targetadatcuracy (2.5 meters) it was
possible to reduce the number of points in the gataally without affecting its
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accuracy; furthermore, keeping this value small, e@uld avoid that the
simplification could make two different contouréitto cross each other [Gokgoz,
2005]: since the DB25 has one contour line everyn2fers this would require a
1000% grade slope

The position of the crossings between rivers amdao lines were kept fixed
by dividing the latter on the intersection pointghathe former before applying
the simplification; as Douglas-Peucker does not endlre endpoints of the
simplified lines, these points were not displac&dirthermore, dividing the
contour lines in smaller section helped to imprétve running time for spatially
querying this feature class.

Figure 43: simplification of contour lines; fronftiéo right: original data, contour lines selected
by height, simplified contour lines; it is possilitesee that the rivers are still running in the
thalweg after the simplification (right)

1.25.3 Fencesand walls

In our source data, the GeoDBR, feature classe®gepting discontinuities
(river banks, escarpments) or marking a divisiorthia terrain (fences, dividing
walls) are represented respectively by areal orealin geometries; the
corresponding feature classes in the DB25 are gtresented using lines.
According to IGMI, during generalization all thefeature classes are subjected to
a reconstruction process aimed at closing evengapls in their geometrical
representation. In other words, the IGMI specifirag rule that a small
discontinuity in the representation of one of thedr features above should be
ignored and that the feature should be generaéigesicontinuous line.

For this purpose we designed an algorithm thatddwes” the gaps between
linear features by adding a line between two ofnthm order to create a

1 The grade of a slope, as a percentage, is caldudatéhe tangent of the angle of inclination
times 100 (Wikipedia http://en.wikipedia.org/wikv&le_%28slope%?29, accessed 15/01/2011).
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connection. As this algorithm is still under deyeteent, it will not be described in
detail.

The algorithm differs between natural features amgh made ones: as the
former usually have an irregular shape, they wélldmnnected using simple line
segments, whilst to connect the latter also ling wight angles will be allowed.

In both cases the algorithm will first create apdratructure made of nodes and
edges from the original linear data: to each pofrthe original lines corresponds
a node in the graph. Each node that is reachedlynne edge is a candidate to
be connected to another node by the creation efiaadge that will span the gap
between the two linear features to which the ndmdsng. For each candidate, a
spatial query will return the nodes within a dista® equal to what the IGMI
specifications state as the maximum gap that shoelégnored: these nodes are
too candidates to be connected.

The connecting edges between the first candidade aod those found by the
spatial query are compared: those connecting tetiggnal linear features at an
angle too obtuse or too acute are discarded andi@thmse remaining, only the
shortest is kept.

In the case of man made features, before comp#mmgonnecting edges, the
algorithm evaluates if it is possible to conne@ dandidates extending the linear
features to which they belong to: only if this ist possible the algorithm tries to
connect the two candidate nodes as explained above.

The extensions to the linear features are drawinassegments of lengtb,
that are applied to the features on the candidateesrand are collinear to the
features in the point of application; an extensi@ndrawn only if the candidate

node is an end point of the linear feature.
J— E
—

Figure 44: extension of walls using a tnangulaﬁ@ﬂDT): buildings in yellow, walls in black,
roads in brown; the dashed gray lines are triaediges created by the CDT. Green lines are
triangle edges that can be used to fill the gapthe case the triangle edge is not collinear with
the two walls it connects (red lines), the alganittries to connect the two walls by an L-shaped

segment (purple lines); edges crossing building®ads are considered invalid.
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If the extension intersects either another linetdre (or itself) or the other
extension, the two line segments between the twadidate points and the
intersection point are used to “bridge” the gap areladded to the graph as new
connecting edges.

The connecting edges created are tested to nat argsrelevant feature class:
edges connecting river banks should not cross i&ey, ror those connecting two
walls should not cross a road.

In the case of walls and fences the generalizagigorithm performs also a
selection, in order to reduce the number of featwtered in the DB25 to only
those more relevant.

The algorithm uses the graph as a planar partti@hcomputes the faces: each
face represents an area enclosed by a fence. Egsad®e importance of these
areas their area size is measured and they arsifiddson the base of what the
area contains: small areas containing residentigldibgs are flagged as not
important and their fences will be likely discardesh the contrary, fences
enclosing relevant features will be retained (éegces enclosing a hospital, an
airport, a big factory, one or more crop fieldsjuarry, a mine, a dump, a power
station, a transformer yard, a water treatment tplancampground, a sport
complex, a big isolated house, ...). In the cagacadt faces enclose the same type
of feature, they are merged together and only émeds on the boundary of the
resulting polygon will be kept.

1.26 Generalization of railroads

Among the networks on a map, railroads representebs complex one: they
are by far less numerous than rivers and roadstteidpath is quite regular; by
construction the railroad network is comprised twyd and straight sections with
few intersections and no abrupt changes of diractithe generalization of the
railroad network is then usually solved by collagsio one single line eventual
sections of the network where pair of railroadssrparallel; to accomplish this it
is possible to apply the algorithm for the collap$garallel lines (see 1.25.1). At
large scale, though, railroad data can comprisehnmugre detail leading to very
complex representations, especially around traitiosts (see Figure 45) [Cecconi,
2003].

hand generalized data
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The generalization of rail stations is a typicablgem of typification: it is
necessary to draw a new representation of thevaalltracks that is simpler (i.e. it
comprises fewer objects) but conveys the samerirdtion (i.e. the number and
direction of the generalized tracks should stiegihe idea of a station).

This problem has not been completely solved yet.

The first algorithm that we devised to generalize tailroads relied on the
application of the “good continuity” principle tdeéntify the main tracks running
through a station and then select the other trbaeked on their distance from the
main ones. This approach led to correct resuls®ime cases, but could not handle
train stations where there was not a main trackseSond approach tried to
approach the problem collapsing iteratively paifstracks to single lines. The
algorithm first identified those edges of the i@dd graph closer than a threshold
(set to 20m) and then classified each couple aslégj “triangle” and “square”,
applying to them different operations:

« in a circle couple the two edges are connectedtdt their endpoints; they can
be replaced by their middle line with no furtheeations;

 in a triangle couple the two edges are connectgdanone endpoint: they are
replaced with a middle line that runs from this aidt to the point in between
the other two endpoints: the middle line shouldthlyen connected to all the
edges that were connected to these two endpoints;

e in a square couple the two edges do not touch etwdr: they are replaced
with a middle line that needs to be connected tothed edges that were
connected to the two that have been collapsed.

This second approach was able to generalize altr#tie stations in the test
dataset but further tests revealed that it wascapable of handling much more
complex inputs (see Figure 46).

At the moment we are looking for new approaches: ave currently
investigating the use of a triangulation to draw thiddle lines (see 1.24.4); to
date the generalization of railroads needs funthsearch.

Figure 46: example of different complexity in treisce 1:5000 data; a simple case comprising
only 27 elements (left) and a complex case comqugigB8 elements (right).
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1.27  Generalization of points

In the generalization process, the generalizatiopoints is required only by
two feature classes, precisely CA030 Spot Elevatod EC030 Trees; other
feature classes have point geometry in the DB2%Hmyt are mostly the result of a
collapse to point of feature with polygon geomettyhe source scale and thus do
not need further generalization.

The generalization on point is basically a selectimoth the GeoDBR feature
classes corresponding to the DB25 feature clasge33@ and ECO030 in fact
comprise a big number of points that should be ceduto fit a point density
proper of the target scale.

Before being processed by the algorithm, the paingsfirst filtered: trees that
are covered by elements of the feature class EAQ086s (polygon) and spot
elevations that are covered by those of the featiaes CA010 Elevation Contour
(line) are deleted.

The point selection algorithm has been implementethe base of the work on
mesh simplification done by Cecconi [Cecconi, 20&thrting from other works
on mesh simplification [Turk, 1992, Hoppe et aB93], the author develops a
simple strategy to reduce the number of vertices ¢fiangular mesh applying
iteratively an edge collapsing operation [Hoppe98al9 In the work of Cecconi,
the vertices of the mesh are the center of grafitg group of buildings and the
simplified mesh is used to obtain a typificationtloé group; at each iteration the
algorithm collapses the shortest edge of the nreshucing by 1 the total number
of vertices.

In our algorithm a similar approach is appliedhe simplification of trees.

First a Delaunay Triangulation is built on the pgeiof the feature class, then
starting from one vertex of the triangulation teedth of all the edges departing
from it is calculated: if one edge is shorter tleathreshold, it is collapsed, the
triangulation is updated and the algorithm iterateshe new vertex; if none of the
edges is below the threshold, the algorithm iteraie one of the neighboring
vertices. When the process ends, all the pointeclthan the threshold have been
deleted.

Figure 47: selection of trees (in green) using alm@mplification technique; from left to right:
original data, CDT built on the original data, CBifer the edge collapse, final result.
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The selection of the spot elevation points is sligtifferent: since these points
represent a precise spot on the surface of thainteit is not possible to apply the
edge collapse, as it will move the spot away frtsmriginal location (e.g. moving
the peak of a mountain). Thus the previous algorith slightly changed: once
two vertices of the triangulation too close to eatier are found, one of the two
is deleted only if the difference in height betwdkem is below a threshold; the
vertex deleted is always the lowest one. The algaritries to delete points that
are “similar” (i.e. close and not representing Eevant change in height) while
preserving the most “noticeable” (i.e. the highest)

128 Operators

In the following table the generalization algorithilescribed above have been
classified and grouped as operators accordingdi fhnctions; the first column
keeps the names of the operator (after [McMaster Simea, 1989], the second
column refers to the type of data to which eachratpe is applied to, the third
column refers to how the operator was applied enddta or to what purpose and
the forth column points out whether the algoritimplementing the operator are
a novel contribution of this thesis or not, in thtter case citing the most relevant
works used to derive them.

Operator Used for Function Note
Simplification Buildings Derived from [Sester,
2000]
Polygons and Lines See [Douglas and Peucker,
1973]
Collapse Polygon to line Derived from [Bader,
1997]
Topological simplification ofOriginal
skeleton
Smoothing Woods, crop fields Derived from [Macksse
& al., 2008]
Enlargement  Woods, crop fields  Extension to neiginigo  Derived from [Revell,
linear boundaries 2005]
Exaggeration Buildings Proposed by [Sester, 2000]
Hydrography Harmonization area/line  Original
transition
Squaring Buildings Angle squaring
Square-ability test Original
Selection Hydrography By length
By density Original

Buildings By size and isolation Derived from [Beff
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2001]
Road network By length with test on access
to building
In road junctions Original
Misclassified highway Original
segments
Fences Original
Points Derived from [Burghardt
and Cecconi, 2007]
Woods, crop fields
Amalgamation Buildings Fusion
Merge Original (the process is
intended to be followed by
simplification)
Woods, crop fields Derived from [Mackaness
& al., 2008]
Typification  Ditches Original
Silos Original
Railroads In stations/train yards Original (under
development)
Toll-plazas In highways Original
Classification Road network Harmonization
Road junctions Detection and classification  Ordjin
Highways Classification of components Original
Hydrography By width Original
Flow reconstruction Original
Data enrichment Original

Table 2: the algorithms developed grouped as oprrat

1.29 Somefinal remarks

1.29.1 Selection and classification

The table shows that the two most used operatoes smlection and
classification. These two are in fact the most ing@ operations in a
generalization process like ours: due to the sstalle gap between the source and
the target data the reduction of information cdutdperformed on a single object
base (i.e. simplification and selection), with mam@mplex operations on groups
of objects (typification) being restrained to jusbme cases (e.g. ditches).
Furthermore, in a process aiming at the generaizdtetween two geographical
databases, operations dealing with problems relétedhe context of map
derivation (e.g. displacement) could be not conside
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Indeed in our process selection and classificatiom closely related: while
selection actually drives the generalization precegciding whether and how an
object in the source database should be transléteth semantically and
geometrically) in the target database, classificaéinables the selection process to
make correct choices (e.g. telling what is impdrfeom what is not).

1.29.2 Dataenrichment

It is important to note that the classification gier relies not only on the
source semantic data, but actively collects moferination in a process of data
enrichment (e.g. see [Neun et al., 2004]). As &ipeedesign choice most of the
classification algorithms that we developed relyneorphologic analysis to gather
such further information; three factors mainly irgthced this decision:

« the first was a matter of necessity, as we couldagoess to any other data
source that could provide the needed information;

» the second was the desire/aim to develop algoritfimas were robust to
semantic error: as a matter of fact input datasetg contain both semantic and
geometric errors; while geometric errors are masydo detect and to some
extent to correct (e.g. with a topological validalj, semantic errors are more
subtle. Developing an algorithm that relies moregmometric data than on
semantic data allows to generalize even input dttathat contain some
classification errors;

« the last was the challenge to mimic the human dlfyabf reading a map: if
the human eye could easily detect -for instana@raplex road junction, could
we develop an algorithm with similar ability?

In most of the algorithms developed, data enrichmers a key factor to obtain
a good generalization.

1.29.3 Useat different scales

Although the algorithms that we developed have bmmceived to solve our
specific generalization problem, some of the gdirariéon strategies devised can
surely find application in more general contextsparticular we believe that with
appropriate parameters the algorithms for the gdimation of the hydrography
network and the typification of ditches and silasild be applied to different scale
ranges (with the typification of silos being posgibxtended also to buildings, as
their representation becomes more regular due nabaglzation); on the other
hand, the generalization of the road network idophty applicable only to large
scale source data, as at smaller scales the repatisa of the road network is
usually already simplified (e.g. complex road jumes are not present).

As the CARGEN project has been extended to inva&ithe generalization to
the 1:50000 scale, all the process is currentipdéiined and tested to produce



110 Chapter 6. Generalization Algorithms

data at this smaller scale; early results are owmitiig our presumption on the
adaptability of the algorithms developed.

1.30 Conclusions

In this chapter most of the algorithms developedtie CARGEN project have
been explained and those just designed have beéinedu The generalization
algorithms use both known and new techniques, ghogi some original
contributions to the research on cartographic geization. Modeling the
algorithms as operators it was shown that most fefmt deal with the
implementation of selection and classification: stheproved to be the most
important operators to perform a DB to DB genegdian at our scales. Selection
and classification act in tandem, with the formeducing the data and the latter
driving the process; data enrichment is a key fatctgerform classification: most
of the classification algorithms rely on morpholognalysis to enrich the data and
overcome eventual classification errors in the s@uAt the end of the chapter it
was suggested how the algorithms developed, that baen conceived pursuing
the generalization at 1:25000 scale, might as beelhpplied to generalize smaller
scales.



Chapter 7

Results and evaluation

1.31 What isa good generalization?

The evaluation of the results is a very importaatt pf each process and
cartographic generalization is of course not areption to this. But to wonder
whether the process produced a good generalizédi@s spontaneous as it is
difficult to define what a good generalization s generalization is some how
closer to an art than to a technique, it is difido formalize what is a good
generalization and what is not, and this makescdiffto evaluate if the results
obtained meet the expectations.

To develop a process able to automatically as$esguality of a generalized
result might be as complex as it is to develop ¥key same generalization
process; actually in some cases the former is gfatthe latter (e.g. see [Agent,
2000)).

In this chapter the different type of errors thah @ccur during generalization
are introduced, followed by the explanation of how process deals with them.
Next the results of the process are shown and coetiefirst those of each step
and then the global ones.

1.32 Generalization errors

As the generalization process can be divided intweeprocesses of semantic
generalization and geometric generalization, ttwsecan be also identified as the
possible sources of errors in the process. In sisgpshe quality of the data
produced by a cartographic generalization procastaét we can identify two
main type of errors:

e semantic
e geometric

The first type of error is that affecting the semamdata, and is related to a
wrong “translation” of the source data to the targata model: a feature in the
source data is generalized to a feature that hdiffement definition or different
specifications. Because source and target data Imatte not usually match
perfectly, the definitions in the two models willvays be different; to incur in a
semantic error though it is necessary that thendiefin and specifications of the
source feature and the target one are not semiygcpivalent or the former is
not comprised in the latter.

This type of error may affect the choice of thegédrfeature class, or an
attribute value; in general these errors occur bezaf mistakes in the semantic
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generalization process. An example of this is aquesbeing generalized to a
church: this might prove wrong if the definition cfiurch recognizes strictly the
Christian churches, but it is correct if it hasradder meaning, encompassing a
general place of worship. Semantic errors may désove from geometric errors:
for instance if the size of a river is assessedriectly, this river may be
generalized in the wrong feature class.

The second type of error affects the geometrighefeneralized data and they
are accountable to errors in the implementatiothefgeneralization algorithms.
This type of error can be further classified as:

« invalid geometries
e geometries not complying to the specifications
« geometries with topological inconsistencies

The first type of error is caused by geometries emhplying to the OGC
Simple Feature Specification, as a polygon witffriséérsecting boundary.

The second type affects those geometries that dicgpto the specifications
should not exist in the target database; an exaispé polygon representing a
qguarry whose area is smaller than the minimum sizarequired for this feature
class or two objects closer than the minimum distathreshold prescribed.

The third type of error occurs when geometriesat®ltopological constraints.
The term topological constraint is used here terréd any rule that enforces a
spatial relationship between a feature and anotbeistance that a building and
a lake can not overlap. In general topology ruleswato map real world concepts
into the data (e.g. that a road can not be ovarea if it is not also over a bridge).
Through these rules it is possible to formally defthe relationship among all the
features in a database, as the constraints mighextended also to describe
relations among disjoint objects (e.g. a buildihgudd not be closer than 5 meters
to a railroad).

Topological errors may occur if the source and dardatabase implement
opposite topology rules (e.g. one allowing roagass through woods while the
other requiring the woods to be cut in correspondenith a road) but this is more
of a model related issue; the most relevant soofc®pological errors are the
generalization algorithms that, modifying the getias, affect the relations that
they have with the neighboring objects.

There is another type of error that jeopardizes ghecess of cartographic
generalization. The output of the process mightpttrfectly the definitions,
comply with all the specifications and not contaimy invalid or topologically
wrong geometry, but the data may still not be adggeneralization due to some
defects.

We will call these errors cartographic errors: gagraphic error occurs when
the data at target scale does not represent aggatalization of the source data.

It is not easy to define what causes a cartograetriar, as it is not easy to
define what a good generalization is or, in genendlat is a good map. The
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aspects related to cartographic quality, as ldagibiinformation convey and in

general the ability of the map to be a good soofdeformation for the user, are
not easy to formalize: the same reasons that makautomated cartographic
generalization process hard to be developed mdkeutti to evaluate its results.

Because the cartographic quality is closely relatetepresentation, cartographic
errors are most likely caused by wrong or incongplgéometric generalization
algorithms. Some of the cartographic errors mightrbodeled as topological
errors (e.g. the generalization of a road makes iverlap a nearby lake), but
usually they affect characteristics of the inforimathat are not modeled in any of
the other type of errors (e.g. the generalizatiba group of buildings makes them
to lose the spatial pattern characterizing thegioal distribution).

1.33 Handling errorsin the CARGEN project

Errors in the CARGEN project are dealt with mo&than implicit manner.

The occurrences of semantic errors in the genedhliata have been reduced
to zero during the process of model generalizatio@:manual analysis of the two
source and target data models and their alignneehtd a precise mapping that
has been successfully tested to provide a coregaastic generalization.

Geometric errors are handled within each algorithnd each step of the
process. Invalid geometries are detected and dedatsing functions commonly
available in spatial DBMS or in the JTS, while tlspecifications on the
geometries are enforced by the generalization illgos as their first task.

About topological errors, the approach in the depelent of the algorithms
has always been keen on minimizing the chancesausecthis kind of errors: for
example the simplification algorithms are appliedthwsmall thresholds and
eventual new geometries are placed carefully innsarthat are free of any
obstructing object. As the DB25 implements onlyharslist of topological rules,
all of them being completely compatible with thagehe GeoDBR, our approach
relies on the conservation of the topological iet& of the source data.

In the generalization process each step is redplensif the quality and
correctness of the data it produces, but a stefthtoautomated global evaluation
of the results is missing. Although models and eamrks for the evaluation of
generalized data exist [Mackanness and Ruas, 206&} would require a
complex implementation and further research. Owvicghwas then to focus on the
development of the generalization algorithm andely on visual inspection to
evaluate the generalized data: this required onlgl& (e.g. OpenJump) and
allowed to speed up the development of the algmstrespecially at the beginning
of the project; furthermore the sample datasetthodge used to test the algorithms
were reasonably sized to perform the evaluationldpi

To ease the process of visual evaluation of tha, de¢ developed a plug-in for
OpenJump that symbolizes the layers using theialffl@dB25 legend issued by
IGMI. Although the output of our process is a DLMdanot a DCM, applying this
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symbolization allows to distinct at a glance theiaas feature classes and detect
areas of the map where the generalization qualightibe insufficient.

1.34 Test results

The sample dataset, comprising a 132000 hectarg®ong belonging to the
“Parco delle Dolomiti Bellunesi”, has been usedadsst area for the development
of the whole process; the dataset comprises botimtamous and plain territory,
with medium and small sized settlements and iteresitbn corresponds to about
10 IGMI map sheets at 1:25000 scale. In some cidmeslgorithms have been
tested also on other cartographic data (plain alhgd dreas and costal areas), to
gather further evaluation of their behavior.

In this section the results on each step of theegdization process are
presented and commented.

1.34.1 Time performance

The process designed is not bound by any real-tiomstraint thus since the
beginning time performance was not considered aripri nevertheless, the
running times of the algorithms have been monitahedng the development as it
is our belief that an algorithm that takes too lanight not be using the correct
optimization, or be too complex (and complexityibideout for software bugs).

To generalize the sample dataset took to the pso2@shours. The time was
recorded on a middle-range machine, an Intel Dwed#X2.66 GHz with 3Gb of
DDR2 RAM, SCSI 10000 rpm hard drives in RAID 5 dgofation, running
Windows Server 2003, Oracle Spatial 10.2g and dava

The most demanding steps of the whole process (tigre in hours:minutes):

« Building generalization 4:50 (around 68K buildings)
* Road network (ordinary) generalization 4:25 (aro@8# edges)
« Hydrography generalization: 2:57 (around 10K edges)

Most of the algorithms developed rely on the APIGrfcle Spatial to handle
both the spatial query functions and the geomedityng functions. This behavior
shifts the workload onto the Oracle server thagpde being very performing,
especially on large spatial queries, suffers fréma tontinuous transits on the
tcp/ip socket, especially for small queries on krapjects.

The running times could be diminished adopting aemagidespread use of Java
code (e.g. Java Topology Suite) to handle the dip@saon single objects or small
groups of them: this would avoid the continuousrmseto the DBMS, eliminating
both the overhead due to the tcp/ip socket andh¢oSQL. Test run using new
algorithms, designed following this idea and usimayv libraries, show that they
benefit of faster running times.
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1.34.2 Step by step resultsand future developments

1.34.2.1 Population of the target database

The process, customized on the two data modeldupes correct results.
It is important to remember that this has been maassible by aligning the
two data models, changing each of them in ordéraeease their compatibility.

1.34.2.2 Generalization of hydrography

The results have been visually inspected by expariographers and found
generally good.

The flow direction reconstruction algorithm workeery well but in one of our
tests it could not provide a complete reconstructioe to the high number of flat
and uphill sections. Despite some little improvetsethat can be made on the
algorithm, this proves once again that to have@ggeneralization it is important
to have a good input data: in the absence of &tduegraph (i.e. having the flow
direction of the streams) ttreecoordinate of the data must not contain errorg Th
reconstructed river courses show in some casesp shands: it is under
investigation the use of “good continuity” as a graeter in the river course
reconstruction algorithm (e.g. see [Touya, 2007]).

The pruning algorithm was found to perform welleexthough the speed of the
density pruning could be probably improved. Thenprg solved also some
braided streams sections removing the shorter hesnc

The generalization of braided sections of riverech&rther investigation, as
the first attempts did not produce any satisfactesult; the present direction of
development is to detect the area enclosed betweerbranches of a braided
section of the river and typify the clusters ofdheareas either by collapsing each
area to a line, or by merging neighboring ones.

2 2
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Figure 48: results of river generalization: bef@iedt) and after (right)

1.34.2.3 Gener alization of the road networ k

The algorithms proposed to enrich the road netwdekecting and classifying
road junctions and the different parts of the higinshowed to produce consistent
results on different datasets.
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In general the generalization of the road networkvijgled good results,
pruning the network without generating errors.

The process is, in some cases, too conservatitanirgy too many little roads,
especially inside residential areas. Another aspedtcould be further developed
is the extension of the type of road junctions geiped by the algorithm; in
particular roundabout connected to other roundabout

An aspect that had not been taken in considerasiothe generalization of
parallel ordinary roads that at the moment aretmg@ited: they could be collapsed
to a single line applying the same procedure usethe dual carriageways of the
highways.

The harmonization of roads produces interestinglt@sthe approach could be
extended also to small roads, relaxing the “goodtinaation” condition, to
improve further more the results; also, it woulditeresting to enrich the source
data in order to have a finer classification to tseperate a selection of the roads,
as it is done with the hydrography. At present wee iavestigating the use of the
metrics proposed by [Jiang & al., 2002].

Figure 49: some results of the generalization afifunctions. From left to right, top to bottom:
T-junction, roundabout, crossroad, paired T-junttnod unclassified junctions. In the case of
unclassified junctions the algorithm provides astoeffort” solution.
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Figure 50: results of the generalization of thenhigy: original data (top), generalized data
(bottom); it is possible to observe how the duatiageways have been collapsed to a single line,
how the slip roads have been connected to thislinevand how the toll-plaza (bottom left
corner) had been simplified.

1.34.2.4 Generalization of railroads

Still under development.

1.34.2.5 Generalization of buildings

The process was tested on more than 80000 buildprgslucing convincing
results.

One of the aspect to improve is the behavior ofaflgerithm with two adjacent
buildings that can not be merged together (e.galmez belonging to different
feature classes): in this case the geometric dpasabn each single building can
lead to topological errors.

As the case of adjacent building that can not begatkis not rare, a procedure
to correct these topological errors has been dpeelothe algorithm performs a
difference between any pair of overlapping buildinghus removing their
intersection. This approach, albeit effective isalging the issue, may lead to the
formation of slivers and, in general, to an irregushape of one of the two
buildings. At present we are developing a new agghothat handle adjacent
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buildings as a set of edges and nodes instead settof faces; in the future all the
building generalization algorithms should be maadifin order to be applicable to
the single edges.

&
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Figure 51: generalization of buildings. a) origisélation, b) selection and aggregation, c)
simplification, d) squaring

1.34.2.6 Generalization of ditches

The algorithm was tested on two datasets, one demgra mountainous
territory, the other a plain, the latter being madod of ditches. In both cases the
algorithm produced good results, reducing the nuntdeditches and creating
uniform patterns. The algorithm is able to identifiches that are part of a pattern
and those that are not, and to create a new raypat®a for the ditches that
should be typified.

The algorithm produced also some errors:

» a couple of ditches running along the same roadhintig clustered and typified
together, with the new pattern being comprisedrd§ ene new ditch, running
exactly over the road among the original ditchesghsa situation is not so
uncommon and while the present algorithm will ctbp new ditch, a better
solution should be found.

* when the ditches in a group are connected to etwdr &y another ditch or
hydrographic element (river, canal) if the shapehef ditch envelope doesn't
follow the shape of this connecting element, in tieev pattern some ditches
can be disconnected from it.

The algorithm also leaves space for future improatnand development:

* in some cases the typification results in a repragion that is too uniform all
over the dataset, as the algorithm applies onlyfixee measure (50 meters) to
typify all the ditches; a possible solution coukltb use instead two thresholds,
one to guarantee a minimum distance between thbedif another (bigger) to
prevent the typification of ditches that are nohgke enough; inside this range
the algorithm could apply a “proportional” typifitan, i.e. the ditches in a
typified cluster are drawn at a distance thatfisetion of the average distance
in the original cluster

« in some other cases instead a major uniformityeirdble: in the case of ditch
clusters that are spatially close to each other. (@usters separated by a road)



Chapter 7. Results And Evaluation 119

and have similar average direction it should besiids to apply the same
typification to all of them (hence working on clest of ditch clusters).
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Figure 52: generalization of ditches: before (leftyl after (right); the number of ditches has
been greatly reduced, while the patterns have beentained.

1.34.2.7 Generalization of large areas

Still under evaluation

1.34.2.8 Generalization of linear features

Still under evaluation

1.34.2.9 Generalization of points

The algorithm needs further tests to find the adrdistance value for the
selection of the points. In the case of the trapplying only one threshold leads
to a reduction of only the closest points: it woblkel probably better to use two
thresholds (as proposed for the ditches) and ttydpe selection also on the base
of the local density. Furthermore in some casesstshould be typified and not
only selected, as their original placement follawvspatial pattern: this is the case
of trees running by a road or a river; in theseesdake generalization should try to
maintain the pattern: groups of collinear treesuthde found and, if running
along another linear feature (road, river, railroad make then the edge collapse
happen on this line.. For the selection of elevasipots we are implementing and
testing an approach similar to what has been pexpbyg [Baella et al., 2007].
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1.34.3 Global results

Although some steps of the process are still uriietelopment, the results
obtained are promising. While a more formal evadureats still being carried on by
the IGMI and the Regione Veneto, the project wilhtinue in its development,
improving and extending its capabilities.

Because not all the algorithms designed have beenpletely tested and
developed, the results that will be shown next eelhtain just some of the feature
classes comprising the GeoDBR and DB25. If noteddfitly stated, in the
following examples the source data (1:5000 scaldgpicted on the left, while the
generalized data (1:25000) on the right. The imatjeglay the feature classes
corresponding to rivers (black lines), ditches €blines), roads (purple lines),
contour lines (green lines), woods (gray polygomsid buildings (orange

polygons).

In the figures above it is possible to see thatimgeways have been collapsed
to a single line, the slip roads and the toll-plaaae been simplified, some minor
roads have been deleted; also some smaller buildiage been deleted and some
short branches of the hydrography network.

In the figures above it is possible to see how rited junctions have been
generalized and how both some smaller roads anditys have been deleted.
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In the pictures above it is possible to see thecefdf the generalization of the
buildings: smaller buildings are deleted, the matliof buildings is simplified,
small juts are removed and the resulting geomstsgjuared.

In the pictures above it is possible to notice ba&vnumber of ditches has been
reduced; it is also possible to see how the dewsithie pattern resulting from the
typification is constant for every group of ditches
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In the pictures above the wood has been generakreall gaps in its coverage
have been filled and its boundary has been extetwlttt nearby roads. It is also
possible to notice the generalization (simplifioatand elimination) of buildings.
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In the pictures above: despite the simplificatiémhe contour lines the original
accuracy by which the rivers flow in the thalweg@ compromised. The pictures
show also that it is very unlikely for two contdumes to cross after simplification,
even in the presence of a steep slope. In therpitil is possible to see the
reduction of contour lines, roads and short rivers.

Next we will show how an excerpt from a DB25 pap@p and the generalized
data compare; the data has been symbolized usin@penJump plug-in that we
developed. From top to bottom, next it will be simowhe source data, the
generalized data, the symbolization of the geregdlidata and a part of a DB25
paper map.

Figure 53: source data at 1:5000 scale.
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Figure 54: from top to bottom: generalized data:26000 scale, generalized data symbolized
and an excerpt from the DB25 paper map.
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Comparing a generalized map with an existing on@abably the easiest way
to assess the quality of the generalization procAkkough the result of our
process is a geographical database and thus @tigtended to produce a map,
comparing the generalized data with a paper mapeamevertheless very useful
to evaluate the performance (in terms of cartogcaghality) of the process.

From the last two images above we can see thagémeralization of the
roundabout and of the road junctions along theestheading east-west at the
bottom of the picture is pretty good and resemblesely that of the map; also the
generalized buildings and highway match very wa#l hand-drawn data. On the
other hand, it is evident that the generalizatibrthe road network still needs
improvements, especially for what concerns thesdiaation of the data: some
roads have a different classification from thattlé map, leading to a more
clogged representation; classification differen@e visible also among the
buildings.

Analyzing an existing map not only is an easy wagvaluate the generalized
data, but can also be a valuable source of infoomaboth to design a
generalization algorithm and to tune its parametiéris often the case to realize
that the map embodies many rules that have nedtkglicit mention nor formal
definition in the specifications, but that need be taken into account when
developing the generalization algorithms. For exantipe river that surrounds the
area of the toll-plaza is not present in the papap, without any rule among the
specifications explaining why; similarly, two ro@ahctions (the one connecting
the toll-plaza to the ordinary roads on the sowsteorner of the map and that on
the north-west) are less simplified then the otiead junctions, with no apparent
reason.

As the map can be useful to setup the generalizgiocess, it is usually not
the case that there exists a paper map represehttngame area that should be
generalized; if a map exists, it might be old, makihen difficult to know what is
missing data and what is generalized data. Furthiernas the map has to comply
with many (cartographic) constraints, it is hardttack back the exact reason
behind a certain generalization choice: withoutrfak specifications it might be
difficult to tell whether a particular change inetldata happened for a precise
reason or just for the whim of the cartographemdde particular care should be
taken when assessing a generalized result usirgpaas not all the discrepancies
are caused by errors in the process.

In general, the approach that we chose and theepsdbat we designed shown
to be able to handle the problem of generalizatiod the algorithms that we
developed so far produce promising results, althotingy all show that further
research and improvements are needed; as a finarkethe images above depict
only six feature classes -although comprising tlstimportant ones- among the
10 times more counted by each data model: as thela®ment of a complete
generalization process requires to deal with allhein, this can give a figure of
how challenging this endeavor is and how much vieskill left to do.
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Conclusions and futurework

The research question behind this thesis was whéth&s possible to set up
an automated generalization process to generaliee Italian medium scale
geographical database DB25 in scale 1:25000 froen Regional large scale
geographical database in scale 1:5000 GeoDBR.

The results obtained in these three years of relsemside the CARGEN
project suggest a positive answer to this questisnit was shown in this thesis,
the very advanced status of the research on capbigr generalization allowed to
design and build a process that met all the reméres

The answer is not definitive yet: some parts of gnecess are still under
development, and the whole process is undergoimgiremus refinement and
improvements. Furthermore, there still is the pegdguestion of an official
evaluation and acknowledgement of the results nbthithat should be carefully
examined by professional cartographers. The fachregoal of the CARGEN
project has not been reached yet: to modernizdtéitian map making process
will require further research, time and resources.

This research brought new insights in the field¢aftographic generalization in
Italy:

« the exhaustive analysis of both the GeoDBR and D&&% models revealed
flaws and compatibility issues in both models; thiformation could be of
high interest in the definition of the National geaphical database model at
1:5000/1:10000 scale and further on in the deénitiof the National
geographical database models for the 1:25000 &@DQ0O scales;

« testing the algorithms on real data, showed onsihethe superior quality of a
geographical database (the GeoDBR) over the prsviopographic base (the
CTRN), but on the other revealed that the producpoocesses of the new
geographical database are still to be refined anéd as the sample dataset
contained errors and discrepancies with the model;

» the design and development of the a whole genataliz process brought a
gain in the understanding of how this could be diomea country where the
research on this field was lacking; furthermore @&RGEN project is the first
(and only to time) to investigate the use of thevngeneration of Italian
geographical data, gathering precious first hafarimation.
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This thesis brought also some original contribwgida the research field of
cartographic generalization:

« the algorithm for the generalization of road juans tackles the problem from
a completely new point of view, producing, in oupiron, a drastic
improvement over previous approaches, especiallgnwivorking with large
scale data;

« the pruning of branches of the hydrography netvarkhe basis of the density
is an approach that we could not find any previmention of in literature;
furthermore this approach is scale independentcandtd be adapted to other
type of data (e.g. roads) and it can be then iedesimong the set of general
algorithms for network pruning;

« the typification of ditches is approached in a cstyi geometric fashion,
modeling it as a problem of even distribution i@nded space; the simple
algorithm developed returns robust and consistesullts providing a solution
to a topic not covered in literature; the same gatoimapproach has been also
extended to a higher dimensionality in the “matritypification of silos,
showing the extensibility of this method to theifigation of other objects;

« the square-ability test developed avoids to apply $quaring algorithm to
features that will suffer a big distortion becawsfeit; this test, the first in
literature to our knowledge, allows more freedomajplying the squaring
algorithm, thus gaining an improvement on the qualf the data, especially at
large scales;

« in general, the development of a generalizatiorcgss for the large-medium
scales is something rather new, as the works faufitkrature usually aim at a
different scale range; despite the approach chémethe project was rather
pragmatic and thus did not set any particular thigohackground, | believe
that the many concrete results achieved, both bignall, may be useful to
others attempting such a challenge.

The results obtained, finally, indicate a directfonfurther developments.

A more dynamic process

The process developed is a big batch process ceeapaof almost black-box
steps executed sequentially; this choice was ta@egorovide modularity in the
initial development stage of the project, when iaswnot clear how each
generalization algorithm would be shaped. In therithe process could gain in
performance becoming more dynamic, that is allovdgagnmunication among the
different generalization algorithms and, in gendrderaction among them.

Global quality evaluation step

At present the process lacks a global evaluatiep able to measure the quality
of the data produced: every algorithm is respoedi the quality of the results it
returns and, if instructed to do so, it will try barmonize its output with the rest
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of the data; nevertheless a step that performsatitgjwalidation of the data is
necessary to move the project one step furthes 3tep could evaluate the data at
the end of the process, or provide methods to atalit during the execution; the
results of such an evaluation could then be usekdereito trigger a new
generalization or to communicate with the usernavally starting an interactive
editing session.

Moving to bigger datasets: intelligent partitioning

One of the future challenges of the project willtbgrocess bigger and bigger
datasets; this will require processing the dathatches, i.e. to divide it in parts
and process each of them individually. As the dlobsult should not be affected
by how the input dataset has been divided, it béllnecessary to devise how to
tile the data in a way that is transparent to theegalization process (intelligent
partitioning). Although this aim might seem dazgliconsidered the holistic
nature of generalization, it is my belief that arpdhat could be exploited is the
intrinsic “locality” of the algorithms: in fact ehc algorithm can not see
“everything” as the holistic notion would requirgcfually it would require to see
even more than what there is), rather its impleatém implicitly bounds its
actions to a range; this range is actually twofald:“effect range” (how far the
effect of the algorithm could be “felt”) and an “aweness range” (how far the
algorithm sees to get informed on how to operdikgse ranges may change from
algorithm to algorithm, from feature class to featelass, but are known to the
developers and, if formalized in some way (as fstance through an interface),
could let a partition algorithm to divide the dagi® such a way to not affect (or
minimizing the effect) the generalization perforntmdeach algorithm.

From DLM to DCM

Another challenge for the future will be to charthe output of the process,
generalizing not only the digital landscape motet,also the digital cartographic
model, in order to be able to print the generalideth as a real map. This will
require to deal with topics that have not beerhnrhain focus of the research, as
displacement, symbolization and label placement.

From 1:25000 to 1:50000

Finally, as the aim of the CARGEN project has bestended to the
generalization of data at the 1:50000 scale, a#l flnocess developed, the
understanding and experience gained, the algoritpkemented and everything
else should be focused on this new target. Whitddaoly some of the work done
could be re-used, other will surely need some natibn to be adapted and some
other should be trashed and will require to stgdim from scratch. For sure in
venturing into this new endeavor it will be possibd count on the passion and the
skillful research companions that helped me tovariiil here.
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