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Abstract

W
ireless communication systems are nowadays employed in many
fields. The research effort beneath this work is to investigate one
of the main issues in a radio communication system: interfer-

ence. Devices operating in the 2.4 GHz unlicensed Industrial, Scientific and
Medical (ISM) band are considered and, in particular, wireless sensors net-
works compliant to IEEE 802.15.4 standard are used to evaluate performance
indices in the presence of interference.

The analysis starts from a real wireless control application and a RF power
meter application: a complete perspective involving theoretical formulas, simu-
lations and experimental results is given. A cross layer approach for CSMA/CA
based devices, merging interference effects at PHY and MAC layer, is presented.
Subsequently effects of interference on channel status evaluation and RSSI cir-
cuitry are faced and, finally, the feasibility of a low cost RF power meter is
discussed.

The purpose of the work is to understand interference phenomena, using
a real life test bed and a complex set of interferers comprising both arbitrary
signal generators and real wireless networks. The interaction of interference
with a device is manifold: it involves physical layer, hardware and protocols.
The final aim of this work is to provide protocol and hardware designers with a
set of performance metrics and perspectives useful to improve wireless devices’
behavior against interference.





Sommario

O
ggigiorno i sistemi di comunicazione wireless hanno un impiego as-
sai vasto. Questo lavoro di ricerca si propone di investigare una delle
maggiori problematiche per una comunicazione radio: l’interferen-

za. Vengono considerati alcuni dispositivi operanti nella banda libera ISM a
2.4 GHz e, in particolare, vengono utilizzate reti di sensori wireless aderenti
allo standard IEEE 802.15.4 per la valutazione di indici di prestazioni in pre-
senza di interferenza.

L’analisi parte da un’applicazione di controllo wireless e da una appli-
cazione per la misura della potenza a radiofrequenza. Viene di seguito pre-
sentato, per i dispositivi basati su CSMA/CA, un approccio cross-layer per
un’analisi congiunta degli effetti delle interferenze a livello PHY e a livello
MAC. Di seguito vengono affrontati gli effetti dell’interferenza sulla valu-
tazione dell’occupazione di canale e sulla circuiteria di RSSI e, infine, viene
discussa la fattibilità di un misuratore di potenza RF a basso costo.

Lo scopo della tesi è comprendere i fenomeni d’interferenza utilizzando un
test bed reale e un complesso sistema di interferenze sia provenienti da genera-
tori di segnale sia da reti wireless reali. L’interazione dell’interferenza con un
dato dispositivo è molteplice: coinvolge il livello fisico, l’hardware e i proto-
colli. L’obiettivo finale è fornire ai progettisti dell’hardware e dei protocolli un
insieme di metriche di prestazione e prospettive utili a migliorare il comporta-
mento dei sistemi wireless contro l’interferenza.





Introduction

I
n the design and deployment of modern wireless communication net-
works, interference is one of the most critical problems to be carefully
considered and mitigated. In fact, it can be responsible for severe

degradation effects like loss of data packets, reduced throughput, delay, jit-
ter, loss of synchronization, missed alarms, etc. A critical frequency band in
which interference phenomena frequently occur is the unregulated and unli-
censed 2.4 GHz ISM band (2.4 - 2.4835 GHz). In this band, several wide spread
communication standards and applications may operate such as, for instance,
IEEE 802.11b/g Wireless LAN (WLAN) [1], IEEE 802.15.4 [2], and IEEE 802.15.1
(Bluetooth) compliant devices, microwave ovens, etc. This clearly increases the
possibility of in-band interference among wireless devices when deployed in
the same environment.

The analysis and mitigation of interference problems is typically a com-
plex task, to be carried out at design or deployment level. To this aim, an
in-depth knowledge of interference phenomena effects on some network per-
formance parameters is needed. The analysis is even more difficult in the
case of wireless networks employing the Carrier Sense Multiple Access/Col-
lision Avoidance (CSMA/CA) protocol, such as for instance the WLANs and
IEEE 802.15.4 WSNs. In these cases interference can impair the system degrad-
ing the signal quality or preventing transmission at all.

Such impairments are even more problematic in a wireless control system,
where almost all data are time-critical and data loss must be very limited in
order to keep the whole system under control.

A very weak point in modern CSMA/CA based devices is the Received
Signal Strength Indication (RSSI) circuitry, responsible of measuring the in
channel power and hence evaluating if the channel is good for transmission
or not. In-channel interference may be deleterious to this chip because it can
completely paralyze transmission. Furthermore, even interference situated in
adjacent channels can impair the system, since it can saturate the RSSI circuitry
leading to a corrupted measure.
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Such a sub-system can be greatly improved becoming a low cost measure-
ment chip (with sufficient accuracy and precision). In the following a brief
outline of the chapters of this thesis is provided.

Chapter 1 This Chapter is a general purpose introduction on WSN. It de-
picts elements and scenarios useful for a beginner reader who has never
worked on such a subject.

Chapter 2 In this Chapter the IEEE 802.15.4 standard is sketched, underlining
only few important keys useful to understand the rest of the thesis. In
this Chapter many acronyms are explained.

Chapter 3 The hardware platforms and the used software are described. This
chapter is not mandatory for the comprehension of the thesis, but com-
pletes the background.

Chapter 4 This is the starting point for the body of the thesis. The software
created and tested is presented, with a special care to the description of
the metrics and outputs useful for the analysis described in the following.

Chapter 5 An in dept analysis of a wireless control system, consisting of the-
oretical and practical results is here discussed. This system is used as a
basis even for other following chapters.

Chapter 6 The system described in Chapter 5 is used to optimize the choice of
several CSMA/CA parameters to defeat real interfering sources.

Chapter 7 A thorough model for the joint description of Physical Layer (PHY)
and Medium Access Control (MAC) layer interference is presented. Both
simulations and experimental results are reported.

Chapter 8 In this Chapter RSSI circuitry is introduced and effects of interfer-
ence on it is analyzed through an extensive set of experiments.

Chapter 9 The feasibility of an integrated low cost RF power meter is here
discussed. A single input estimation is described and a multiple input
approach is sketched.

Appendix A vision of a possible future implementation of concepts illustrated
in Chapters 8 and 9 is presented.



Chapter 1
Wireless Sensor Networks

T
he concept of “WSN” has emerged about ten years ago and, after be-
coming an hot research topic in many universities all over the world,
now is an actual application field. Many companies produce WSN

applications and devices and the industry is trying to exploit all the means this
technology can provide.

This kind of network is constituted by different small devices able to com-
municate with low data rate in the range of tenths of meter, or, in other words,
they can be classified as Personal Area Network (PAN).

1.1 Elements of a WSN

The word “sensor” means a a device able to output a voltage or current depen-
dent on the input physical quantity (i.e. light, temperature and so on). Thanks
to the development of digital signal processing, analog signal can be digitized
and elaborated so that the modern concept of sensor must be viewed in a wider
sense. WSN are made up of smart sensor, where the real sensor is only a little
part of the device. These devices are often called motes (meaning “small parti-
cles” in old english). The protocol stack is typically much more lightweight than
the one of a standard network, even if in the last few month a modified version
of a TCP/IP stack tailored for WSN, called 6LowPAN, has been developed [3].
The planning of a WSN should take into account various technological aspects
that can help the designer to find the most suitable technology to fulfill the
project. Some of these aspects are: fault tolerance, scalability, costs, operating
environment, network topology, hardware constraints, transmission medium
and finally power consumption. In the following paragraph a detailed view of
each one is proposed.
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1.1.1 Fault tolerance

In electronics devices failures can always occur, especially in an hostile envi-
ronment such as desert or battle fields. The WSN connectivity should be main-
tained also with a small number of node failures though an auto-configuration
of the remaining nodes. Different environment require different level of fault
tolerance. For example, in medical or industrial applications an higher toler-
ance is needed respect to a simple environmental monitoring.

1.1.2 Scalability

An high number of nodes coexisting in a given area and transmitting into the
same channel could cause interference to each other. On the other hand having
a big number of sensors can improve the overall network performance through
cooperative algorithms. The network scalability is a very important parameter
to take into account in a design stage, because it affects both protocol behavior
and hardware.

1.1.3 Costs

A typical WSN implies the use of many nodes: only if the cost per node is
low enough these kind of networks can be effectively deployed. The cost of a
single node is ruled by the sensors and transducers, while the transceiver and
the microprocessor, now integrated in a System On A Chip (SOAC) solution,
are getting cheaper.

1.1.4 Operating environment

The design of a node must consider the operating environment in which it will
operate. Obviously a military application needs components and packages far
more resistant than a node tailored for domotics.

1.1.5 Network topology

Network topology can be viewed from two perspective: physical position of
the nodes and logical communication topology. Concerning the nodes physical
placement it is worth noting that a wireless communication system allows a
much more flexible layout than a cabled system. This layout can be varied by
the motion of the nodes or, in other cases, due to the failure of several nodes.
It is more useful to define the topology from a logical communication point of
view. Network topologies can be roughly classified into three schemes: the star,
the mesh or peer-to-peer and the tree topologies.
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STAR MESH (P2P) CLUSTER TREE

Figure 1.1: WSN network topologies.

In Figure 1.1 a sketch of the above mentioned schemes is provided.

Star There is a central node defined as controller. All the communications
between nodes must be relayed by this central node. This topology can
be managed with simple protocols and is mainly employed when the
central node is not energy-constrained, being connected to a fix power
supply. The controller is often a gateway to connect the WSN to a wired
backbone.

Mesh (P2P) In this kind of network there is not a central coordinator and each
node can act as a relay for other nodes. The routing protocol assumes
a great importance in such a topology, because it assures the network
connectivity through a multi-hop approach.

Tree In the tree topology the nodes are grouped into cluster which are ruled by
a central coordinator. This is an hybrid solution that works with simpler
routing algorithms and less communication paths than the mesh topol-
ogy.

1.1.6 Hardware constraints

Every wireless sensor node has these sub-systems:

Sensor system All the sensors and conditioning hardware, comprising the Analog
to Digital Converter (ADC) used to interface the analog input with a mi-
crocontroller and a digital transmission system.

Control system It comprises the communication buses, the memories (typi-
cally Flash) and the microprocessor whose target is the overall system
management.
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Communication system The communication can exploit radio waves or in-
frared optical carriers. The infrared system needs the Line of Sight (LOS)
while a radio system is much more flexible and efficient also from an
energetic point of view.

Power supply system Normal batteries are the most common power supply
for sensor nodes, but also other energy scavenging systems, such as solar
panels, are important to collect energy from the environment. Due to the
limits of energy in battery-powered systems, a great importance is to be
paid to low-power microprocessors and transmitting protocols.

1.1.7 Radio channel

The most suitable operating bands are the ISM bands. These bands are unli-
censed ones; the 2.4 GHz band is free almost all over the world. This band
allows a good degree of integration in the radio subsystem and leaves a great
freedom in the design of the communication protocol. The main constraints are
in the maximum Equivalent Isotropically Radiated Power (EIRP) that must be
below 20 dBm.

1.1.8 Power consumption

As above described, energy is limited and hence is one of the most impor-
tant constraints. To this aim it is mandatory the use of power aware protocols
whose main metric is the available energy. The target of a wireless sensor is the
acquisition, the elaboration and finally the transmission of an information.

The acquisition power consumption is mainly dependent on the type of
sensor: for example gas sensor have to be warmed-up and this is a further
power dissipation.

The elaboration phase is quite power saving, because only a little pre-
elaboration is done on-board, while the main part is done after the data has
been collected by a central processing unit.

The communication phase is the most power-consuming, both in the trans-
mitting and in the receiving stages.
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1.2 WSN: scenarios

Several appealing application fields can exploit the WSN best features:

Monitoring This kind of network is employed to track a certain physical quan-
tity that is sampled with a fixed frequency. It can be a very energy-
consuming task, especially if the sampling period is small.

Event detection The network is employed to detect several alarm behaviors.
This is typically an asynchronous task, with low energy footprint, being
the nodes in an idle state for long times.

Object classification The goal of these networks is the object recognition in a
pre-determined data set. This could be a very computing-intensive task.

Object tracking this kind of network is essentially a smart surveillance system.
The network should recognize an object and localize it.

The most interesting application scenarios are the following.

1.2.1 Environment

Environmental monitoring is one of the most appealing application field for
WSN. These networks can help creating a distributed monitoring system for
environmental pollution (e.g near a chemical plant) or can be a good way to
control volcanoes or other dangerous natural phenomena.

Agriculture and botanic research can benefit of WSN, because natural cli-
mate and animal issues can be caught in real time. Environmental monitoring
of desert soils or woods can exploit self configuring networks, even deployed
from an airplane in a pseudo-random fashion. In this case the most important
problems to be faced are the self configuring network protocols (e.g dynamic
routing and energy saving ones) and energy scavenging mechanisms. Data traf-
fic (throughput) is not a key issue because only sporadic and low-bandwidth
transmission are expected, being natural phenomena slow enough to fit with
hourly or daily sampling.

The most suitable network topology for these applications is the Ad-Hoc
topology, that is a non-infrastructured network. The network connectivity
should be meshed, allowing a multi-hop communication an a certain degree
of redundancy.
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1.2.2 Medical applications

Biomedical monitoring is one of the most critical application. In this field WSN
can help monitoring physiological parameters in a flexible and non-invasive
manner. By now only the first personal health-care devices, integrated and wire-
lessly connected are available, but a future vision is a mesh of micro sensor that
can monitor the body from inside.

1.2.3 Military applications

Embedded and wearable sensor could improve technical military garment, be-
ing able to detect a chemical or biological hazard or detecting a soldier’s ill-
ness or wound. Robust network protocols and technologies (such as spread
spectrum modulation) have been typically developed for the stringent military
needs. The redundancy of a mesh topology can be a viable solution to guaran-
tee the connectivity even in an hostile and disturbed battle field.

1.2.4 Domotics

A commercial scenario, nowadays already developed, is domotics. The inter-
connection of different appliances can improve the overall home automation
and energy saving. A trivial yet useful application is the wireless switch: with-
out holes in the walls a new lamp can be installed. The main drawback is the
cost, that should be very low to let this technology rise up.

1.2.5 Automotive

In the automotive context wireless sensor can be efficiently used to reduce ca-
bling costs. Other applications are intended for safety, such as navigation aids,
but the low reliability of wireless links still keep the WSN away from this ap-
plications.

1.2.6 Factoy automation

Factory automation needs very tight real-time and reliability bounds. Network
topology, on the other hand, are typically hierarchical and almost static, lim-
iting the complexity of routing algorithms. Wireless subnets are connected to
cabled backbones via gateways, so in this context the coexistence among dif-
ferent wireless networks and wireless-wired coexistence is an important issue.
In the case of a wireless control system all these issues must be carefully taken
into account.



Chapter 2
An introduction to the IEEE 802.15.4 standard

I
EEE 802.15.4 and ZigBee are often confused, while there is a clear
difference among them. ZigBee Alliance is an industrial and aca-
demic partnership founded about ten years ago, to supply a low-cost,

low-power, wireless mesh networking standard to be used in automation and
remote control application. The task group 4 of the Institute of Electrical &
Electronics Engineers (IEEE) 802.15 committee started to follow the same ar-
guments, releasing a standard, the IEEE 802.15.4, on may 2003. Nowadays the
ZigBee specifies a suite of high level communication protocols using small,
low-power digital radios based on the IEEE 802.15.4 standard for Wireless
PAN (WPAN). ZigBee supplies the higher layers (from Network Layer (NET)
up to Application layer) while the IEEE 802.15.4 defines MAC and PHY layers.
The main characteristics of this suite are:

• low bit-rate;

• low costs;

• low power consumption.

The target of this type of network is different from other wireless stan-
dards already present on the market, like Bluetooth and WiFi. IEEE 802.15.4
(with ZigBee) allows networks covering a large area. Nodes usually are in-
tended to have an autonomy of years. The typical communication range spans
from 10 to 75 meters, depending on the environment. Greater distances can
be reached using multi-hop techniques, i.e. several nodes serve as “relays” for
other nodes, collecting some transmission frames and forwarding them through
specific links.
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2.1 IEEE 802.15.4 standard for WPAN networks

In many fields there is no need for an high throughput (net traffic transmitted
on the network, without considering header and retransmissions) or a wide
coverage area. Often it is necessary that nodes can communicate each other on
a plant, to transmit measurements of some interest. Thus this wireless sensors
do not need high bit-rate but a long operating life, little dimensions and low
cost, and usually they can not support common protocols stack like Transport
Control Protocol/Internet Protocol (TCP/IP), due to the heavy needs in terms
of memory and energy (apart from modified version of the stack [3]). The IEEE
802.15.4 standard provides regulations for such devices, and specifies how their
MAC and PHY layers are composed.

2.1.1 WPAN components

In the standard two types of devices are defined: Full-Function Device (FFD)
and Reduced-Function Device (RFD). The former has all the functionalities
defined in this standard, the latter implements only a reduced set of them.
Every network must have at least one FFD that represents the coordinator of all
other devices in the network.

FFD devices can communicate with both types of devices, while a RFD
cannot talk to a FFD. A FFD node can operate in three different manners:

• PAN coordinator;

• Simple coordinator;

• Normal device.

A RFD node is intended to be used as low rate transmitter. Typically it is a
sensor node that sends its little amount of information to another device, for
example, for remote control purposes.

The network topologies described in the standard are the ones already de-
scribed in section 1.1.5. In Figure 2.1 the role of FFD and RFD nodes is sketched.

2.2 Overview of the main services

This standard provides two types of primitives for the physical layer: the PHY
data service and the PHY management service. The former enables transmission
and reception of Packet Protocol Data Unit (PPDU), while the latter provides an
interface to Physical Layer Management Entity (PLME) to enable some control
services.
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STAR MESH (P2P) CLUSTER TREE

PAN  Coordinator FFD RFD

Figure 2.1: ZigBee network topologies.

Some of the principal services offered by the Physical Layer (PHY) are:

• Energy Detection (ED), senses the power on the wireless channel;

• Link Quality Indication (LQI), indicates the quality of the radio channel;

• Clear Channel Assessment (CCA), determines if the channel is free or
busy;

• Activation and deactivation of the transceiver;

• Transmission and reception of packets;

• Selection of the transmission channel.

The last point introduces the channel subdivision provided by this standard.
It comprises two bands: one for lower bit-rate transmissions (868-915 MHz) and
the second exploiting the 2.4 GHz ISM band, providing higher bit-rate. A table
with a more detailed description follows:

PHY
(MHz)

Frequency 
band

(MHz)

Spreading parameters Data parameters

Chip rate 
(kchip/s) Modulation Bit rate 

(kb/s)
Symbol rate 
(ksymbol/s) Symbols

868/915 868–868.6 300 BPSK 20 20 Binary

902–928 600 BPSK 40 40 Binary

2450 2400–2483.5 2000 O-QPSK 250 62.5 16-ary 
Orthogonal

Figure 2.2: IEEE 802.15.4 bands and transmission rates.
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A spread spectrum modulation, with the Direct-Sequence Spread Spectrum
(DSSS) technique is used: before modulation, each symbol is split into a chip-
sequence. It is a Pseudo-Noise (PN) sequence, having spectral properties sim-
ilar to white noise [4]. In the following only the 2.4 GHz ISM band will be
analyzed, where a 32 chip-long spread sequence is employed. This band is a
the only un-licensed band all over the world.

The standard divides this band into 16 channels ranging from 2400 MHz
to 2483.5 MHz, spaced by 5 MHz each other. Every channel supports a fixed
bit-rate of 250 Kbps, that leads to 2 Mchip/s. The carrier frequencies have this
positioning within the band:

Fc = 2405 + 5(k− 11)MHz with k = 11, . . . , 26 (2.1)

A sketch of the ISM band subdivision is given in Figure 2.3.

f[GHz]2.405

k=11 k=265 MHz 3 MHz

Figure 2.3: A representation of the spectrum used in this standard in the ISM
band.

It is also specified a tolerance on the frequency of each carrier, and a toler-
ance on the bit-rate of each channel: both must be at least ±40 ppm.

The sensitivity of receiver1 defined in the standard is at least -92 dBm. An
hardware compliant with the standard must correctly receive a signal with a
power greater or equal than this threshold.

2.2.1 Energy Detection (ED)

This service provides an estimation of the received power in the communica-
tion channel. The estimation period lasts 8 symbol periods, returning a 8-bit
unsigned integer ranging from 0x00 to 0xFF, where the minimum (0x00) must
indicate an energy lower than 10 dBm above the sensitivity. The dynamic range
of the ED estimation must be at least 40 dB. In this interval the power level in
dBm has to be related to integer values on a linear scale with an accuracy of
±6 dBm.

1The sensitivity of a receiver is the minimum power level allowing a correct reception of a
frame.
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Often the ED service is supplied by an RSSI 2 subsystem; this is the reason
why the two terms are often used as synonyms.

2.2.2 Link Quality Indication (LQI)

The Link Quality Indication measurement is calculated at the reception of a
packet. It is related to the Bit Error Rate (BER), calculated on a priori known
set of bits, i.e. the Synchronization Frame Delimiter (SFD). The LQI is an esti-
mation of the transmission “quality”, given with 1 byte (unsigned) precision.

2.2.3 Clear Channel Assessment (CCA)

The IEEE 802.15.4 standard’s medium access layer is based on the assumption
of channel sharing among different nodes.

Thus every station wishing to transmit has to first listen to the channel for a
predetermined amount of time to check for any activity on the channel. If the
channel is sensed “idle” then the station is cleared to transmit. If the channel is
sensed “busy” the station has to defer its transmission. This is the basis of the
Carrier Sense Multiple Access (CSMA) technique. This medium access method
is the main cause of coexistence problems with other standards operating in
the ISM band.

There are three different CCA operating modes, implying performance and
implementation differences.

CCA Mode 1: Energy above threshold The channel is sensed busy if the in
channel power overcomes a chosen threshold (CCA threshold, typically
-77 dBm).

CCA Mode 2: Carrier Sense The channel is considered busy only if a IEEE
802.15.4 compliant signal (modulation and spreading) is detected, regard-
less of the power level.

CCA Mode 3: Carrier Sense and Energy above threshold this is the combina-
tion of Mode 1 and Mode 2. The channel is busy if the signal type is IEEE
802.15.4 and the energy is above the threshold.

2RSSI is a measurement of the received in-channel power. It is a generic metric implemented
in radio receivers. Its meaning is similar to that of ED, and is a technology present on IEEE 802.11
standard compliant devices.
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2.2.4 PPDU description

Modern computer networks are based on a ISO/OSI layer subdivision. The ap-
plication layer information is split and encapsulated into packets that cross the
protocol stack down to the physical transmission medium and receive header
information to be properly managed. A packet of layer n is the Protocol Data
Unit (PDU), which contains the PDU of level n− 1. The PDU of level n− 1, at
the level n, gets the name of Protocol Service Unit (PSU).

Before being transmitted, a PHY layer receives an header, forming the PPDU
This will be transmitted by the radio chip after the modulation. In the IEEE
802.15.4 standard the PPDU is composed of the parts depicted in the Figure
2.4.

Octets: 4 1 1 variable

Preamble SFD Frame length
(7 bits)

Reserved
(1 bit)

PSDU

SHR PHR PHY payload

Figure 2.4: The PPDU structure in the IEEE 802.15.4 standard.

Each packet is transmitted and received starting from the Least Significant
Bit (LSB). In this standard, the maximum packet length is 127 bytes.

As shown in the Figure, the first part of the PPDU is the Synchronization
Header (SHR), subdivided in the preamble and the SFD. This is an essential
part of every packet-oriented transmission. In such a communication mode
packets are generated in an asynchronous manner, so that the receiver must
synchronize to the transmitter. The preamble is used to get bit-level synchro-
nization, while SFD determines the start of the frame, and, hence, the frame
synchronization. Generally preambles are pseudo-random sequences with a
quasi-impulsive autocorrelation, allowing an easy synchronization.

The second section of the PPDU is the Physical Header (PHR), that contains
information on the packet length. The last part is the PHY Payload, that is, the
PDU of the upper layer that contains the real informative content of the packet.

2.3 MAC Layer

This is, certainly, the most critical layer of the ISO/OSI stack. Its characteristics
determine the performance and the functionality of the whole standard. The
complexity of this level in the IEEE 802.15.4 standard, however, does not allow a
full explanation in this work: only some keys will be described in the following.

There are two types of MAC services that this standard provides:
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MAC Data Service enables transmission and reception of the MAC PDU (MPDU)
through the PHY layer services;

MAC Management Service provides some useful control services through the
MAC Layer Management Entity (MLME).

The main topics covered by the MAC defined in this standard are:

• beacon management;

• channel access;

• GTS management;

• sending of Acknowledgment (ACK) packets;

• association to a PAN.

In addition to these services, the standard provides also services for au-
thentication and ciphering: a communication can be without security, based
on an access list or managed with authentication procedures and Advanced
Encryption Standard (AES) cryptography with 32 or 128 bits.

Transmitter can also require ACK packet to ensure a reliable communica-
tion. Error correction techniques can be employed, but only Automatic Retrans-
mission Query (ARQ) error correction algorithms fit well with such a low band-
width system. Forward Error Correction (FEC) algorithms are not supported
because they introduce a lot of redundancy in the transmission, decreasing the
throughput to unacceptable levels.

2.3.1 The CSMA/CA algorithm

The wireless medium is, by definition, a broadcast medium. The channel has
to be shared among different devices operating in the same band. It is hence
necessary a channel arbitration that allows a multi-user fair access.

In some simple system, deterministic medium access methods like Time Di-
vision Multiple Access (TDMA) or Frequency Division Multiple Access (FDMA)
are used. In these methods every node which is allowed to transmit has an
assigned “radio resource”, that is a time slot in the former case, while is a
dedicated frequency in the latter case.

This approach avoids collisions among transmissions. However, this is not
the best choice from the performance point of view. These slots are assigned
to a specific node, which can start to use them without alerting other network
nodes. Assigned resources not used for a certain period are wasted.
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In stochastic methods there are no resources statically assigned to nodes
(and hence wasted when not used), but, as a drawback, each device starts
a transmission that can collide with other ones. In mean, stochastic medium
access algorithms are more flexible than deterministic ones and are useful when
there is no central network controller or in dynamic environments. Channel
contention is intended to assign to a node in a dynamic way only the resources
needed.

The CSMA/CA algorithm is an example of these probabilistic methods. It
is also the more used in wireless communication; even IEEE 802.11 adopt it.
In this algorithm, substantially, a node that has to transmit senses the channel
before transmitting. If this is found “free” then the transmission will occur,
else the node will wait for a random interval of time and retry the sensing
procedure. This simple method, called beaconless in this standard, can be sum-
marized as follows. Assuming that a node has to transmit then it has to go
through these steps (see Figure 2.5):

• Wait for a random time τ ∈ U(0, 2BE − 1) · BP, where U indicates a ran-
dom variable with uniform distribution, BE is a term called Backoff Ex-
ponent and BP is a basic period (define in [2]);

• Sense the channel (i.e. perform the CCA);

• If the channel is sensed free, then start the transmission;

• If the channel is sensed busy, then BE = min(BE + 1, aMaxBE), where
aMaxBE is the maximum value allowed for BE. Moreover, increment the
counter of the retransmission (NB = NB + 1);

• If NB = max(macMaxCSMABackoffs) then the transmission is failed and
this has to be signalled, else repeat the algorithm.

The IEEE 802.15.4 standard provides also a superframe structure for trans-
mission, through which the PAN coordinator manages the access to the chan-
nel. This structure is used in the beacon mode, in which the coordinator use
packets named beacon to synchronize all devices that are connected to him, to
describe the superframe structure and to identify the PAN. A beacon is trans-
mitted on a regular basis between 15.36 ms to 251.65 s.

The superframe structure is represented in the Figure 2.6. It is subdivided
in two parts: the first called “active” part and the second is the “inactive” part.
The inactive part is used by devices for entering an idle state in which they do
not communicate each other and have low power consumption.
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Figure 2.5: The beaconless CSMA/CA algorithm described in the IEEE 802.15.4
standard.

The active part consists of 16 different time-slot, grouped in the Contention
Access Period (CAP) period (9 slots), and the Contention Free Period (CFP) pe-
riod (7 slots). In the CAP period communications occurs using the CSMA/CA
algorithm, even if this is a modified version of the algorithm depicted in 2.6 on
the following page to take into account of the time synchronization (the differ-
ences and the whole algorithm, named CSMA/CA slotted is discussed in [2]).
In the CFP the coordinator provides some time-slots, called Guaranteed Time
Slots (GTS), to other nodes; in these slots the channel access is free, i.e. a node
does not have to use the CSMA/CA algorithm.
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Figure 2.6: The superFrame structure in the IEEE 802.15.4 standard.

2.3.2 MAC frame

The IEEE 802.15.4 standard indicates that the maximum length of MAC packets
must be 127 bytes. This measure is small compared to other wireless standard
in which the medium packet length is about 512 bytes. Therefore, given such
a limited number of bytes, the header has to be a small amount of the whole
packet, to maintain an acceptable throughput.

The MAC provides four types of datagram:

Beacon Frame used only by the coordinator in the beacon mode;

Data Frame the datagram used in data transfer;

Acknowledgement Frame a small datagram, without neither addresses part
nor payload section, to signal a correct reception;

Command Frame used to send command to control and set-up nodes.

All of these datagrams share the same packet structure. The first part of a
packet is the Frame Control Field (FCF), 16 bit-long, and carries various infor-
mation about the packet (type, addressing mode, security). Then the 8 bits-long
Sequence Number (SN), i.e a progressive number, identifies the packet. After
this byte there are the four address fields, with the source and destination PAN
identifier and address. The addressing fields can be omitted in the acknowl-
edgment frame and have variable length, depending on the type of address
chosen (16 or 64 bits).

After this MAC Header (MHR) there is the payload section, which has a
variable length, followed by the Frame Check Sequence (FCS) that ends the
datagram. The FCS is a 16 bits-long field, containing a CRC for error correction,
calculated on the header and the payload with the polynomial:

G(x) = x16 + x12 + x5 + 1.
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To explain in a more detailed way how MAC frames are composed, two dia-
grams are sketched out. These represent the general frame structure, Figure
2.7, and the Data Frame datagram, Figure 2.8.

Octets: 2 1 0/2 0/2/8 0/2 0/2/8 variable 2

Frame
control

Sequence
number

Destination
PAN

identifier

Destination
address

Source
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address Frame

payload FCS

Addressing fields

MHR MAC
payload MFR

Figure 2.7: The general structure of a MAC frame in the IEEE 802.15.4 standard.
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Figure 2.8: The structure of a data MAC frame in the IEEE 802.15.4 standard.

2.3.3 Addressing

Every device in a network has an assigned 64 bit IEEE address, thus the maxi-
mum length of the address field in the MAC frames is 8 octets (i.e. bytes). With
64 bits it is possible to address 264 ' 1.84 · 1019 devices, perhaps more than the
devices present in a common WSN. A broadcast address is provided and the
assigned address is 0xFFFF.

A short address mode is available, using only 16 bit. A short address is
assigned to a node during the association with a PAN. This address has validity
only in that PAN, like a private network address on a LAN, and is lost if the
node leaves the PAN. The short address allows to address 65535 devices and
this can lead to cover almost all possible WSN networks.
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2.4 PHY layer

The 2.4 GHz ISM band is subdivided in 16 channels ranging from 2400 MHz to
2483.5 MHZ, spaced by 5 MHz each other. Every channel, supports a bit-rate
of 250 kbps. The carrier frequencies are the ones described in section 2.2 and
in equation (2.1).

S/P P/S
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SPREADING

Tc

p( )

p( )

1 4 32 1

32 bit

I

Q

cos

-sin

250 k 62.5 k 62.5 k 2 M

1 M

bit to symbol symbol to chip OQPSK modulation

Figure 2.9: Block diagram of IEEE 802.15.4 modulator.

2.4.1 Transmitter functional blocks

The transmission circuitry can be divided into three blocks as depicted in Fig-
ure 2.9:

1. bits to symbols mapping;

2. symbols to chip (spreading) mapping;

3. Offset QPSK (O-QPSK) modulation.

Every PPDU is processed, starting from the LSB; therefore the first part pro-
cessed is the preamble. Then bits are grouped in sets of four bits, hence if
the bit-rate is 250 kbps (bit period is Tb = 1

250 kbps = 4 µs) then the baud-rate
achieved is 62.5 kbps. Then the spreading is performed onto this sequence of
symbols: for every group of 4 bits a 32 bit word is selected. This results in
a 2 Mchip/s sequence (chip period Tc = 1

2 Mbps = 500 ns). The term “chip”
describes the bit output by the spreading process. The spreading process is the
core of the DSSS technology: the rate of the system and hence the occupied
bandwidth is increased by M, the spreading factor. For each bit input to the
spreading circuitry M bit are output. In this case 4 bit are input and 32 are out-
put through a sixteen elements look-up table, statically defined in the standard
[2]. Hence a spreading factor equal to 8 is used.
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This technology can help the system overcoming impulsive interference [4]
and spreads the power spectral density on a larger bandwidth, reducing emis-
sion on a specific band.

The chip sequence is then input to the O-QPSK modulator. This kind of
modulation is a modified version of the Quadrature Phase Shift-Keying (QPSK)
modulator.

QPSK can encode two bits per symbol. The modulator derives from the
chip-sequence c0, . . . , c2n+1 two sequences, called “in phase” (I) and “in quadra-
ture” (Q):

• CI = c0, c2, . . . , c2n

• CQ = c1, c3, . . . , c2n+1

The symbol rate is half the chip rate, so the symbol period is equal to 2Tc, and
for each symbol two chip are transmitted. This pair of chip are then mapped on
a constellation as represented in Figure 2.10, and generally symbols are coded
used the Gray code to have only one bit changing during a symbol transition
to one adjacent.

11

1000

01

Q

I

Figure 2.10: O-QPSK constellation scheme in PHY layer of the IEEE 802.15.4 stan-
dard.

The phase of the signal can assume four possible values. However this can
lead to a jump of ±π in the phase of the transmitted signal. After the chip to
symbol mapping, the digital signal is converted to a real analog voltage through
a Digital to Analog Converter (DAC), that is represented as an interpolating
low-pass filter in Figure 2.9.
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The filter shape is chosen in order to adapt the signal to the wanted band-
width. Many integrated power amplifier need a constant-power signal, so a
sudden change of phase, due to the diagonal cross of the constellation, may
introduce undesired power fluctuations.

This problem can be overcome using the Offset QPSK modulation scheme.
The sequence in quadrature is delayed of a chip period (see Figure 2.11), or half
the symbol period, so the two sequence will never change at the same time (see
the modulator in Figure 2.9).

c0 c2 c4 c30. . .I-Phase

Q-Phase

Tc

2Tc

c1 c3 c5 c31. . .

Figure 2.11: In-phase and Quadrature components of a O-QPSK modulator

This means that a transition between two symbols can occur only on the
sides of the rectangle, never on diagonals, so only jumps of ±π

2 can arise.
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Figure 2.12: Normalized modulation filter shape.

In order to limit the power fluctuations, the filter shape can be chosen so
that the signal must move only on the circle. This can be done using a half-sine
filter shaping 2.12.

The closed form formula describing this filter is the following:
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s(t) =

sin
(

πt
2Tc

)
0 ≤ t ≤ 2Tc

0 otherwise
(2.2)

It is straightforward to demonstrate that the power, P(t), is always constant
(apart from the initial and final transients) through the following equations. A
simulative proof is also given in Figure 2.13.

I(t) = sin
(

πt
2Tc

)
(2.3)

Q(t) = sin
(

π (t− Tc)

2Tc

)
= sin

(
πt
2Tc
− π

2

)
= cos

(
πt
2Tc

)
(2.4)

P(t) = I2(t) + Q2(t) = sin2
(

πt
2Tc

)
+ cos2

(
πt
2Tc

)
= 1 (2.5)
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Figure 2.13: Simulation of the modulator output signals.

Finally, the O-QPSK modulation with half sine shaping is equivalent to a
phase modulation, allowing a very efficient use of integrated transceivers.

The use of an half-sine filter, that is a time limited pulse, has a drawback
in the frequency domain. The spectrum occupation in quite large. The closed
form Fourier Transform of the filter impulse response can be easily calculated.
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S( f ) =
2Tc
2j

(
sinc (2Tc ( f − f0)) e−j2π( f− f0)Tc − sinc (2Tc ( f + f0)) e−j2π( f+ f0)Tc

)
with f0 =

1
4Tc

= 0.5 MHz (2.6)

Equation (2.6) describes the spectrum3. The squared absolute value of S( f )
is the power spectrum mask (baseband) depicted in Figure 2.14. The center
frequency, in practical implementation, is the chosen carrier frequency. It is
worth noting that the main lobe is bounded in the range [−1.5 MHz, 1.5 MHz]
and the secondary lobes are attenuated of 23 dB respect to the carrier frequency
and centered nearly at ±2 MHz respect to the carrier frequency. The other
lobes are 1 MHz apart. At the adjacent channel center frequency (∆ f = 5 MHz)
the lobes are attenuated of 40 dB. In the following the main lobe is used as
“bandwidth” of the channel: the conventional bandwidth is therefore 3 MHz
large.
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Figure 2.14: Normalized spectrum mask of a half-sine filter.

2.4.2 Receiver performance

The O-QPSK modulation joint with a DSSS system has been chosen for its ro-
bustness, ease of integration and for the BER performance. Compared to other
standards, IEEE 802.15.4 shows very good theoretical performance. In Figure
2.15, different standards operating in the 2.4 GHz ISM band are compared.

3The sinc function is defined as sinc(a) = sin(πa)
πa
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IEEE 802.15.4 is one of the most robust against noise, even if the other ones use
higher bandwidth and, hence, suffer more from noise and interference. The
use of DSSS circuitry allows the use of decoding algorithms such as Viterbi
algorithm [4] that is used for a soft sequence decoding. These algorithms try
to receive the transmitted sequence on a per-symbol-basis. The detection of a
symbol is based on a maximum likelihood sequence detection on the whole
32-chip-sequence, outperforming single-chip detection [4].

IEEE
Std 802.15.4-2003 IEEE STANDARD FOR LOCAL AND METROPOLITAN AREA NETWORKS:

644 Copyright © 2003 IEEE. All rights reserved.

E.3.3 Coexistence simulation results

Using the assumptions outlined in E.3.2, an analytical simulation tool was developed to quantify the effect
of interference between neighboring devices. For each of the cases studied, the receiver under test was pre-
sented with a desired signal at 10 dB above the required sensitivity (see E.3.1.2) and a single interfering
device with appropriate transmit power (see E.3.1.3). The amount of received interference power was deter-
mined using the propagation model (see E.3.1.1) as well as the transmit PSD (see E.3.1.5) and receiver
bandwidth (E.3.1.4), and the resulting SIR level was used to estimate the achievable PER.

The simulation output (see Figure E.3 through Figure E.8) shows the PER versus separation distance and
frequency offset for various combinations of devices. When comparing the results, some obvious features
stand out. First, for the nonhopping systems, large frequency offsets allow close-proximity coexistence (less
than 2 m separation), while low-frequency offsets, or co-channel interference, require separation distances in
the tens of meters. Therefore, as expected, the ability to detect channel occupancy and perform dynamic
channel selection is an important mechanism for coexistence. 

A second observation is that transmit power level is the dominant factor in co-channel interference
situations. When a low-power IEEE 802.15.4 device is moved toward an IEEE 802.11b or IEEE P802.15.3
device, the IEEE 802.15.4 device is the first to degrade. IEEE 802.15.1 and IEEE 802.15.4 have similar
transmit powers, and their interference effects on each other are similar. 

Even with its low transmit power level, the results presented here suggest that an IEEE 802.15.4 device can
cause degradation to the other devices in co-channel situations with separation distances below 20 m. How-
ever, in practice, several IEEE 802.15.4 coexistence features (which were not included in this PHY

Figure E.2 —BER Results for IEEE 802.11, IEEE 802.15.1, IEEE P802.15.3 and IEEE 802.15.4

1.0E-09

1.0E-08

1.0E-07

1.0E-06

1.0E-05

1.0E-04

1.0E-03

1.0E-02

1.0E-01

1.0E+00

-10 -5 0 5 10 15

SNR (dB)

B
it 

E
rr

or
 R

at
e

802.11b (11M bps)

802.11b (5.5M bps)

802.11b (2M bps)

802.11b (1M bps)

802.15.1

802.15.3 (22M bps)

802.15.4
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band [2].





Chapter 3
Tmote Sky e TinyOS

M
any hardware and software implementations are nowadays available
as Commercial Off-The-Shelf (COTS) solutions for WSN. One of the
most used is the Tmote Sky, a node produced by Moteiv Corporation.

This platform is at the moment no more available, but improved nodes are
available as COTS products. A great amount of transceiver and microproces-
sors or, even better, SOAC solutions, are nowadays available from the major
integrated transceiver vendors (such as Texas Instruments or Freescale Semi-
conductor).

3.1 Tmote Sky

The Tmote Sky platform has been used in all experiments presented in this the-
sis because it is a well known platform for academic and educational purposes,
it is cheap and quite all its function can be used through open source software1.

Some noteworthy platform characteristics are described in the following:

• 250 kbps 2.4 GHz IEEE 802.15.4 Chipcon Wireless Transceiver;

• Interoperability with other IEEE 802.15.4 devices;

• 8 MHz Texas Instruments MSP430 microcontroller (10 kB RAM, 48 kB
Flash);

• Integrated ADC, DAC, Supply Voltage Supervisor, and DMA Controller;

• Integrated onboard antenna with 50 m range indoors / 125 m range out-
doors;

• Integrated Humidity, Temperature, and Light sensors;

1Most of the material in this chapter is taken from the Tmote Sky datasheet [5].
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• Ultra low current consumption;

• Fast wakeup from sleep (< 6µs);

• Hardware link-layer encryption and authentication;

• Programming and data collection via Universal Serial Bus (USB);

• 16-pin expansion support and optional SubMiniature version A (SMA)
antenna connector;

• TinyOS support (see section 3.2): mesh networking and communication
implementation.
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Module Description 
The Tmote Sky module is a low power “mote” with integrated sensors, radio, antenna, 
microcontroller, and programming capabilities. 
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Figure 1 : Front and Back of the Tmote Sky module Figure 3.1: Front and Back of the Tmote Sky module.
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3.1.1 Power supply

Tmote Sky is powered by two AA batteries. The module was designed to fit the
two AA battery form factor. AA cells may be used in the operating range of 2.1
to 3.6 V DC, however the voltage must be at least 2.7 V when programming the
microcontroller flash or external flash (see Figure 3.2). If the Tmote Sky module
is plugged into the USB port for programming or communication, it receives
power from the host computer. The mote operating voltage when attached to
USB is 3 V. If Tmote will always be attached to a USB port, no battery pack is
necessary. The 16-pin expansion connector can provide power to the module.
Any of the battery terminal connections may also provide power to the module.
At no point should the input voltage exceed 3.6 V: doing so may damage the
microcontroller, radio, or other components.
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Power 
Tmote Sky is powered by two AA batteries.  The module was designed to fit the two AA battery 
form factor.  AA cells may be used in the operating range of 2.1 to 3.6V DC, however the 
voltage must be at least 2.7V when programming the microcontroller flash or external flash. 
 
If the Tmote Sky module is plugged into the USB port for programming or communication, it will 
receive power from the host computer.  The mote operating voltage when attached to USB is 
3V.  If Tmote will always be attached to a USB port, no battery pack is necessary. 
 
The 16-pin expansion connector (described in the Section on page 17) can provide power to the 
module.  Any of the battery terminal connections may also provide power to the module.  At no 
point should the input voltage exceed 3.6V—doing so may damage the microcontroller, radio, or 
other components. 

Typical Operating Conditions 
 MIN NOM MAX UNIT 
Supply voltage  2.1 3.6 V 
Supply voltage during flash memory programming 2.7 3.6 V 
Operating free air temperature -40 85 oC 
Current Consumption: MCU on, Radio RX 21.8 23 mA 
Current Consumption: MCU on, Radio TX 19.5 21 mA 
Current Consumption: MCU on, Radio off 1800 2400 μA 
Current Consumption: MCU idle, Radio off 54.5 1200 μA 
Current Consumption: MCU standby 5.1 21.0 μA 

 
 

Caution! ESD sensitive device. 
Precaution should be used when handling 
the device in order to prevent permanent 
damage.  

Figure 3.2: Operating conditions.

3.1.2 Microprocessor

In Figure 3.3 there is a a sketch of the different chips mounted on a Tmote.

The low power operation of the Tmote Sky module is due to the ultra
low power Texas Instruments MSP430 F1611 microcontroller featuring 10 kB
of RAM, 48 kB of flash, and 128 B of information storage. This 16-bit RISC
processor features extremely low active and sleep current consumption. The
MSP430 has an internal digitally controlled oscillator (DCO) that may operate
up to 8MHz. The DCO may be turned on from sleep mode in 6 µs, however 292
ns is typical at room temperature. When the DCO is off, the MSP430 operates
off an eternal 32768 Hz watch crystal. Although the DCO frequency changes
with voltage and temperature, it may be calibrated by using the 32 kHz os-
cillator. In addition to the DCO, the MSP430 has 8 external ADC ports and 8
internal ADC ports. The ADC internal ports may be used to read the internal
thermistor or monitor the battery voltage. A variety of peripherals are avail-
able including SPI, UART, digital I/O ports, Watchdog timer, and Timers with
capture and compare functionality.
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Figure 3 : Functional Block Diagram of the Tmote Sky module, its components, and buses Figure 3.3: Blocks diagram.

The F1611 also includes a 2-port 12-bit DAC module, Supply Voltage Su-
pervisor, and 3-port DMA controller. The features of the MSP430 F1611 are
presented in detail in the Texas Instruments MSP430x1xx Family User’s Guide
available at [6].

3.1.3 Sensors

The Tmote Sky mounts a default sensor set and can use external ADC ports to
connect other kind of sensors. The default sensors are:

• Humidity/Temperature Sensor;

• Light sensor TSR (Total Solar Radiation), sensing all visible spectrum in-
cluding infrared;

• Light sensor PAR (Photosynthetically Active Radiation), sensing only ar-
tificial lights.

Each sensor must be calibrated for absolute measurements. The ADC pro-
vides a 12-bit-long output, and so values tanging from 0 to 4095.
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3.1.4 Expansion Connectors

The Tmote Sky has two expansion connectors and a pair of on-board jumpers
that may be configured so that additional devices (analog sensors, LCD dis-
plays, and digital peripherals) may be controlled by the Tmote Sky module.
On the far side of the board from the USB connector is a 10-pin IDC header at
position U2 and a 6-pin IDC header at U28. The 10-pin connector has the same
connections as Tmote Sky and is the primary connector. It provides digital in-
put and output signals as well as analog ones. Peripherals may be connected to
the 10-pin connector using an IDC header, an IDC ribbon cable, or by designing
a printed circuit board that solders directly on to the IDC header providing a
robust connection to the module. An additional 6-pin (U28) header provides
access to the exclusive features of Tmote Sky. Two additional ADC inputs are
provided that may be reconfigured by software to be two 12-bit DAC outputs.
ADC 7 may also act as the input to the supply voltage supervisor. The user in-
terface elements (the reset and user buttons) are exported by the 6-pin header
for use in external interfaces and packaging.
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Expansion Connector 
Tmote Sky has two expansion connectors and a pair of onboard jumpers that may configured so 
that additional devices (analog sensors, LCD displays, and digital peripherals) may be 
controlled by the Tmote Sky module.  On the far side of the board from the USB connector is a 
10-pin IDC header at position U2 and a 6-pin IDC header at U28.  The 10-pin connector has the 
same connections as Tmote Sky and is the primary connector.  It provides digital input and 
output signals as well as and analog inputs.  Peripherals may be connected to the 10-pin 
connector using an IDC header, an IDC ribbon cable, or by designing a printed circuit board that 
solders directly on to the IDC header providing a robust connection to the module.  An additional 
6-pin (U28) header provides access to the exclusive features of Tmote Sky.  Two additional 
ADC inputs are provided that may be reconfigured by software to be two 12-bit DAC outputs.  
ADC7 may also act as the input to the supply voltage supervisor.  The user interface 
elements—the reset and user buttons—are exported by the 6-pin header for use in external 
interfaces and packaging. 
 

 
Figure 20 : Functionality of the 10-pin expansion connector (U2).   

Alternative pin uses are shown in gray. 
 

 
Figure 21 : Functionality of the 6-pin expansion connector (U28). 

 

 NOTE: The I2C pins are shared with the radio’s data input pin and the radio clock.  Care 
must be taken by application developers to multiplex operations on the I2C bus and the 
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Figure 3.4: 10-pin connector.
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Expansion Connector 
Tmote Sky has two expansion connectors and a pair of onboard jumpers that may configured so 
that additional devices (analog sensors, LCD displays, and digital peripherals) may be 
controlled by the Tmote Sky module.  On the far side of the board from the USB connector is a 
10-pin IDC header at position U2 and a 6-pin IDC header at U28.  The 10-pin connector has the 
same connections as Tmote Sky and is the primary connector.  It provides digital input and 
output signals as well as and analog inputs.  Peripherals may be connected to the 10-pin 
connector using an IDC header, an IDC ribbon cable, or by designing a printed circuit board that 
solders directly on to the IDC header providing a robust connection to the module.  An additional 
6-pin (U28) header provides access to the exclusive features of Tmote Sky.  Two additional 
ADC inputs are provided that may be reconfigured by software to be two 12-bit DAC outputs.  
ADC7 may also act as the input to the supply voltage supervisor.  The user interface 
elements—the reset and user buttons—are exported by the 6-pin header for use in external 
interfaces and packaging. 
 

 
Figure 20 : Functionality of the 10-pin expansion connector (U2).   

Alternative pin uses are shown in gray. 
 

 
Figure 21 : Functionality of the 6-pin expansion connector (U28). 

 

 NOTE: The I2C pins are shared with the radio’s data input pin and the radio clock.  Care 
must be taken by application developers to multiplex operations on the I2C bus and the 
radio.   
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Figure 3.5: 6-pin connector.
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3.1.5 Radio

Tmote Sky features the TI CC2420 radio for wireless communications. The
CC2420 is an IEEE 802.15.4 compliant radio providing the PHY and some MAC
functions. With sensitivity exceeding the IEEE 802.15.4 specification and low
power operation, the CC2420 provides reliable wireless communication. The
CC2420 is highly configurable for many applications with the default radio
settings providing IEEE 802.15.4 compliance. The CC2420 is controlled by the
TI MSP430 microcontroller through the SPI port and a series of digital I/O
lines and interrupts . The radio may be shut off by the microcontroller for low
power duty cycled operation. The CC2420 has programmable output power.
Common CC2420 register values and their corresponding current consumption
and output power are shown in Figure 3.6.
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Radio 
Description 
Tmote Sky features the Chipcon CC2420 radio for wireless communications.  The CC2420 is an 
IEEE 802.15.4 compliant radio providing the PHY and some MAC functions.  With sensitivity 
exceeding the IEEE 802.15.4 specification and low power operation, the CC2420 provides 
reliable wireless communication.  The CC2420 is highly configurable for many applications with 
the default radio settings providing IEEE 802.15.4 compliance.  Features and usage of the 
CC2420 is available in Chipcon’s datasheet at http://www.chipcon.com 
 
The CC2420 is controlled by the TI MSP430 microcontroller through the SPI port and a series of 
digital I/O lines and interrupts (see the Schematics on page 7 for more information).  The radio 
may be shut off by the microcontroller for low power duty cycled operation. 
 
The CC2420 has programmable output power.  Common CC2420 register values and their 
corresponding current consumption and output power are shown in Figure 7. 
 

PA_LEVEL TXCTRL register Output Power [dBm] Current Consumption [mA] 
31 0xA0FF 0 17.4 
27 0xA0FB -1 16.5 
23 0xA0F7 -3 15.2 
19 0xA0F3 -5 13.9 
15 0xA0EF -7 12.5 
11 0xA0EB -10 11.2 
7 0xA0E7 -15 9.9 
3 0xA0E3 -25 8.5 

Figure 7 : Output power configuration for the CC2420 
 
The CC2420 provides a digital received signal strength indicator (RSSI) that may be read any 
time.  Additionally, on each packet reception, the CC2420 samples the first eight chips, 
calculates the error rate, and produces a link quality indication (LQI) value with each received 
packet.  A mapping from RSSI to the RF level in dBm is shown in Figure 8. 

 
Figure 8 : Received Signal Strength Indicator mapping to RF Power [dBm] 

Figure 3.6: Output power configuration for the CC2420 [7].
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Figure 27. Typical RSSI value vs. input power 

 

24 Link Quality Indication 

The link quality indication (LQI) 
measurement is a characterisation of the 
strength and/or quality of a received 
packet, as defined by [1].  

The RSSI value described in the previous 
section may be used by the MAC software 
to produce the LQI value. The LQI value is 
required by [1] to be limited to the range 0 
through 255, with at least 8 unique values. 
Software is responsible for generating the 
appropriate scaling of the LQI value for the 
given application.  

Using the RSSI value directly to calculate 
the LQI value has the disadvantage that 
e.g. a narrowband interferer inside the 
channel bandwidth will increase the LQI 
value although it actually reduces the true 
link quality. CC2420 therefore also provides 
an average correlation value for each 
incoming packet, based on the 8 first 
symbols following the SFD. This unsigned 
7-bit value can be looked upon as a 
measurement of the “chip error rate,” 
although CC2420 does not do chip 
decision. 

As described in the Frame check 
sequence section on page 38, the average 
correlation value for the 8 first symbols is 
appended to each received frame together 
with the RSSI and CRC OK/not OK when 
MDMCTRL0.AUTOCRC is set. A correlation 
value of ~110 indicates a maximum quality 
frame while a value of ~50 is typically the 
lowest quality frames detectable by 
CC2420. 

Software must convert the correlation 
value to the range 0-255 defined by [1], 
e.g. by calculating: 

LQI = (CORR – a) · b 

limited to the range 0-255, where a and b 
are found empirically based on PER 
measurements as a function of the 
correlation value. 

A combination of RSSI and correlation 
values may also be used to generate the 
LQI value. 

Figure 3.7: RSSI vs input power [dBm].
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The channel is selectable both at compile and run time along with the out-
put power. The CC2420 transceiver allows also non-standard operating modes,
such as frequency hopping or channel spacing of 1 MHz. The CC2420 provides
a digital RSSI that may be read any time. Additionally, on each packet recep-
tion, the CC2420 samples the first eight chips, calculates the error rate, and
produces a LQI value with each received packet. A mapping from RSSI to the
RF level in dBm is shown in Figure 3.7. The functional blocks of the CC2420
transceiver are depicted in Figure 3.8.

                                            CC2420 
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Figure 2. CC2420 simplified block diagram 

A simplified block diagram of CC2420 is 
shown in Figure 2.  

CC2420 features a low-IF receiver. The 
received RF signal is amplified by the low-
noise amplifier (LNA) and down-converted 
in quadrature (I and Q) to the intermediate 
frequency (IF). At IF (2 MHz), the complex 
I/Q signal is filtered and amplified, and 
then digitized by the ADCs.  Automatic 
gain control, final channel filtering, de-
spreading, symbol correlation and byte 
synchronisation are performed digitally. 

When the SFD pin goes high, this indicates 
that a start of frame delimiter has been 
detected. CC2420 buffers the received data 
in a 128 byte receive FIFO. The user may 
read the FIFO through an SPI interface. 
CRC is verified in hardware. RSSI and 
correlation values are appended to the 
frame. CCA is available on a pin in receive 
mode. Serial (unbuffered) data modes are 
also available for test purposes.  

The CC2420 transmitter is based on direct 
up-conversion. The data is buffered in a 

128 byte transmit FIFO (separate from the 
receive FIFO). The preamble and start of 
frame delimiter are generated by 
hardware. Each symbol (4 bits) is spread 
using the IEEE 802.15.4 spreading 
sequence to 32 chips and output to the 
digital-to-analog converters (DACs). 

An analog lowpass filter passes the signal 
to the quadrature (I and Q) upconversion 
mixers. The RF signal is amplified in the 
power amplifier (PA) and fed to the 
antenna.  

The internal T/R switch circuitry makes the 
antenna interface and matching easy. The 
RF connection is differential. A balun may 
be used for single-ended antennas. The 
biasing of the PA and LNA is done by 
connecting TXRX_SWITCH to RF_P and 
RF_N through an external DC path.  

The frequency synthesizer includes a 
completely on-chip LC VCO and a 90 
degrees phase splitter for generating the I 
and Q LO signals to the down-conversion 
mixers in receive mode and up-conversion 

Figure 3.8: Functional blocks of a CC2420 transceiver [7].

3.2 Operating System: TinyOS

WSNs require specific software (firmware) solution to manage all the subsys-
tems (radio, sensors). A first approach is a embedded firmware with no op-
erating system. This is more efficient because the firmware is tailored for a
specific application on a specific hardware, but increases the time to market
and reduces the reusability of the software. A more flexible approach is to
use a Operating System (OS) designed for such low-performance microcon-
trollers. This is a modular approach that can improve the code reuse and is far
more simple to debug. Nearly ten years ago the first pioneer studies on such a
computational-constrained hardware platforms started and nowadays several
OSs are available for WSNs [8].

The main features of such an OS should be:
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• Low computational effort and low memory footprint: sensors use low-
performance microprocessors and have few KB of RAM memory, being
designed primarily for energy saving.

• Ultra low power operating mode: typical PC operating system features
such as multitasking and multithreading, using many load-save opera-
tions, are in many case too energy consuming.

• Concurrency-intensive operation: hard real-time constraints need a spe-
cific operating system. The correct multiplexing of radio and sensors im-
plies an high concurrency tasks management: a large number of low-level
events can be interleaved with higher level processing.

• Diversity in Design and Usage: WSNs can be used in very different
contexts, so only the modules really necessary to fulfill the requirement
of a specific sensor set or environment should be implemented, neglecting
other part of the operating system.

• Robustness: WSN are intended for prolonged and hard work. The soft-
ware, like the hardware, must be as reliable as possible, because in most
cases no manned reboot or repair is possible.

3.2.1 TinyOS: general overview

Probably the most famous and diffused WSN OS is TinyOS. At the moment the
release of this open source project is TinyOS 2.1, while throughout the thesis a
proprietary solution provided by Moteiv Corporation, called Boomerang, has
been adopted. It is a hybrid version between TinyOS 1.x and 2.x.

Task and concurrency

TinyOS is a open source project started by University of California, Berkeley.
It is a modular OS with many modules implemented for microprocessor, radio
and sensors access and management. The language used is named nesC, that is
a C dialect. This OS has no kernel but only a scheduler that executes tasks accord-
ing to a First In First Out (FIFO) queue. It is a event-based OS, only one task
per time can be handled (TinyOS is a single tasking OS), so each task runs until
completion. The scheduler has two degrees of priority: one, normal, for syn-
chronous tasks, and the other, higher, for asynchronous hardware events. Only
hardware interrupts can interrupt a task and potentially create race conditions
in the code. Memory is statically allocated at compile time: RAM occupation is
hence known and errors due to memory overflow are impossible.



Chapter 4
Adopted software

T
he results presented in this thesis have been obtained using two soft-
ware applications employing Tmote Sky hardware platform. A first
application, called Factory Sniffer controls an industrial monitoring

system. This software has been used as a traffic generator for Packet Error
Ratio (PER) evaluation in the presence of interference. Another software, called
Power Meter, has been used to measure in-channel power providing an user-
friendly Graphical User Interface (GUI). Both these software have been im-
plemented primarily for the ease of performance measurement. To this aim
different configurations are available, comprising the use of other instrumen-
tation such as signal generators and analyzers. The release of the software
described in this chapter is a generic one: minor differences will be described
together with the different test-bed deployed. Only the user interface and the
main features of these softwares will be described; code description and imple-
mentation issues are beyond the scope of this chapter. Focus will be paid on
aspects directly related to performance issues and to measurement methods.
Code is written in Java for the PC-mote interface GUI, while the mote firmware
is written in nesC for the TinyOS OS.

4.1 Factory Sniffer: Industrial monitoring

An industrial environment needs reliable and robust monitoring system in or-
der to control factory processes. Every automation system is made up of three
fundamental blocks:

• Sensor sub-system that follows some physical phenomena;

• Actuators sub-system that apply control signals to the plant;

• Elaboration sub-system that manages sensors and actuators.
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The connection among these sub-systems can be centralized, when there is
a central processing unit that manages all the process or distributed, when local
sub-systems can manage events and react without central coordination.

Different constraints and dead-line are to be met in different contexts: sen-
sor networks intended for data logging and event alerting have typically less
stringent requirements than sensor networks employed within a process con-
trol chain. In the former case the jitter (variability in the sampling time) can be
managed using buffers because the system is not intended for real-time pur-
poses. In the latter case the determinism, i.e. the almost perfect predictability of
the sampling instants, is needed.

4.1.1 General description

Factory Sniffer is a centralized industrial monitoring system based on IEEE
802.15.4 compliant platforms. The main aim of this system is to evaluate per-
formance of a wireless link when used in quasi real-time applications.

A general purpose high layer protocol, based on a master-slave relationship,
has been designed and implemented on a wireless sensor network. The net-
work comprises one master and a number N of slaves. The protocol performs
two classic tasks: a periodical polling of each slave for receiving data from
monitoring sensors, and an asynchronous alarm transmission, able to handle
possible dangerous events from peripheral sensors.

Cyclic polling

The periodical task is performed according to a round robin fashion. The master
node assigns a specific polling time to each slave, and after its expiration passes
to the next slave, in order to maintain a sort of time-slot division. In figure 4.1,
a schematic representation of master and slave communication within a polling
window is shown.

t

polling time

a db c

SLAVE 1 SLAVE 2 SLAVE N…

cycle time

CYCLE  n CYCLE  n+1

slave

master

slave

Figure 4.1: Packets exchange between master and slave inside a polling time.
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At the MAC layer, both the master and the slave must perform a carrier
sensing in order to access the channel. Once gained the channel, the master
begins querying the slaves and transmits a frame (request) (a) to the first node,
containing information like the destination node address, the sequence number
of the performed cycle and time stamps. The queried slave, after a well-defined
short delay (12 symbol periods) replies with an ACK frame (b), and then sends
a message containing the process data (c), after a second carrier sensing. In
case of correct reception, the master issues an ACK (d), waits for the expiration
of the polling window before passing to the following slave. If the sensor does
not receive the ACK from the master, then the polling is lost. At the expiration
of the polling time, if ACK has not been received, the data packet from that
sensor is considered lost. Once terminated the polling of each slave, the cycle
restarts from the first slave. The time needed for a cycle is called cycle time.

Alarm management

The acyclic task allows a slave to break the cyclic period and create a direct
communication with the master for the transmission of alarms (see Figure 4.2).
In this case, we consider the possibility for a slave to exploit a memory area to
implement a queue of alarms. For this queue, in order to minimize the alarm
latency, an immediate policy to manage alarms is considered [9]. In practice, once
an alarm is launched, it is put into the queue and sent as soon as the channel
is idle and the slave can access it. Only after the correct alarm delivery, the
task can go on and process the other alarms similarly until the queue is empty.
Obviously, the presence of acyclic events may negatively affect the cyclic oper-
ation through polling jitter or even packet loss. Alarms are software generated
according to a Poisson Process [10] whose mean ca be changed with the GUI.
The basic random variable outcomes are not generated on-board, but are stored
into a look-up-table.

SLAVE 1 SLAVE 2

REQUEST

DATA

ACK

ALARM

Figure 4.2: Polling and alarm packets inside a polling time.
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Sensing feature

The normal network functioning performs cyclical polling and alarm manage-
ment. A further testing feature, called sensing, has been implemented in order
to evaluate RSSI indication from each slave and the master. When the network
is in the sensing state, no polling nor alarms are exchanged and no traffic over
the air is present at all. The master and the slaves start evaluating the in chan-
nel power for a determined period (SENSING PERIOD in the GUI) and then
evaluate minimum, mean, variance and maximum of the RSSI. This feature is
used to estimate the interference power or the noise floor. The sense message is
sent by radio and by USB, so that it can be delivered to the PC even when the
interference level does not allow the radio communication.

4.1.2 Packet structure

The MAC payload, i.e. the data written inside each packet, is joint with an
header comprising both fields compliant to the IEEE 802.15.4 standard, first
group in listing 4.1 and management fields used by TinyOS (second group)
and not actually transmitted. The transmitted packet is hence 19 byte longer
than the payload.

0 typedef struct TOS_Msg

{ / / t r a n s m i t t e d

uint8_t length;

uint8_t fcfhi;

uint8_t fcflo;

5 uint8_t dsn;

uint16_t destpan;

uint16_t addr;

uint8_t type;

uint8_t group;

10 int8_t data[TOSH_DATA_LENGTH ]; / / t h i s i s t h e p a y l o a d

/ / n o t t r a n s m i t t e d

uint8_t strength;

uint8_t lqi;

15 bool crc;

bool ack;

uint32_t time;

} __attribute (( packed)) TOS_Msg;

Listing 4.1: Generic TinyOS message, TOSMsg (see Figure 2.7)
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The packet exchanged over the air are of five different types: StartMsg,
PollReq, PollResp, AlarmMsg, SenseMsg. In the following a brief explanation is
provided.

StartMsg This message is used only for network configuration. The network
parameters are collected from the GUI and the network is set up. This
message is used only for starting, stopping and resetting the network. It
is typically a broadcast message. It occupies the channel for 1.024 ms
(32=13+19 byte).

PollReq This is a downlink message used to poll a specific slave in a unicast
manner. It stores timestamps and other control fields, such as a synchro-
nization field used to synchronize the slave clock to the master one. This
packet occupies the channel for 0.928 ms (29=10+19 byte).

PollResp This packet is a uplink packet sent in unicast to the master in re-
sponse to a PollReq. It stores sensor reading (light sensor) and times-
tamps. This packet occupies the channel for 1.248 ms (39=20+19 byte).

AlarmMsg This is an uplink packet sent asynchronously to the master when a
specific slave generates an alarm.

SenseMsg Used to collect mean, variance, minimum and maximum of the RSSI
of a node. It is sent both by radio and by USB.

4.1.3 GUI and main features

In this section an in-depth overview on the software Graphical User Interface
(GUI) is provided, especially describing configuration parameters and buttons.
The firmware installed on motes is not further described while the attention
is focused on message exchanged over the air and on data logged by the java
program used to interface the WSN with a PC.

The Factory Sniffer system assumes the network to be already created. No
association or de-association is managed by this software. The master is con-
nected through an USB connector to a central PC used for network configura-
tion and mass storage. The polling process takes care to maintain a degree of
synchronization among master and slaves’ clocks. At each polling the slaves’
clock is adjusted to follow the master’s one. Considering the precision of crys-
tal clocks mounted on motes and this periodic adjustment, the time difference
between master and slaves’ clock is in the order of the microsecond, and, hence,
negligible for the time scales used in all the thesis (tents of milliseconds).
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All the hardware platforms of the motes are identical. The only difference
among master and slaves is due to the firmware. Energetic issues have been
neglected in this thesis, and hence all nodes use the USB as power supply. No
tests have been performed on batteries lifetime nor sleep function has been
used. Factory Sniffer is intended as a versatile and customizable performance
tester.

Java code

The Java GUI is responsible for network setup, start-reset-stop commands and
for data acquisition in a user-friendly matrix. In Figure 4.3 a typical screenshot
of the GUI is provided. It is a sort of oscilloscope (based on the Oscilloscope ap-
plication embedded in the TinyOS package): for each slaves two virtual channel
are created, storing the polling results on one side and the alarms one the other.
There is a graphic panel showing the sensor readings.

Figure 4.3: Factory Sniffer GUI.

The leftmost button column is used for sending start, stop and reset mes-
sages and also to save data before quitting the program. The sensing feature
can also be used. The saved data are formatted both in a plain text format
and in a MATLABr matrix. This function is provided by the package JMatIO
(Copyright 2006, Wojciech Gradkowski) freely available on-line.
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The sensing estimates are only saved as text. The MATLAB-friendly format
is very helpful for the elaboration and stores the data with higher precision (all
data are stored as double precision floating point numbers) and less disk space
(being a compressed format). The central panel is used for graphical purposes
and can modify the view of the graphic panel.

The rightmost panel is the most important, allowing to set the main network
parameters. A brief explanation is described in the following. By default,
average values are inserted.

• Alarms: determines if alarms are enabled or not;

• Timed: if checked, stops the network after Timeout seconds;

• Mean: sets the mean inter-arrival time of the Poisson process for the
alarm generation. Active only if Alarms is checked;

• Poll WIN: polling window, that is the time assigned for the polling of
each slave. Multiplied by the number of slaves gives the cycle time;

• Target MOTE: used for testing and debug purposes;

• Timeout: used in the Timed mode, stops the network after this period is
expired;

• NUM SLAVES: number of slaves to be polled;

• SENSE PERIOD: used only in the sensing state, sets the estimation du-
ration;

• RF-POWER: transmit power, based on the [2] standard (see Figure 3.6);

• RF-CHANNEL: transmit channel. The channel list is greater than the one
described by equation (2.1) because the radio can operate on channels
separated by 1 MHz.
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Data fields

Each virtual channel linked to a slave contains several useful information. An
example of this data is visible in listing 4.2.

0 #:M1DATA ,10 SAMPLES :(seqno -delta -val -MReq -S-MResp -MSpower -SMpower)

#: alarms: false , mean[ms]: 5000, win[ms]: 30, target: 1, power: 30,

#: channel: 26,

0 0 127 32.70932 32.71368 32.72061 -31.0 -33.0

1 1 100 32.79721 32.80157 32.80850 -29.0 -31.0

5 2 1 140 32.88510 32.88946 32.89639 -30.0 -32.0

3 1 162 32.97299 32.97735 32.98428 -29.0 -31.0

4 1 145 33.06088 33.06524 33.07220 -29.0 -31.0

5 1 121 33.14877 33.15313 33.16006 -29.0 -31.0

6 1 126 33.23666 33.24102 33.24795 -29.0 -31.0

10 7 1 157 33.32455 33.32891 33.33584 -29.0 -31.0

8 1 166 33.41244 33.41680 33.42373 -29.0 -31.0

9 1 147 33.50033 33.50469 33.51162 -29.0 -31.0

Listing 4.2: Saved data sample.

First three lines are header containing a summary of the GUI settings. In the
first line the channel name, the total number of received packets, and a brief
description of the data field are provided.

Data lines are formatted as following:

• Sequence Number: identification number for a specific packet;

• ∆-Sequence Number: differential sequence number, helpful to detect
packet loss at a first glance. If ∆ > 1 then ∆− 1 packets have been lost;

• Val: sensor reading;

• Master request timestamp: timestamp (ms) of the master request;

• Slave response timestamp: timestamp (ms) of the slave response;

• Master reqsponse timestamp: timestamp (ms) of reception time;

• MSpower: power (dBm) detected by the slave during the reception of the
master request;

• SMpower: power (dBm) detected by the master during the reception of
the slave response.

Alarm channels are identical to polling ones except for the fact that several
fields are not used.
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4.2 Power Meter

A second software, useful to evaluate power measurement suitability of motes
has been implemented. It does not use radio transmission and hence is not
intended for PER evaluation. The typical testbed employs a single mote with
Power Meter firmware installed on it and a PC used for data logging and mote
setup. The is intended as a stand alone mote connected to a PC.

4.2.1 Main features

The measurement intent of this software is best used if the default on board
printed antenna is substituted by a SMA coaxial connector. With this approach
the measurand RF power can be directly injected into the connector even with
a cable, avoiding a lot of uncertainty due to the un-calibrated default antenna.

In order to collect high automated data, Power Meter can be used both in a
free-running and triggered mode. The triggered mode is intended to collect an
M number of samples related to exactly M power levels.

The results show the in channel power, that is an integral of the whole power
passing through the channel filter. Spectral properties of the Power Meter will
be described in the following.

Free-running mode

A general purpose feature is the free-running functionality. Once chosen the
receive channel, the input power is sampled with a constant sample rate and
the results are put in packets and sent through the USB connector to the PC.
The minimum sample rate that can be used is 10 ms.

Triggered mode

The idea behind the triggered mode is to use the user button in an automated
way. The user interrupt can be also launched using the User Interrupt (UserInt)
pin (pin 5 in Figure 3.5). An external instrumentation, such as a signal gener-
ator, with an output trigger port that can cause a high-to-low transition can be
used to this purpose.

Triggered mode is used when the number of power steps to be measured
and the number of the events triggering these measurements points is known.
It can be used only in calibrating stages where the measurand is a synthetic
signal generated by a signal generator. In this case, also this generator must be
software driven to perform a fully automatic calibration process.
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4.2.2 GUI and data format

The GUI is very similar to the one of Factory Sniffer software. The main panel
is a graphic panel showing the results as soon as the packets are sent to the PC.
The leftmost control panel is used to start, stop, reset and save the measure-
ments. The central control panel is used for graphic panel view management.
The most important panel, the rightmost one, is used to select the operating
mode (triggered or not), the channel to be monitored, the sample period (in
non-triggered mode) or the samples per step, i.e. the number of samples for
each trigger event (in triggered mode only).

Figure 4.4: Power Meter GUI.

As for Factory Sniffer, also Power Meter saves data both in text and Matlab
formats. The first column is used for sequence number, the second for delta
sequence number and the third, for power samples in dBm, as visible in listing
4.3.

0 #:M0POWER , 5 SAMPLES: sample_period: 10 [ms] channel: 22

0 0 158

1 1 158

2 1 158

3 1 158

5 4 1 159

Listing 4.3: Power Meter data.



Chapter 5
WSN based industrial control system

W
sns are nowadays a promising and powerful novelty in the sce-
nario of industrial communications [11]. They provide distributed
sensing features having interesting properties with respect to the

wired networks, such as the absence of infrastructures, low cost, scalability and
flexibility. Nevertheless, some key drawbacks are actually delaying a wide de-
ployment of these systems for industrial applications, due to some technical
problems still far to be completely solved. One critical issue is, for instance,
the poor reliability of WSNs, when some types of in-channel radio interference
occur. This situation is typical for WSNs which transmit on radio channels
shared with other communication systems and hence crowded of radio distur-
bances, like for instance the 2.4 GHz ISM band (2.4 - 2.4835 GHz). In this band,
several sources of interference can be encountered, including for example IEEE
802.11b/g wireless local area networks (WLANs) [1], IEEE 802.15.4 [2], and
IEEE 802.15.1 (Bluetooth) enabled devices, microwave ovens, etc. Moreover,
severe timing constraints may be often required, meaning that relevant delays
and/or uncertainties in data transfer might not be tolerated.

The most typical effect of interference is signal degradation, which occurs at
the WSN receivers when the incoming useful signal is affected by interference.
In order to reduce such effect, some communication standards employ sensing
mechanisms like the CSMA/CA protocol (see Section 2.3.1). This mechanism
enables multiple users to share the same physical medium, avoiding collisions
and consequently signal degradation but if the interference at the WSN re-
ceivers is higher than a prefixed threshold, the channel is assumed as busy, and
any node wishing to transmit is forced to wait and delay the delivery of data
packets [11].



44 WSN based industrial control system

To properly deal with these interference issues, a special effort is required
just at the early stage of a design. Helpful information can be found either
theoretically, through the use of suitable simulation models, or experimentally,
through measurements. Useful application notes can be also found in the sci-
entific literature. For instance, in [12] the behavior of the IEEE 802.11 physical
layer in an industrial environment is deeply investigated; in [13] a saturation
analysis for IEEE 802.11 networks is reported; more generally, papers [11], [9]
consider the usage of wireless technologies for industrial applications. Finally,
papers [14], [15] are concerned with the use of IEEE 802.15.4. Conversely, very
limited analyses are available in terms of measurement techniques for WSN
characterization in the presence of interference.

In this chapter, the performance of a CSMA/CA-based WSN in the presence
of interference is investigated through a set of experimental tests. In particular,
the tests have been performed on a testbed enlisting a real life IEEE 802.15.4
WSN for which a specific high layer protocol is used, capable both of cyclic
polling and acyclic alarm management. The purpose of this chapter is to show
how to measure some specific parameters of an industrial WSN, in order to
obtain valuable information for its setup optimization in the presence of inter-
ference. All the analysis and results collected in this chapter are taken from
[16, 17].

5.1 High Layer Monitoring protocol

In this chapter the Factory Sniffer system has been used as an industrial moni-
toring test system. As described in chapter 4, the protocol performs two classic
tasks: a periodical polling of each slave for receiving data (e.g. readings of tem-
perature, luminosity, humidity, pressure, rotation angle, etc.) from monitoring
sensors (cyclic task), and an asynchronous alarm transmission, able to handle
critical events from peripheral sensors (acyclic task).

5.1.1 Cyclic task

The cyclic task is performed according to a round robin fashion. The master
node assigns a specific polling time, Ti

p, i = 1, 2 . . . , N (where N is the total
number of slaves) to each slave, and after its expiration passes to the next slave,
in order to maintain a sort of time-slot division. In Figure 4.1 on page 34, a
schematic representation of master/slave communication is shown.
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As can be seen, once gained the channel, the master begins querying the first
slave and transmits a frame (a) to it, containing information like the destination
node address, the sequence number of the performed cycle and time stamps.
The slave, after a fixed delay defined by the IEEE 802.15.4 standard (12 symbol
periods), replies with an ACK (b), and then sends a message containing the
process data (c), after a second carrier sensing. In case of correct reception, the
master issues an ACK (d) and waits for the expiration of the polling time before
passing to the following slave. If the handshake is not performed correctly
(i.e. either the master or the slave does not receive the ACK frame), then the
polling of that slave is considered failed. Once the last slave has been queried,
the master restarts from the first one, implementing in such a way the polling
cycle. The time needed for querying all the slaves is called cycle time.

A time representation of the master/slave communication is shown in Fig-
ure 5.1 (here, for commodity, they are indicated as M and S respectively), where
n indicates the sequence number of the corresponding cycle.
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Figure 5.1: Time diagram of master and slave communication.
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At the instant Sn, the master transmits a request, which is received after a
time interval τMS given by:

τMS = tBM + tTXM (5.1)

where tBM is the initial backoff period needed to access the channel by the master
and tTXM is the time actually necessary to transmit the frame from master to
slave.

Then, after the time necessary to send the acknowledgment from slave to
master (tACK, which includes also the 12 symbols periods delay) the queried
slave replies with a response, received by the master after a time interval τSM

given by:
τSM = tACK + tBS + tTXS (5.2)

where, tBS is the initial backoff period needed to access the channel by the
slave and tTXS is the time actually necessary to transmit the frame from slave to
master.
Finally, the master sends an acknowledgment frame to the slave and the polling
ends at the instant Rn.
The difference between Rn and Sn is the Polling Round Trip Time (PRTT),
which represents the time employed by the master to execute a complete query
of a slave. It may vary from cycle to cycle and, clearly, it depends on the queried
slave. The general expression of PRTT, where for commodity the reference to
the specific slave being queried has been omitted, is:

PRTT = Rn − Sn = tBM + tTXM + tBS + tTXS + 2tACK (5.3)

PRTT is a measurable parameter from which interesting information about
both the presence and the effect of interfering sources influencing the wireless
channel can be deduced. Indeed, if interference is not present, only one channel
access attempt is performed by both master and slave and, consequently, τMS

e τSM are uniformly-distributed independent random variables. In this case,
a triangular distribution of the values assumed by PRTT is expected. Con-
versely, in presence of interference, more attempts to access the channel are
possible, since the interference may have the effect of emulating a busy channel
situation. In this case, both τMS and τSM are no longer uniformly-distributed in-
dependent random variables and, hence, different distribution of PRTT values
are expected, depending on the interference characteristics.
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A second parameter useful in the analysis of interference effects is the ex-
perimental cycle-time (ECT), defined as the difference between two consecutive
arrival times, Ri

n and Ri
n−1 , from the i-th slave:

ECTi = Ri
n − Ri

n−1 = Sn − Sn−1︸ ︷︷ ︸
deterministic

+ (PRTTi
n − PRTTi

n−1)︸ ︷︷ ︸
random

(5.4)

As shown in equation (5.4), ECTi accounts for two different contributions:
the first one, Sn − Sn−1, is deterministic since it represents the time elapsed
between two subsequent transmissions of the request frame from the master to
the same slave. Indeed, this value is given by the sum of polling times assigned
to each slave: Sn− Sn−1 = ∑N

i=1 Ti
p. The second contribution, PRTTi

n− PRTTi
n−1,

is a random variable, since it is given by the difference between PRTT values
evaluated for cycles n and n − 1 for the i-th slave. In this case, a different
distribution of ECTi values is expected depending whether the interference is
present or not. In particular, the outcoming experimental Probability Density
Function (PDF) will be gaussian-like only in the absence of interference, since
in this case both PRTTi

n and PRTTi
n−1 have triangular shaped PDFs and their

difference leads to a gaussian-like PDF.

In case of failed pollings, more than one cycle may elapse between two
consecutive successful queries of the same slave. Indeed, supposing that slave
i is not queried correctly at cycle n, when its polling time expires, the master
will move to slave i + 1 regardless of the failure. As a consequence, PRTTi

n

in this case can not be evaluated due the lack of response from slave i within
the polling time Ti

p. Nonetheless, it is interesting to know when slave i will
be eventually polled with success. To such an extent, a further parameter to
be monitored has been introduced, PRTTi

n, which represents an extension of
PRTTi

n since it is defined as the actual time necessary to poll slave i, even if
such an operation takes more than one cycle. Similarly, an extension of the
experimental cycle time has been defined, ECTi, as the time elapsed between
two consecutive successful responses of slave i, occurring at a “distance” of
more than one cycle, given by:

ECTi = Sn − Sn−1 + PRTTi
n − PRTTi

n−1 (5.5)

Clearly, PRTTi
n − PRTTi

n−1 is equal to PRTTi
n − PRTTi

n−1 and ECTi is equal
to ECTi if computed for two successful queries of slave i occurred in two con-
secutive cycles.
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5.1.2 Acyclic task

The acyclic task allows for the direct transmission of alarms from slave to mas-
ter. A specific queue, used to store alarms, is assigned to each slave. When
an alarm occurs, it is put in the queue and the acyclic task is responsible of its
transmission. Several techniques could be used by the acyclic task to access the
physical medium in order to transmit alarms [9]. The proposed experiments
rely on the immediate policy described in [9]. In practice, when an alarm has to
be sent, the slave, irrespective of the activity carried out of the network, tries to
gain access to the channel and, if successful, transmits the alarm. This is pos-
sible thanks to IEEE 802.15.4 CSMA/CA technique which makes each device
able to autonomously access the network.

5.2 Measurement System and Setup

The experimental session has been carried out by using the testbed sketched in
Figure 5.2, which comprises a set of sensor nodes, a Personal Computer (PC)
and a Arbitrary Waveform Generator (AWG).

The WSN enlists Tmote Sky wireless sensors (motes) available from Moteiv
[5, 6], based on the IEEE 802.15.4 communication radio system [7] (for an in-
depth description see Chapter 3). They are equipped with a USB port for pro-
gramming, a 12–bits analog-to-digital converter, and a light sensor. The channel
used is number 20 (centered at 2.450 GHz). In particular, N motes are used as
slaves si, with 1 ≤ i ≤ N, and one as master, m0, all positioned at a height of
1 m from the ground floor, uniformly distributed along an half-circumference
of radius r = 0.5 m, and centered around m0. The PC is used both to setup
the network parameters at the beginning of the test, and to collect all the data
coming from m0 via the USB port during the test. The PC is also equipped
with a purposely developed software interface providing an user-friendly way
to control the network and to perform the monitoring-process.

In the case of interfered environment, a suitable signal generator Agilent
Technologies E4433B (250 kHz - 4 GHz) and a log periodic antenna EMCO 3146
have been used, oriented toward the testbed at a distance of d = 1 m from
it. Finally, motes have been set in CCA mode 1, with CCA threshold equal to
-76 dBm (default value), light sensors enabled, and a transmission power equal
to 0 dBm. In the analyzed configuration, such a transmission power provides
a -40 dBm signal at the motes receivers. All the timestamp measurement have
been performed using 32 bit software counters offered by the TinyOS stack.
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Figure 5.2: Testbed architecture in the case of ten slaves (N = 10).

Polling timestamp measurements are performed using the master clock, and
hence the uncertainty in the time measurement is negligible.

The uncertainty associated to the alarm latency estimates has been eval-
uated according to [18], and taking into account both synchronization error
between master and slave’s clock. A final uncertainty of alarm latency esti-
mates approximatively of tenths of microseconds has been thus obtained (i.e.
negligible with respect to the achieved alarm latency estimates).

5.3 Cyclic task experiments

An high number of experimental tests have been conducted under different
configurations of the WSN, and in the absence/presence of interfering radio
signals.
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5.3.1 Without interference

A first set of tests has been carried out with a reduced number of slaves (three),
namely, s1, s5, and s10, in the absence of interference signals. A total of 3000
polling cycles have been analyzed. The aim of the test, without alarm gener-
ation, was to verify the effectiveness of the cyclic transfer of data for variable
values of the polling time which, for commodity, and without loss of generality,
was set to the same value for all the slaves (i.e. Ti

p = Tp, and i = 1, 2, . . . , N).
As a first step, the lowest obtainable value of Tp has been taken into account.
From the practical tests carried out, an increased percentage of failed pollings
(Φp) for Tp less than 25 - 30 ms has been observed. The outcomes of such a test
allowed us to determine a value of the polling time considered suitable for a
stable operation of the WSN. Indeed, Tp = 30 ms has been set and moved to
evaluate the polling round trip times. Since in our experiments similar results
were observed for all the slaves, the following figures refer to a specific slave
and, for such a reason, the suffix i has been omitted.
In Figure 5.3, the estimated values of PRTT are shown. The behavior represents
the measured PRTT PDF, whereas the vertical dashed line indicates the mean
value.
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Figure 5.3: Measured PRTT probability density function.
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As can be seen, PRTT never overcomes 26 ms, which represents a sort of
threshold for the polling time. It is worth mentioning that similar values have
been obtained also varying both the position of sensors and their number, from
1 to 10. The triangular shape confirms that PRTT is the sum of two uniform
distributed variables, (τMS and τSM) and, hence, that no interference affects the
operation of the WSN.

In Figure 5.4 the measured experimental cycle time (ECT) is shown. As can
be seen, ECT behaves according to a Gaussian-like PDF, confirming the evi-
dence of Eq. 5.4. PRTT and ECT estimates have obtained by using the counter
embedded in the master, and counting the number of clock periods within the
time intervals Rn − Sn and Rn − Rn−1, respectively. The measurement accuracy
has been estimated from the knowledge of master clock accuracy, lower than
60 part-per-million, and by propagating the uncertainty according to [18].
A final uncertainty estimate lower than 2 µs for both PRTT and ECT has been
thus obtained (i.e. negligible with respect to the achieved estimates of PRTT
and ECT).
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Figure 5.4: Measured ECT probability density function.
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5.3.2 With interference

Further tests have been carried out at the same conditions of the above experi-
mental case, but in the presence of ad-hoc generated interference. In particular,
the following two types of disturbance have been experimented.

a) Additive White Gaussian Noise (AWGN) interference of 5 MHz band-
width and centered at the same frequencies of the WSN exploited chan-
nel.

b) Impulsive interference, obtained modulating the amplitude of the afore-
mentioned AWGN interference with a periodical sequence of bursts, with
variable duty cycle, λB, and burst period, TB, of either 100 or 300 ms.

Such two signals allow to emulate some typical disturbances arising in the
presence of near operating WLANs and Bluetooth devices [2, 19, 20, 21]. In
fact, their spectrum is typically noise-like and communication is commonly
performed inside well-defined time slots. The chosen burst periods of interfer-
ence (b) allow to investigate on critical worst-case situations in which the burst
time duration can be in the order of, or much greater than, the WSN cycle time
(here set to 90 ms).

In the case of interference (a), the percentage of failed polling, Φp, has been
assessed varying the interference power at slaves receiver, Pi, which has been
in turn measured through the CCA power detector embedded into the motes.
The obtained results are summarized in Figure 5.5.
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Figure 5.6: Percentage of failed pollings, Φp , versus burst duty cycle, 3 slaves.

The diagram clearly shows that polling is successful until the received inter-
ference power Pi does not overcome the CCA threshold (-76 dBm). Beyond this
limit, Φp abruptly increases and the WSN performance considerably worsen.
This result allows to deduce that the effects of interference on WSN perfor-
mance may be very critical, even up to completely paralyze the whole network
(Φp = 100 %). Furthermore it is interesting to observe that the performance
worsening depends only on both the received interference power level (Pi) and
the CCA threshold, irrespective of the received useful power Ps which in our
experiments was set to -40 dBm, i.e. 36 dB above the CCA threshold.

The effect of impulsive interference (b) has been investigated through exper-
iments performed with the same configuration of WSN used for the previous
test and with a received interference power intensity, Pi, in the absence of burst
modulation, greater than the CCA threshold. The results obtained in terms of
Φp versus λB are shown in Figure 5.6.

The diagram shows that Φp increases linearly, with unitary slope, when the
duty cycle of bursts increases. Moreover, the performance of WSN are better
for the case TB = 100 ms, with respect to TB = 300 ms. This is obvious, since
in the former case the absolute durations of the bursts are shorter and, hence,
the polling of slaves may eventually be successful. To this regard, it should also
be noted that Φp starts increasing just when the product λB · TB is comparable
with or greater than polling time.
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(a)

(b)

Figure 5.7: Measured PRTT probability density function vs λB and for:
(a) TB = 100 ms ; (b) TB = 300 ms.
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In fact, in this case, both master and slaves may not have sufficient time to
exchange packets a, b, c and d of Figure 4.1 between two consecutive interfer-
ence bursts. The figure also allows to note that, in case of impulsive interfer-
ence, the WSN may tolerate AWGN interference even with power intensity Pi

beyond the CCA threshold, but only if duty cycle is below a specific threshold.
The PDFs of PRTT and ECT are shown in Figure 5.7 and Figure 5.8 respectively.
Both the behaviors are given versus λB.

Some relevant observations can be drawn from Figure 5.7:

• With λB = 0 %, the two PRTT behaviors of both Figure 5.7(a) and 5.7(b)
have the same triangular shape of Figure 5.3 distribution. In fact, with
λB = 0 %, interference is null, as in the case of Figure 5.3 experiments
and, consequently, it results PRTT = PRTT.

• In case TB = 100 ms, increasing λB, the PRTT PDF looses the triangular
shape, and spreads toward much greater values, beyond the fixed polling
time of 30 ms. These are the cases in which PRTT can not longer be
evaluated and the analysis is referred to PRTT.

• In case TB = 300 ms, a less visible spreading of PRTT values beyond
the polling time of 30 ms is present. In particular, the PRTT distribution
maintains the triangular shape obtained with λB = 0 %, even for higher
values of λB, unless a small part of PRTT values is greater than 30 ms.
This accounts for a sort of selectivity effect of the interference which,
when occurs, is able to obscure entire polling windows (i.e. no frames are
sent nor from the master, neither from the slave). This is in accord with
the high percentage of failed polling shown in Figure 5.6

Some meaningful remarks can also be obtained from Figure 5.8:

• With λB = 0 %, the estimated distribution of ECT is mono-modal and
centered around 90 ms, which represents the term Sn − Sn−1 in both eqs.
5.4 and 5.5. The single mode is essentially the one shown in Figure 5.4.

• For higher λB, the ECT distribution presents one or more secondary
modes, each located at values multiple of 90 ms. The presence of these
modes indicate that some consecutive pollings have not been successfully
executed: specifically, if Π consecutive pollings failed, a mode appears at
(Π + 1)× cycle time . For example, in Figure 5.8(a), the mode located at
nearly ECT = 270 ms accounts for all those slaves whose polling failed
during the two previous cycles.
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Figure 5.8: Measured ECT probability density function vs λB and for:
(a) TB = 100 ms ; (b) TB = 300 ms.
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• Comparing the two cases shown in Figure 5.8, for λB ≤ 60 %, the num-
ber of ECT values greater than 300 ms is negligible for TB = 300 ms.
Nevertheless, the secondary modes of Figure 5.8(b) are rather larger and
darker than those of Figure 5.8(a). This means that, with TB = 300 ms
and λB ≤ 60 %, a slave is quite always successfully polled within the first
three polling cycles, while for TB = 100 ms the number of attempts can
be up to five (with λB ≤ 60 %). On the other hand, the number of slaves
not successfully polled at the first polling cycle (main mode) is higher for
TB = 300 ms with respect to TB = 100 ms case.

• In both the diagrams of Figure 5.8, a secondary mode at ECT values
below 90 ms is observed. This is because, if the polling of a slave is
delayed and the following is successful, then the resulting cycle time may
be considerably shorter than the expected value of 90 ms.

5.4 Acyclic task experiments

In order to verify the performance of the deployed WSN in presence of alarms,
several experimental sessions have been carried out with the acyclic task en-
abled. Similarly to the previous section, experiments have been executed in
both cases of presence and absence of interfering radio signals. The same
testbed described in Figure 5.2 has been used.

For the generation of alarm events, a specific software task has been pur-
posely designed and implemented on each sensor node. This task enables
sensors to generate alarms according to a Poisson process.

5.4.1 Without interference

In the first set of experiments, alarms have been generated in absence of in-
terference with a variable mean inter-arrival time ranging from 500 to 5000 ms
which are typical of industrial applications [22]. The same configuration of
the previously described experiments, comprising one master and 3 slaves, has
been adopted. A total of 3000 polling cycles have been carried out. The polling
time of each slave was set to 30 ms. The PDF of estimated alarm latency values,
for a mean inter-arrival time of 1000 ms is shown in Figure 5.9. Very similar
results have been achieved for all the other inter-arrival times considered.

These results show that the alarm latency, regardless of the alarm generation
rate, does not vary significantly and remains well bounded in the range 5 -
60 ms. Moreover, as can be noticed in Figure 5.9, more than 90 % of the collected
values are below 30 ms.
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Figure 5.9: Measured alarm latency probability density function (N = 3, mean
inter-arrival time = 1000 ms).

0 1 2 3 4 5 6 7 8 9 10 11
0

10

20

30

40

50

60

70

number of slaves

A
la

rm
 la

te
nc

y 
[m

s]

 

 
mean
max
min

Figure 5.10: Alarm latency vs number of slaves.



5.4 Acyclic task experiments 59

The same experiment has been repeated varying the number of slaves and
keeping constant the mean inter-arrival time (1000 ms). The results obtained
are shown in Figure 5.10 where, for commodity, a different representation has
been used. From a straightforward comparison it follows that no appreciable
differences with the results provided in Figure 5.9 are noticed. The diagram
also shows that the maximum value of alarm latency is always lower than 60
ms, irrespective of the number of deployed slaves. This latter parameter repre-
sents an essential information to be take into account in the design of a WSN
aimed at managing alarm events, and can be easily estimated as described.
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Figure 5.11: Percentage of failed pollings, Φp , versus burst duty cycle, 3 slaves.

5.4.2 With interference

A second set of experiments has been carried out in presence of the impulsive
interference (b), defined in Section 5.3.2. A first result is summarized in Figure
5.11, for the case of a mean alarm inter-arrival time of 1000 ms. In the figure, the
estimated values of the percentage of successful polling, Φp, are given versus
λB, and for the two periods TB = 100 ms and TB = 300 ms respectively. The
diagram shows (recalling Figure 5.6) that the presence of alarms degrades the
behavior of the cyclic task, increasing the percentage of failed pollings. In
Figure 5.12, the estimated alarm latency PDFs are given.
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(a)

(b)

Figure 5.12: Measured alarm latency probability density function vs λB and for:
(a) TB = 100 ms ; (b) TB = 300 ms.
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They have been obtained, also in this case, for a mean alarm inter-arrival
time of 1000 ms, versus λB and for the two aforementioned burst periods. As
obvious, the increase of λB leads to alarm latencies greater than those shown
in Figure 5.9. In particular, it may be observed that, for TB = 100 ms, and
λB → 100 %, the alarm latency PDF increases significantly, assuming values in
the range 50− 100 ms. This happens because alarms occurring during a burst
period (which in this case is significantly long) may be delivered only at the
end of that period. Similarly, for TB = 300 ms, and λB → 100 %, the alarm
latency PDF falls mainly in the range 50− 300 ms.

5.5 Conclusions

In this chapter, a general and meaningful experimental case study has been
presented, involving a real life IEEE 802.15.4 WSN using CSMA/CA employed
for industrial applications, under the presence of interference. The analysis has
been performed with the network operating according to a both cyclic (period-
ical polling) and acyclic task (alarm management).

The obtained results have clearly underlined the usefulness of preliminary
measurements at prototype level, in order to detect the occurrence of possible
interference effects and understand how to optimize the network setup. Exam-
ples of how to measure some key parameters of the network have been given.
For instance, in the cyclic task, the minimum polling time that can be set can be
measured assessing the percentage of failed polling (ΦP) versus polling time,
while the presence of interference can be detected by analyzing the probability
density function of the polling round trip time (PRTT). The maximum level
of interference power beyond which the network abruptly worsens its perfor-
mance can be estimated measuring ΦP versus the interference power intensity
(in the case of AWGN interference), or versus duty cycle (λB) (in the case of
burst-like interference). The failure of a polling cycle in the reading of a sensor
can be instead clearly recognized by the appearing of secondary modes in the
diagrams of measured experimental cycle-time (ECT) versus λB. In the acyclic
task, it has been observed that the alarm latency, regardless of the alarm gen-
eration rate and the number of slaves, does not vary significantly and remains
well bounded in a fixed range.

All the presented measurement activities can be also applied to already
WSNs installed and operating in a real industrial environment, e.g. for dis-
tributed sensing of physical quantities like temperature, humidity, pressure.





Chapter 6
Optimizing a WSN based wireless control system
against interference

A
fter investigating performance of the wireless control system pro-
posed in Chapter 5 in the presence of synthetic interference, in this
Chapter a real-life application of Factory Sniffer system is tested.

In particular, an in-depth analysis of the CCA modes provided by the IEEE
802.15.4 standard (see Section 2.2.3) is described.

It is shown how the choice of the CCA mode can affect the performance
of a IEEE 802.15.4 network in the presence of interference: as can be easily
understood, CCA mode 1 is the most sensible to interference, leading often to
worse performance.

The aim is to evaluate the feasibility of a wireless control system in the pres-
ence of heavy interference, such as IEEE 802.11 (WiFi), IEEE 802.15.1 (Bluetooth)
and IEEE 802.15.4 (ZigBee) two-node networks. All the material described in
this chapter is taken from [23].

6.1 Standards Overview

As already said, 2.4 GHz ISM band is crowded of radio appliances and band su-
perposition is unavoidable. Figure 6.1 sketches this phenomenon: IEEE 802.15.4
standard has been extensively described in Chapter 2, while in the following
a brief summary on IEEE 802.15.1 (Bluetooth) and IEEE 802.11 (WiFi) is pro-
vided. The band superposition is a worst case situation: transmission is always
packet-based, so time scheduling may help avoiding disruptive interference.
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Figure 6.1: Frequency channels of (a) IEEE 802.15.4, (b) IEEE 802.11 and (c) IEEE
802.15.1 inside the ISM band.

6.1.1 IEEE 802.15.1 standard

Another standard deployed for WPANs is IEEE 802.15.1 [19], in the following
simply referred with the commercial term Bluetooth. This standard defines the
first two layers, PHY and MAC of the protocol stack. Bluetooth systems operate
in the 2.4 GHz ISM band. In a majority of countries, the range of this frequency
band is 2400 MHz - 2483.5 MHz. As depicted in Figure 6.1(c), the frequency
spectrum is divided into 79 channels, spaced 1 MHz apart and characterized by
carrier frequencies fk, with fk = 2402+ k MHz and with k = 0, . . . , 78. The most
interesting feature of Bluetooth systems is the transmission technique. In fact
Bluetooth employs a technique called Frequency Hopping Spread Spectrum
(FHSS) whereby the carrier frequency of the transmitter changes up to 1600
times per second.

Another interesting issue of Bluetooth is the transmitted power. In par-
ticular, devices are divided into three classes, each associated to a maximum
transmitted power level. The devices deployed in the following experiments
are in class 1, i.e. with a maximum 100 mW power and power control.
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6.1.2 IEEE 802.11 standard

The IEEE 802.11 [1] is a WLAN standard defining a total of 14 frequency chan-
nels, each of which characterized by 22 MHz bandwidth. As sketched in Fig-
ure 6.1(b), these channels are partially overlapped, and only three channels at
a time, e.g. 3, 8, and 13, can be used without mutual interference.

In a typical communication, an Access Point (AP) transmits periodically a
frame called beacon, which contains information like a network identifier (ID),
the beacon and channel parameters, and other traffic information. Each net-
work station receives the beacon, and if it is intentioned to access the network,
it sends a request for authentication. Once authenticated, a station may com-
municate to the AP or vice versa according to a CSMA/CA protocol. Usually, to
assess the channel status, CCA technique in mode 1 is implemented [1]. In this
mode, the channel is assumed idle if the channel power level is below a given
user selectable threshold, called CCA threshold, otherwise it is assumed busy.

6.2 Industrial Monitoring protocol

In this Chapter the Factory Sniffer system is used to perform all the test needed.
The monitoring protocol described in Section 5.1 is here recalled and the nota-
tion slightly simplified to better describe a single master-slave link.

The protocol performs two classic tasks: a periodical polling of each slave
for receiving data and an asynchronous alarm transmission, able to handle
critical events from peripheral sensors (acyclic task).

6.2.1 Cyclic task

The cyclic task consists of a round robin polling of each slave. In the case of
a single slave, the master node queries the slave every polling time, Tp main-
taining a sort of time-slot division. The master samples a virtual sensor that
is physically mounted on the slave: this task is basically an abstraction of the
physical sampling. A key feature of a sampling process is to assure an almost
fixed sampling period (Tp), especially if the industrial monitoring application
is involved in a control chain.

In Figure 6.2, a simplified version of a master/slave communication is shown
(n indicates the sequence number of the corresponding cycle). Once gained the
channel, the master begins querying the slave with a request packet (contain-
ing information like the destination node address, the sequence number of the
performed cycle and time stamps).
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Figure 6.2: Packets exchange between master and slave inside a polling time.

The slave, after a fixed delay defined by the IEEE 802.15.4 standard (12
symbol periods), replies with an ACK, and then sends a message containing
the process data, after a second carrier sensing. In the case of correct reception,
the master issues an ACK and waits for the expiration of the polling time before
restarting the next cycle. If the handshake is not performed correctly (i.e. either
the master or the slave does not receive the ACK frame), then the polling of that
slave is considered failed and no retransmission is attempted. Within a cycle,
the entire polling process is consists of the following steps. At the instant Sn, the
master starts the request: a first variable period, τbm , is used to gain the channel
and the transmission of the request packet plus the ACK takes another fixed
period, Treq. After that, the slave performs several tasks and, once obtained
the channel (after a variable τbs period), sends the response to the master (the
transmission of the response plus the ACK takes a fixed period, Tresp). Hence,
τbm and τbs are the initial backoff period needed to access the channel by the
master and the slave, according to the CSMA/CA protocol.
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The master completes the polling cycle at the instant Rn, that is:

Rn = Sn + τbm + Treq + τbs + Tresp. (6.1)

The difference between Rnand Sn is the polling latency, Lp, which represents
the time employed by the master to execute a complete query of a slave or,
equivalently, the delay between the actual sampling instant and the ideal one.
It may vary from a cycle to another. The general expression of Lp is:

Lp = Rn − Sn = τbm + τbs︸ ︷︷ ︸
random

+ Treq + Tresp︸ ︷︷ ︸
deterministic

. (6.2)

The master samples his virtual sensor connected to the slave at Sn but re-
ceives the wanted data sample only at Rn. From the study of this parameter
interesting results can be deduced about the interference effects on the network.
For instance in the absence of interference, only one channel access attempt is
performed by both master and slave and, consequently, τbm e τbs are expected
to be uniformly-distributed independent random variables. Consequently, a
triangular distribution of Lp values is also expected. Conversely, in the pres-
ence of interference, more attempts to access the channel are possible, since the
channel may be erroneously sensed as busy. Consequently, both τbm e τbs are
no longer expected to be uniformly-distributed independent random variables
and, hence, different distribution of Lp values are expected, depending on the
interference characteristics.

Another fundamental parameter is the effective cycle time (Cp), defined as:

Cp = Rn − Rn−1 = Sn − Sn−1︸ ︷︷ ︸
deterministic

+ (Lp(n) − Lp(n−1))︸ ︷︷ ︸
random

. (6.3)

Theoretically, Cp should be as fixed as possible, because it is the effective
polling period visible at the application layer that a control chain can use.

As shown in equation (6.3), Cp accounts for two different contributions: the
first one, Sn− Sn−1 is deterministic since it represents the time elapsed between
two subsequent transmissions of the request frame from the master to the same
slave. The second contribution, Lp(n) − Lp(n−1) , is a random variable, since it is
given by the difference between Lp values evaluated for cycles n and n− 1.

In this case, a different distribution of Cp values is expected depending
whether the interference is present or not. In particular, the outcoming exper-
imental Probability Density Function (PDF) will be gaussian-like only in the
absence of interference, since in this case both Lp(n) and Lp(n−1) have triangular
shaped PDFs and their difference leads to a gaussian-like PDF.
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6.2.2 Acyclic task

The acyclic task allows for the direct transmission of alarms from slave to mas-
ter. When an alarm occurs at the slave side, it is put in a specific queue and the
acyclic task is responsible of its transmission. Several techniques could be used
by the acyclic task to access the physical medium in order to transmit alarms
[9]. The proposed experiments rely on the immediate policy described in [9]. In
practice, when an alarm has to be sent, the slave, irrespective of the activity
carried out of the network, tries to gain access to the channel and, if successful,
transmits the alarm. This is possible thanks to IEEE 802.15.4 CSMA/CA tech-
nique which makes each device able to autonomously access the network. Also
this transmission is acknowledged by an ACK frame as in the case of polling
task. The alarm can not be lost, so the transmission is retried until success. This
queued policy does not allow to predict any upper bound to the alarm latency,
La, that is the time that the slave takes to successfully deliver the alarm to the
master.

6.3 Measurement System and Setup

The experimental session has been carried out by using the testbed sketched in
Figure 6.3, which comprises a two-nodes IEEE 802.15.4 network connected to a
PC and a two-node interfering network. For the sake of simplicity, a single link
network has been chosen since the monitoring protocol induces a time schedul-
ing that gives similar results regardless of the number of slaves, as reported in
[16]. The experiments have been performed in a non-anechoic room in order
to emulate a real life environment. Preliminary measurements made with a
Agilent E4407B spectrum analyzer inside the used band have been performed
to assure the absence of external uncontrolled interferences.

The WSN enlists t-mote sky wireless sensors (motes) available from Moteiv
[5, 6], based on the IEEE 802.15.4 communication radio system [7].

They are equipped with an USB port for programming, a 12-bits ADC, and
a light sensor. The channel used is number 25 (centered at 2.475 GHz).

This channel has been chosen suitably far away from external interference
due to near operating WiFi Access Points. The master, M, and the slave, S, are
positioned at a height of 1 m from the ground floor, with a distance r = 1 m
from each other, assuring at least a -50 dBm received signal power, i.e. far above
the receiver’s sensitivity. The PC is used both to setup the network parameters
at the beginning of the test, and to collect all the data coming from M via the
USB port during the test.
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Figure 6.3: Testbed architecture.

The PC is also equipped with Factory Sniffer (see Section 4.1) to control
the network and to perform the monitoring-process. The slave’s clock is also
synchronized to the master’s one at each polling cycle, so that the polling and
alarm latencies can be correctly measured.

Each experimental session consists of 10000 cycles, with a polling time
Tp = 30 ms. This value guarantees a null packet loss in absence of alarms
and interference [16]. Alarms are software generated by a Poisson process with
mean alarm inter-arrival time of 1000 ms (i.e. a stressful condition of nearly one
alarm/second). All the collected data are post processed with Matlab.

The following CCA modes have been used for the sensor network, in order
to evaluate the immunity of the network with respect to interference:

• CCA 1: the channel is sensed busy if an arbitrary interfering source
causes: RSSI ≥ CCATH, with CCATH = −77dBm (default value).

• CCA 2: the channel busy only if another IEEE 802.15.4 transmission is
revealed (Carrier detection).

• NO CCA: motes do not perform CCA, and the backoff basic period (BP
defined in Section 2.3.1) is set to zero, switching the backoff delay off.

The interfering network has been set-up with different communication stan-
dards. The physical layout (distance d and l) of the interfering network has
been chosen to emulate a typical indoor factory environment and according to
specific transmission ranges of each standard:
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• No Interference: no interfering network is active. This case is used to
evaluate best achievable performance.

• Bluetooth: a file transfer (always on) between two Bluetooth (IEEE 802.15.1)
class 1 usb adapters (100 mW power) is performed at the maximum achiev-
able rate. The distance between this network and WSN is d=1 m, while
the distance between the two Bluetooth devices is l=2 m.

• WiFi: a file transfer (always on) between a WiFi (IEEE 802.11g) access
point (Netgear KWGR614) and a wifi usb adapter (D-link DWLG122) is
performed at the maximum achievable rate (nominal 54 Mbps). In order
to evaluate the influence of the distance on the WSN performance, two
distancies are considered: d=1 m and 6 m. The two WiFi devices are
separated by a distance l=2 m and the chosen channel is 13 (overlapping
the transmission channel of the WSN).

• ZigBee: a same network of the one under test is used as a further inter-
ferer. It deploys the same channel, in CCA mode 1 and with the same Tp

and mean alarm interarrival time. It operates at a distance d=0.5 m, and
with l=1 m between the two ZigBee devices.

6.4 Experimental Results

6.4.1 Packet Error Rate

A first set of results from the experiments have been obtained in terms of PER.
For every interference configuration described in section 5.2, three tests have
been performed varying the CCA mode. The results are summarized in Figure
6.4.

As can be seen, with no interference, only minimum values of PER occur,
which are due to higher-priority transmissions, like alarms. It is worth noting
that the CCA has little or no effect on performance: in fact in the mode NO
CCA the PER does not worsen significantly (1.5%). Bluetooth does not vary
significantly the performance of the WSN. This is due to its frequency-hopping
nature and short time-slots, which do not interfere significantly the WSN cycles.
Also in this case the CCA mode does not play a key role. In fact, the maximum
PER is 2.5% for CCA mode 1, i.e. even greater than the PER in NO CCA mode
(≈ 2%). The effect of CCA mode in instead really visible in the case of WiFi
interferers. In fact, the WiFi channel always overlaps the WSN one, and lets
very few “windows” into which ZigBee can transmit.
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Figure 6.4: Measured PER for all the considered configurations.

For both the considered distances (1 and 6 m) from the WSN, the effects
are similar and a great distance implies only a weak improvement of perfor-
mance. The network in CCA mode 1 is heavily impaired by this WiFi inter-
ferer, because the received power (about -50 dBm) is always above the CCA
threshold (-77 dBm). The behavior in CCA 2 and NO CCA modes leads to a
similar PER. In fact, the interferer is not an IEEE 802.15.4 signal and so CCA 2
senses the channel free. The performance improvement in these modes is rele-
vant: for WiFi 1 m away, the PER changes from 75% to less than 0.5%. In this
case the transmission depends only on the Signal To Interference plus Noise
Ratio (SINR), that is far above the value for a correct reception. In the case of
a ZigBee interferer, a heavy packet loss is visible: long ZigBee packets do not
allow the network under test to correctly perform the polling and lead to a PER
of about 55% for both CCA 1 and 2. In fact, in this case the interferer is of type
IEEE 802.15.4 and its power is above the threshold, causing a busy-channel both
in CCA 1 and 2 modes. Therefore, in this case WSN performance are weakly
improved by disabling the CCA (PER= 16.5%).
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6.4.2 Polling Cycle Time

Classical performance evaluation methods consider only packet error rate. For
real-time systems, as the monitoring system above described, packet loss is not
the only important metric. For the correctness of a control chain above a sam-
pling process it is fundamental to maintain as stable as possible the sampling
period.

In this subsection, the results in terms of PDF of the polling cycle Cp, i.e.
the effective polling period, are reported upon the varying of CCA modes. The
reported plots are normalized histogram, made of the large amount of collected
data (10000 samples). They provide an almost complete statistical knowledge
of the random variable Cp.

As stated in section 6.2.1, the expected PDF in both CCA 1 and 2 modes is
gaussian-like (cubic splines), due to the convolution of four equal distributed
uniform random variables (due to the initial back-offs). The curve is centered
at 30 ms, with a minimum value of 10 ms and a maximum value of 50 ms. In
Figure 6.5 the polling cycle PDF in the case of no interference is shown. As
predicted, for CCA mode 1 and 2 the back-offs of CSMA/CA protocol lead
to an identical shape of the two curves. With CCA disabled, the presence of
an impulsive PDF centered exactly at 30 ms (the chosen Tp) means an almost
constant and deterministic value of Cp.

In fact back-offs are disabled and, with no interference, the polling works
correctly at the first attempt. For the sake of clarity, in the following only
subsequent cycles are analyzed. The cycles comprising a packet loss are ignored
to prevent secondary modes in the PDF.

Although not reported, even with a Bluetooth interferer the PDFs remain
the same of Figure 6.5. This interferer only increases the PER without modify-
ing substantially the polling latency.

In Figure 6.6 the effect of a 6 m far away WiFi interference is shown (the
same values are obtained with distance 1 m). As expected, CCA 2 and NO
CCA modes results are quite the same of those observed in the non-interfered
example. In these cases the channel is sensed free (because the interferer is not
IEEE 802.15.4) or not sensed at all and so the back-offs are not increased.

Conversely, in the case of CCA 1 the channel is often sensed busy and
the CSMA/CA protocol tries to wait to by-pass the interference. This PDF
reveals that many attempts to gain the channel have been tried, causing a great
dispersion of the PDF that now spans from 10 to 95 ms and is much flatter
than the one obtained in the absence of interference. The results summarized
in Figure 6.7 reveal that in this case also with NO CCA the polling cycle is no
longer constant, probably due to the large amount of failed pollings.



6.4 Experimental Results 73

0 10 20 30 40 50 60 70 80 90 100
0

0.02

0.04

0.06

0.08

0.1

0.12

0.14

0.16

0.18

0.2

C
p
[ms]

pd
f(.

)

No Interference

CCA 1
CCA 2
NO CCA

Figure 6.5: Probability density function for Polling cycle (Cp) with no interference.
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Figure 6.6: Probability density function for Polling cycle (Cp) with WiFi interfer-
ence.
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Figure 6.7: Probability density function for Polling cycle (Cp) with ZigBee inter-
ference.

As expected, both modes 1 and 2 lead to the same results, because with a
IEEE 802.15.4 interferer above the CCA threshold the channel is sensed busy by
both methods. With a ZigBee interferer the choice of NO CCA is no longer a
efficient solution, even if gives a better behavior.

6.5 Polling Latency

Another important parameter in a sampling process is the polling latency. If the
measurand is a fast-changing process the polling latency may not be negligible.
Similarly to what happens for Cp, even Lp is heavily affected by the choice of
CCA mode. The reported plots are normalized histogram, made of the large
amount of collected data (10000 samples) as for Cp.

As stated in section 6.2.1, the expected PDF in both CCA 1 and 2 modes
is triangular, due to the convolution of two equal distributed uniform random
variables (due to the initial back-offs). The curve is centered at 18 ms, with a
minimum value of 11 ms and a maximum value of 27 ms. In Figure 6.8 the
polling latency PDF in the case of no interference is shown. CCA mode 1 and
2 lead to a similar shape of the two curves. NOCCA mode causes an impulsive
PDF centered at 11.5 ms.
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This is the almost deterministic delay due to hardware and software laten-
cies of the microcontroller and the transceiver. Although not reported, even
with a Bluetooth interferer the PDFs remain the same of Figure 6.8. This in-
terferer only increases the PER without modifying substantially the polling
latency.
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Figure 6.8: Probability density function for Polling latency (Lp) with no interfer-
ence.

In Figure 6.9 the effect of a 6 m far away WiFi interference is shown (the
same values are obtained with distance 1 m). As expected, CCA 2 and NO
CCA modes results are quite the same of those observed in the non-interfered
example. In these cases the channel is sensed free (because the interferer is not
IEEE 802.15.4) or not sensed at all and so the back-offs are not increased.

In the case of CCA 1 the channel is sensed busy and the CSMA/CA protocol
tries to wait to overcome the interference. The PDF has a great dispersion from
10 to 80 ms revealing many attempts to gain the channel.

Figure 6.10 reveal that the ZigBee interferer, even with NO CCA, causes
wide spread in the PDF. As expected, both modes 1 and 2 lead to the same
results, because with a IEEE 802.15.4 interferer above the CCA threshold the
channel is sensed busy by both methods. With a ZigBee interferer the choice of
NO CCA is no longer a efficient solution, even if gives a better behavior.
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Figure 6.9: Probability density function for Polling latency (Lp) with WiFi interfer-
ence.
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Figure 6.10: Probability density function for Polling latency (Lp) with ZigBee in-
terference.
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6.5.1 Alarm Latency

In this section the alarm latency PDF analysis is presented, highlighting the
CCA mode influence on it. The reported plots are normalized histogram, typ-
ically made of 300 samples, i.e. the number of alarms generated, in mean, in
a total of 10000 polling cycles of 30 ms. The statistical behavior suggested in
the following figures, even if based on a small amount of data, remains the
same even with a larger and more complete set of samples, as reported in [16].
In Figure 6.11 the alarm latency PDF in the absence of interference is shown.
For CCA mode 1 and 2 the shape in asymmetrical, exponential like: latency is
upper bounded to 40 ms. For NO CCA latency is smaller, more concentrated
below 10 ms with a spike at 3 ms. As for polling cycle, and polling latency
Bluetooth does not influence alarm latency, leading to PDFs similar to those
just described.
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Figure 6.11: Probability density function for Alarm latency (La) with no interfer-
ence.

The effect of WiFi interference (Figure 6.12), as for polling cycle, is greatly
mitigated by the use of CCA 2, or, even better, with NO CCA. If mode 1 is
used, alarm latency is spread toward greater values, even above 100 ms. The
effect of ZigBee interferer is deleterious also on alarm latency. Both with CCA
1 and 2 the latency is enlarged toward 120 ms, and also with a NO CCA mode,
although more concentrated below 40 ms, the latency still reaches 120 ms.
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Figure 6.12: Probability density function for Alarm latency (La) with WiFi inter-
ference.
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Figure 6.13: Probability density function for Alarm latency (La) with ZigBee inter-
ference.
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6.6 Conclusions

In this chapter an experimental answer to the problem of interference on WSN
have been provided. The obtained results, although in a qualitative manner,
have clearly underlined the effects of CCA and Backoff periods on parameters
like packet error rate, polling cycle PDF and alarm latency PDF. In particular
the best performance are obtained with NO CCA configuration, disabling both
the channel sense and the back-offs.

Bluetooth interference, thanks to its frequency hopping nature, does not
disturb the network, and in this case the choice of CCA mode is pointless.
Only a little packet error rate and PDF distortion is visible.

WiFi has revealed itself as the most disturbing system. In this case the
choice of the correct CCA mode is essential: CCA 1 led to poor performance,
while using CCA 2 or, better, NO CCA, performance improvement is huge. A
drop of packet loss and PDFs distortion is noticed in these latter cases.

The worst performance have been obtained with a ZigBee interferer. As
expected, in this case CCA mode 1 and 2 are perfectly equivalent, and the use
of NO CCA mode little improves the performance. The use of CSMA/CA,
although optimal in an distributed environment, reveals its problems when
used in a real-time system, where latencies must be very low and a worst case
bound should be always known. The CSMA/CA is a “best effort” solution for
MAC layer, not optimal for a monitoring system, and even less adequate in an
industrial system inserted in a control chain. Moreover, the conservative nature
of CSMA/CA under-appreciate the robustness of IEEE 802.15.4 modulation
layer, preventing transmission (and hence increasing the PER) even when the
SINR is good enough for a successful communication.





Chapter 7
Cross layer CSMA/CA modeling

I
nterference represent a key issue to be carefully considered in the
design and set-up of a wireless network. It may cause several net-
work problems, as packet loss, reduced throughput, delay, jitter, bad

synchronization, missed alarms, etc. A critical frequency band, in which in-
terference phenomena frequently occur. Such problems are even more impor-
tant in such a crowded un-licensed band such as the 2.4 GHz ISM band (2.4 -
2.4835 GHz).

Analyzing interference issues is often a difficult task, both at design and
installation stages. To this aim, helpful information can be obtained by moni-
toring some suitable parameters of the network through simulations and mea-
surements. This task is however very complex in the presence of wireless net-
works employing the CSMA/CA protocol, like IEEE 8012.11b/g WLANs and
IEEE 802.15.4 WSNs. Interference may, in fact, act at two different levels: at
PHY layer, in terms of data packet collisions, and at MAC layer, in terms of
channel occupation. The two effects are typically very difficult to distinguish
from the analysis of some measurable parameters, thus making it impractical
also to choose a suitable mitigating solution. In the presence of performance
degradations, network designers are often prone to associate the origin of the
problem only with PHY layer interference. In these situations, the effects of
MAC layer interference are often erroneously interpreted as related to PHY
layer interference, and, consequently, non optimized or inefficient solutions are
applied. As a matter of fact, MAC layer interference is seldom taken into ac-
count in the literature to evaluate the overall network performance [21, 24, 25].
Despite several models and studies concerning interference and coexistence is-
sues among different networks are presented, attention is mainly paid to the
PHY layer interference [15, 26], and only a few information is available for MAC
layer interference [27].
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The chapter presents a simple and original model for the separate analysis
of PHY and MAC layer interference with respect to CSMA/CA-based wireless
networks (for an in depth description of CSMA/CA see Chapter 2). The goal
is to propose a simple tool for an efficient investigation of the origin (PHY or
MAC) of an observed performance degradation and prediction of the level of
PER in the presence of interference. Theoretical details underlying the model,
special hints for its use, and results from many experiments aimed at validating
the model, are given. In the experimental stage, a suitable testbed including a
IEEE 802.15.4-compliant wireless sensor network is exploited.

The PHY and MAC joint analysis presented in this chapter is described in
[28, 29].

7.1 Theoretical background

7.1.1 PHY layer interference

Interference at PHY layer has been receiving great attention both in the litera-
ture and practice. It is due to collisions among useful and interfering signals
at the receiver, and it is commonly studied under the hypothesis of a chan-
nel affected by AWGN. Curves of expected BER and PER versus Signal to
Noise Ratio (SNR) are commonly given in the most relevant communication
standards [1, 2]. The curves depend on many factors, such as the adopted
modulation scheme and error correction techniques. A qualitative example of
a generic PER vs SINR curve is shown in Figure 7.1(a) (measurement units
have been omitted to highlight the qualitative nature of the curves). PER is the
sum of two contributions: PERphy and PERmac. PERphy is the ratio between
the number of erroneously received data packets (due to collisions), Ner, and
the total number Nt of data packets delivered under ideal conditions (without
interference). PERmac is the ratio between the number of not delivered data
packets (due to channel occupation), Nnt, and Nt. SINR is given by:

SINR =
Ps

Pip + Pn
, (7.1)

In (7.1), Ps and Pip are respectively the useful and interference in-channel
power at the antenna input connector of the receiving node, while Pn is the
thermal noise power level at the same connector:

Pn = k · T · B · NF, (7.2)
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where k is the Boltzmann’s constant, T the absolute temperature (Kelvin), B
the bandwidth of the involved channel, and NF the noise figure of the receiver
front-end. In decibel units (dBm) and at 20◦C, it results:
Pn [dBm] ≈ -174 dBm/Hz + 10 log10(B) + NF [dB].

(a) (b)

Figure 7.1: PER versus SINR and Pi: (a) at physical layer, (b) at MAC layer.

Figure 7.1(a) highlights two regions: the first, white, in which PERphy <

PER∗ ≈ 0 (full packet reception), where PER∗ is the maximum acceptable value
of PER, usually very close to 0; the second, darker, in which PERphy ≥ PER∗.
In the latter region, the zero packet reception range, defined as the range in
which PERphy > 1− PER∗, can be distinguished. A further transitional region
of width ∆ is noticed, in which PERphy ∈ [PER∗, 1− PER∗] [30, 31, 32]. The
curve of Figure 7.1(a), with the PER axis in linear units and the SINR axis in
logarithmic ones, can be approximated to a simple invertible function by means
of a non-linear least square fit [33], yielding:

PERphy

(
Ps, Pip , Pn

)
=

1
1 + eα(SINR−β)

, (7.3)

where the coefficient α defines the slope of the curve in the transitional
region, while β is the curve offset, i.e. the SINR level for which PERphy = 0.5.
From (7.3), the following expression of ∆ can be derived:

∆ =
2 · ln

(
PER∗

−1 − 1
)

α
. (7.4)

Eq. (7.4) can be used to determine α, for a desired level of PER∗ and for a
given ∆, to be estimated from standardized curves like that of Figure 7.1(a).
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In most cases of practical interest, PERphy can be considered dependent only
on Ps and Pip . The term Pn, in fact, depends only on the hardware characteristics
and T.

It is worth noting that equation (7.3) can be very appropriate to describe the
behavior of a wireless network in terms of PER vs SIR. This can be seen in
Figure 7.2, where a theoretical graph of PER vs SIR, available from the IEEE
802.15.4 standard [2], is shown along with its approximation obtained by using
(7.3) with PER∗ = 10−3. Logarithmic scale has been used to better highlight
differences between the two curves. The graph clearly shows small differences
between the two curves when PER > 10−3, confirming the good accuracy of
(7.3) when PER > PER∗, i.e. when the interference effect is greater.
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Figure 7.2: Theoretical and approximated PER for IEEE 802.15.4 systems.

7.1.2 MAC layer interference

Interference at MAC layer, although little investigated in the literature and con-
sidered in practice, is a major cause of performance degradation in a CSMA/CA-
based wireless network. Such a phenomenon is also dependent on the selected
CCA mode, and is typically much more severe in the CCA mode 1 (energy
detection mode). This is the reason why, in the following, the attention will be
paid only to CCA mode 1, which causes the delivery of packets to be stopped
and deferred any time the interference power, Pim , at the node wishing to trans-
mit, is greater than the selected CCA threshold, Pth.
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Consequently, no packet at the receiver side is received, causing an abrupt
degradation of PERmac, as depicted in Figure 7.1(b). Also in this case, two
regions are highlighted: one, darker, in which PERmac = 1 (Pim ≥ Pth); the
other, white, in which PERmac = 0 (Pim < Pth). The curve that separates the
two regions of Figure 7.1(b) can thus be modeled as:

PERmac (Pim , Pth) = H (PIm − Pth) , (7.5)

where H(·) is the Heaviside unit step function [34]. As shown in (7.5),
PERmac depends only on the interference power level at the transmitting node,
rather than on the levels assumed by Ps or Pip at the destination receiving node.

7.1.3 Multi-link network

The above equations (7.3) and (7.5) of PERphy and PERmac refer to the spe-
cific case of a single communication link, between one transmitting and one
receiving device. The results they provide are essential in order to evaluate the
performance of a single specific node and, if suitably combined, they can also
be used to estimate the overall PER in a multi-link network. To this aim, the
network can be modeled as an oriented graph, in which the nodes represent
the considered wireless devices and the links are the radio communications
between them.

A probabilistic approach is presented hereinafter to evaluate the overall
PER of a multi-link wireless network. Specifically, a general purpose wire-
less network is considered having K operative communication links, lk with
{k = 1, .., K}, each of which characterized by a packet loss probability πk. From
the Bayes theory [35], the overall network packet loss probability, π, can be
expressed as:

π =
K

∑
k=1

πk · ηk, (7.6)

where ηk is the probability that lk is on. In (7.6), πk and π can be considered
as the probabilistic estimate respectively of the PER associated to the single
link lk and of the overall PER. π can also be viewed as a weighted mean of
the PER values associated to the K single links. The weighting coefficients
ηk are instead dependent on the corresponding link radio characteristics and
on how long they are operative. For instance, in a fully symmetric topology
network, e.g. an ad-hoc or star network having all links operating at the same
rate: ηk =

1
K for any {k = 1, ..., K}.
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In this case, as well as when there is no a-priori knowledge about how long
each single link is operative, equation (7.6) becomes a simple arithmetic mean
of πk. For the sake of conciseness only the generic case of a fully symmetric
topology is considered; therefore, the overall PER will be computed by averag-
ing the PER estimates of the various links.

7.2 Proposed Model

A model is proposed for the evaluation of the overall PER, PERk, associated to
each single link, lk, with {k = 1, .., K}, in a CSMA/CA-based wireless network.
The model can be extended to the case of a multi-link network according to the
notes given in Section 7.1.3.

In the generic link lk, the transmitting and receiving terminals are assumed
to be characterized by the same interference power level Pi: Pi = Pip = Pim .
Under this assumption, the overall PER associated to the link lk can be modeled
as:

PERk (Ps, Pi, Pth) = max
(

PERphy, PERmac
)

, (7.7)

which combines both equations (7.3) and (7.5), and where Pip and Pim in-
dicated in (7.1), (7.3) and (7.5) have been replaced by Pi. A problem in the
use of (7.7) is its three-dimensional (3D) nature, R3 → [0, 1], which makes
more difficult its graphical representation and practical use for the assessment
of PERk. To avoid this problem, an efficient and simplified approach is intro-
duced, which considers the iso-surface Σ∗ defined as:

Σ∗ =
{

P ∈ R3 | PERk(P) = PER∗
}

, (7.8)

where P is a combination of the parameters (Ps, Pi, Pth), and PER∗ is the
maximum value of PER that can be accepted. Such an iso-surface allows the 3D
domain of (Ps, Pi, Pth) to be subdivided into two regions: one where the network
operates at very high performance levels, i.e. PER < PER∗, another in which
the detrimental effect of the interference is unacceptable, i.e. PER > PER∗.

The two regions can efficiently be analyzed by fixing one of the three pa-
rameters (Ps, Pi, Pth) and plotting the remaining ones. This way, three different
charts can be obtained, representing the projection on the plane (Ps, Pi), (Pi, Pth),
or (Ps, Pth) of the surface Σ∗, for a chosen value of Pth, Ps and Pi, respectively.
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7.2.1 SI-chart: fixed threshold

A simplified sketch of the first iso-surface projection, called SI-chart, is visible
in Figure 7.3: Pth is the fixed parameter. In the chart, the solid curve represents
the values of (Ps, Pi) belonging to the iso-surface Σ∗ for a given value of Pth.
The curve highlights two regions: one, darker, in which PERk ≥ PER∗ ≈ 0
(zero packet reception), another, white, in which PERk < PER∗ (full packet
reception). The measurement units in the axes are purposely omitted in order
to highlight the qualitative nature of the plot.

One should note that Figure 7.3 is very easy to plot. It can be obtained by
drawing the following three straight lines:

1. Pi = Ps − SINR∗ where SINR∗ is the minimum SINR beyond which
PERk < PER∗. SINR∗ can be obtained inverting (7.3) and assuming
PERphy = PER∗: SINR∗ = β + ∆/2.

2. Ps = SINR∗ + Pn.

3. Pi = Pth.

Figure 7.3: SI chart: modeling PERk in a CSMA/CA-based wireless network.

The intersection of the above three lines identifies two knee points:
K1 = (kS1 , k I1), with kS1 = SINR∗ + Pn and k I1 = Pn, and K2 = (kS2 , k I2), with
kS2 = Pth + SINR∗ and k I2 = Pth. The horizontal dashed lines instead represent
line 3 for different levels of Pth.
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The use of this graph in a design context allows to efficiently: 1) recognize
if a given setup is suitable to achieve the expected performance level or not, 2)
suggest how to improve the setup itself, 3) avoid erroneous setup.

For example, once chosen PER∗ (e.g. PER∗ = 0.001) and determined SINR∗,
α and β, it is straightforward to plot the lines and localize the point in the graph
for a given couple (Ps, Pi), and then to deduce if the overall PERk (PHY and
MAC) is good or not. The graph also allows to easily determine the maximum
allowed level of external interference P∗i to achieve PERk < PER∗. It is sufficient
to draw a vertical line at the expected value of Ps and determine the Pi-axis
coordinate, P∗i , of the intersection point between this latter line and the solid
curve. This value of P∗i represents the maximum level of interference beyond
which PERk starts abruptly increasing. It can also be considered as the overall
immunity level to interference of the network under test. Accordingly, the
difference ∆i = P∗i − Pi can be considered as immunity margin to interference.
Therefore, the greater ∆i, the better the immunity to interference.

The figure shows that P∗i grows proportionally with Ps in the range
kS1 < Ps < kS2 , while it is constant and equal to Pth when Ps > kS2 . Such
different behavior depends on the interference phenomenon involved (PHY or
MAC). Specifically, in the first range kS1 < Ps < kS2 , interference acts at PHY
layer, so if Ps grows, a greater interference Pi is needed to reduce SINR and
increase PERk. In the second range, Ps > kS2 , interference acts at MAC level. In
this range, the maximum allowed P∗i saturates to the chosen Pth. Therefore, in
the case of Pi > P∗i , the channel is always sensed busy and PERk ≈ 1 regardless
of the value chosen for Ps. The figure also underlines the importance of Pth (the
parameter d in the figure), which considerably changes the extension of the
zero packet reception (white) area. The vertical part of the curve in Figure 7.3,
0 < Pi < k I1 , represents the case in which both the external interference (Pi)
and useful signal (Ps) are weak and the thermal noise significantly contributes
to increase PERk.

7.2.2 ITH-chart: fixed signal power

The second projection of the iso-surface Σ∗, called ITH-chart, is shown in Fig-
ure 7.4: Ps is the fixed input parameter.

Only two straight lines need to be drawn:

1. Pth = Pi.

2. Pi = Ps − SINR∗.
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Figure 7.4: ITH chart: modeling PERk in a CSMA/CA-based wireless network.

The intersection of the lines identifies one knee point: L = (lI , lTH), with
lI = lTH = Ps − SINR∗. The vertical dashed lines represent line 2 for different
levels of Ps. Also in this case, the use of this graph in a design context can be
very advantageous. With respect to the SI-chart, it allows more easily deter-
mining the range of Pth values that make the wireless link be more immune
to interference, i.e. PERk < PER∗. It is sufficient to draw a vertical line at the
expected value of Pi, and determine the Pth-axis coordinate, P∗th, related to the
intersection between it and the solid curve. This value of P∗th represents the
minimum threshold level below which PERk is 1. One should note that such
an intersection exists only if Pi < lI , while it does not appear for Pi > lI . In the
former case, the difference ∆th = Pth − P∗th can be considered as an immunity
margin to interference. Therefore, the higher ∆th, the better the immunity to
interference. In the latter range of Pi values, a completely degraded PERk is
always obtained regardless of the chosen Pth. This allows highlighting the two
conditions needed to verify the performance of the link in the presence of inter-
ference, in terms of the coordinates Pi and Pth, and for a given Ps: (i) Pi < lI , (ii)
Pth > P∗th = lI , with lI = Ps − SINR∗. From Figure 7.4, it can also be observed
that increasing Pth much beyond P∗th is: (i) advantageous in terms of the immu-
nity margin ∆th, (ii) useless in terms of PERk (it is always null for Pth > P∗th), (iii)
negative in terms of the CSMA/CA mechanism. In fact, upon the increasing of
Pth, the capacity of the mechanism in avoiding collisions decreases.
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In the opposite case, in which Pth is fixed, the graph also gives the opportu-
nity of easily determining the maximum allowed level of external interference
P∗i to achieve PER < PER∗. In this case, it is sufficient to draw a horizontal line
at the chosen value of Pth, and determine the Pi-axis coordinate, P∗i , of the inter-
section point between it and the solid curve. From the plot it results: P∗i = Pth

if Pth < lTH, and P∗i = lI = Ps − SINR∗, if Pth > lTH.
Figure 7.4 finally allows easily determining the type of interference occur-

ring, PHY or MAC. Specifically, in the range Pth < lTH the main interference
effect is at MAC layer: P∗i grows proportionality with Pth. On the other side, in
the range Pth > lTH the main interference effect has to be considered at PHY
layer: P∗i is constant regardless of the value chosen for Pth.

7.2.3 STH-chart: fixed interference power

The third projection of the iso-surface Σ∗, called STH-chart, is shown in Fig-
ure 7.5: Pi is the fixed input parameter. Also in this case, the plot can easily be
sketched. Only two straight lines need to be drawn:

1. Pth = Pi,

2. Ps = Pi + SINR∗.

Figure 7.5: STH chart: modeling PERk in a CSMA/CA-based wireless network.
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The intersection of the two lines identifies the knee point Q, having coor-
dinates (qS, qTH), with qS = Pi + SINR∗ and qTH = Pi. The horizontal and
vertical dashed lines represent lines 1 and 2 for different levels of Pi.

Also in this case, the use of this graph in a design context can be very
advantageous. It can be very helpful to easily determine the minimum value
both of Ps and Pth needed to obtain PERk = 0. In particular, in the range
Ps > qS, the minimum value of Pth, P∗th, needed to obtain PERk = 0 is simply
the intersection of the solid line with an horizontal line at the expected value
Pth. In the range Ps < qS, instead, the graph highlights a unitary value of PERk

for any Pth level. Similarly, in the range Pth > qTH, the minimum value of Ps,
P∗s , needed to obtain PERk = 0, is simply the intersection of the solid line with
a vertical line at the expected value of Ps. In the range Pth < qTH, instead, PERk

is always unitary for any Ps level.

Differently from first two charts, the type of the occurring interference, PHY
or MAC, cannot be established. In fact, the values assumed by P∗i , i.e. the
maximum level of Pi, are not clearly highlighted as in Figure 7.3 or in Figure
7.4.

7.3 Numerical results

To show the effectiveness of the proposed model, a significant case-study
has been considered. It has involved a WSN with N = 11 IEEE 802.15.4 nodes
and an interfering external source: 5 MHz bandwidth AWGN signal operat-
ing in the same channel used by the WSN and providing the same interference
power level Pi at each sensor node. A symmetric star topology has been consid-
ered, with one device operating as master and nine nodes operating as slaves.
The master operates according to a round robin protocol, performing a period-
ical polling of nine enabled slaves, i.e. K = 10, ηk =

1
10 for any {k = 1, ..., 10}.

7.3.1 Two-dimensional analysis

A first set of results obtained by applying the proposed model is reported
in Figure 7.6. The obtained SI-chart highlights a close agreement between
these simulation curves and those of Figure 7.3. For a given level of Ps, with
Ps = −25, −50, or −75 dBm, the intersections of the corresponding verti-
cal straight lines and the dashed curves of the diagram are also highlighted
(square, circle and triangle symbols). The Pi-coordinate of such points repre-
sents the maximum Pi, P∗i , beyond which PER abruptly increases to 1.
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In the case of Ps = −50 dBm, the plot shows that P∗i grows almost pro-
portionally with Pth in the interval −100 dBm ≤ Pth ≤ −60 dBm, while for
Pth > −60 dBm, it saturates nearly to -58 dBm. This proofs that the interfer-
ence acts mainly at MAC layer in the interval −100 dBm ≤ Pth ≤ −60 dBm
(the intersection is with an horizontal line), and at PHY layer in the range
Pth > −60 dBm (the intersection is with the oblique part of the curves). Similar
considerations can be drawn for the other analyzed values of Ps. In particular,
with Ps = −25 and −75 dBm, P∗i respectively saturates to -32 and -85 dBm.
It is worth noticing that such power levels Ps are typical in a WSN having the
master set with a 0 dBm transmitting power, and the receiver devices placed
at a distance from the master of nearly 0.5 m, 1 m, and greater than 10 m,
respectively.
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Figure 7.6: SI chart.

The obtained ITH-chart is reported in Figure 7.7, along with the intersec-
tion points (Ps, Pi, Pth) indicated in Figure 7.6 with square, circle and triangle
symbols. Also in this case, a close agreement can be noted between the ITH-
chart and the curves of Figure 7.4. The three power levels Ps = −25, −50, or
−75 dBm, represented in Figure 7.6 as vertical lines, appear as dashed curves.
The Pi-coordinate of each point of these curves indicates the maximum inter-
ference level, P∗i , that the network can tolerate for a given Pth and Ps.
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For example, in the specific case of Ps = −50 dBm, the chart shows that P∗i
grows proportionally with Pth within the interval −100 dBm ≤Pi≤ −60 dBm
(MAC layer interference), and saturates nearly to -58 dBm for Pi > −60 dBm
(PHY layer interference). In this latter range, any variation of Pth does not
produce significant changes of P∗i . Similar considerations hold for Ps = −25
and −75 dBm, in correspondence of which P∗i saturates to -32 and -85 dBm
respectively.
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Figure 7.7: ITH chart.

The obtained STH-chart is finally shown in Figure 7.8 along with the in-
tersection points (Ps, Pi, Pth) indicated in Figure 7.6 with square, circle and tri-
angle symbols. Once again, the obtained values are very similar to the qual-
itative lines of Figure 7.5. The three dashed lines associated to the quantities
Ps = −25, −50, or −75 dBm are also highlighted. For a given level of Ps, the
Pth-coordinate of the intersection point between the vertical dashed line and
an horizontal solid line provides the corresponding minimum value of Pth, P∗th,
needed to obtain PERk = 0. The chart shows that P∗th grows proportionally
with Pi until the two lines do not intersect anymore. The minimum value of
Pi in correspondence of which this condition is verified is just the immunity
level of the WSN, P∗i . As it can be noted and previously observed, evaluat-
ing P∗i is i not so simple as in the case of SI and ITH-charts. For instance,
with Ps = −50 dBm, the dashed line intersects a solid one only in the interval
−100 dBm ≤Pi ≤ −58 dBm.
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Beyond this interval, i.e. Pi > −58 dBm, no further intersections occur,
and thus: P∗i = −58 dBm. Similar considerations can be drawn for the other
chosen values of Ps. In particular, with Ps = −25 and −75 dBm, P∗i respectively
saturates to -32 and -85 dBm.
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Figure 7.8: STH chart.

7.3.2 Three-dimensional analysis

A 3D representation of the results obtained by applying the model is given in
Figure 7.9. The obtained iso-surface Σ∗ consists of three planes, σ1, σ2, and σ3,
defined, according to Section 7.2, as:

1. σ1 : Pi = Ps − SINR∗,

2. σ2 : Ps = SINR∗ + Pn,

3. σ3 : Pi = Pth.

As it can be noted, the 3D representation is not so easy to use if practical
information about some key network parameters like P∗s , P∗th, and P∗i is desired.
The proposed Σ∗ projection charts can prove very successful.
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Figure 7.9: Simulation results, 3D representation.

7.4 Experimental Validation

To assess the efficacy and reliability of the proposed model, some laboratory
tests have been carried out.

7.4.1 Testbed

The adopted testbed, depicted in Figure 7.10, consists of a simple WSN, made
of N = 11 wireless sensor nodes (motes), one acting as master, M, and the
other as slaves, sk, with {k = 1, ..., K} and K = 10. Wireless nodes are Tmote
Sky sensors compliant with the IEEE 802.15.4 standard, available from Moteiv
[5]. The mounted radio chip, CC2420 from Chipcon [7], allows the choice of
CCA mode and threshold. A PC is connected to M via a wired link, for storing
collected data and post-processing. In particular, traffic is generated and mon-
itored through the tool Factory Sniffer (see chapter 4), which allows the setup
of master and slave and displays the data acquired from sensors. The slaves are
uniformly positioned along a circumference of radius r and with M in the cen-
ter. Master executes a periodical polling of the slaves (polling request), which
reply sending the acquired data. An ACK frame is used to confirm correct
reception; in case of not received ACK, polling is assumed failed and no re-
transmission is performed.
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Figure 7.10: Adopted testbed.

The evaluation of PERk for each salve is based on the number of correctly
received pollings compared to the total number of pollings attempted. The
overall PER is computed according to (7.6). Timestamps and RSSI readings are
also added to the received data packets in order to monitor some key transmis-
sion performance parameters. For all the performed tests, polling period has
been set equal to 30 ms, which is the minimum value allowing lossless trans-
mission in the absence of interference [17]. The channel number 26 centered at
2480 MHz has been also chosen in order to minimize frequency overlap with
bands of near-operating WLANs. In order to emulate in-channel interference,
an arbitrary RF signal generator, G, Agilent Technologies AT E4433B (250 kHz–
4 GHz) and a log-periodic antenna, A, EMCO 3146 (220 MHz–1 GHz), oriented
toward M, have been used. Despite the limited range of frequencies of A, a
good level of interference power has been obtained at the WSN position also at
2.480 GHz. The generated interference was an in-channel AWGN with 5 MHz
bandwidth and centered at 2480 MHz. This choice makes noise assuming a
spectral content close to which of some typical interfering contributions of ISM
band, e.g. WLAN signals [1]. The antenna has been positioned at a sufficiently
large distance d from M in order to obtain the same desired levels of power Pi

at each mote. Accordingly, the radius r has been suitably arranged in order to
obtain the same desired levels of power Ps at each mote.
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Power measurements of Ps and Pi have been executed exploiting the in-band
power detector of motes, which provides RSSI readings. The values so obtained
provide estimates of the power effectively measured at the antenna output con-
nector of motes. The testbed has been physically positioned as shown in the
figure, above wood tables at one meter from ground floor. Tests have been
conducted in open-site and real-life conditions, and in the absence of exter-
nal interfering sources. In fact, in the absence of intentional interference, i.e.
disabling G, a null PER has been assessed.

7.4.2 Measurement Results

A first set of results from experiments in the case of Ps = −25 dBm is shown in
Figure 7.11. This value of Ps has been obtained with a motes transmitting power
equal to 0 dBm and r = 0.5 m. By properly varying d, the interference level at the
motes’ antenna has been changed in the interval −100 dBm ≤ Pi ≤ −25 dBm,
to assure a SINR greater than 0 dB.
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Figure 7.11: Experimental results: PER versus Pi with Ps = −25 dBm and different
CCA thresholds, PTH .

From the diagrams, the maximum allowed levels of external interference P∗i
that the network can tolerate can easily be estimated: P∗i = -86, -79, -61, -51, -42,
-32, -32, -32 dBm for Pth = -85, -77, -60, -50, -40, -30,-25, -20 dBm respectively.
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Figure 7.12: Experimental results: PER versus Pi with Ps = −50 dBm and different
CCA thresholds, PTH .
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Figure 7.13: Experimental results: PER versus Pi with Ps = −75 dBm and different
CCA thresholds, PTH .
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It can be observed that for values of Pth in the range -85 through -50 dBm,
Pth and P∗i assume almost the same values and are nearly proportional with
each other. For instance, when Pth varies from -77 to -40 dBm (increase of
37 dB), P∗i increases from -79 to -42 dBm, hence of 37 dB. For Pth > −30 dBm,
the curves overlap with each other and P∗i saturates to a value nearly equal to
-32 dBm. This clearly confirms the results obtained in Section 7.3 by applying
the proposed model.

Another example is shown in Figure 7.12, where r = 1 m and the transmit
power is consequently Ps = −50 dBm. The saturation effect of MAC layer
threshold is still visible: in this case P∗i = -87, -79, -62, -58, -57, -57 dBm for
Pth = -85, -77, -60, -50, -40, -30 dBm respectively. It can be observed that the
curves start to collapse, due to the low SINR, for lower values of interference.
For values of Pth in the range -85 through -50 dBm, Pth and P∗i assume quite
the same values and vary quite proportionally with each other. For instance,
when Pth varies from -77 to -60 dBm (increase of 17 dB), P∗i increases from
-79 to -62 dBm, hence of 17 dB. For Pth > −50 dBm, the curves overlap with
each other and P∗i saturates to a value nearly equal to -57 dBm. Also this result
confirms the outcomes obtained in Section 7.3 by applying the proposed model.

In Figure 7.13 a last experimental proof of the proposed model is given.
In this case the effect of CCA threshold is almost dominated by the PHY layer
effect. For typical values of Pth (Pth ≥ −77 dBm) all the PER curves appear
superimposed regardless of the chosen Pth. In this case the curves collapse to a
maximum value of P∗i nearly equal to -83 dBm, confirming once gain the results
obtained in Section 7.3.
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7.5 Conclusions

The results obtained from the conducted experiments confirm that in-channel
interference can affect the operation of a CSMA/CA-based wireless network
in two different manners: (i) at PHY layer, in terms of signal collisions at the
receiver side, (ii) at MAC layer, in terms of channel occupation at the transmit-
ter side. Such effects may occur simultaneously and cause detrimental effects
on the network performance; they can not easily be evaluated separately and
solved selectively, both theoretically, through simulations, and experimentally.
The good agreement noticed between the results obtained from the application
of the proposed model and those achieved from real-life experiments confirm
the accuracy of the model and its suitability to be used as an efficient design
tool for: (i) forecasting the type of interference mainly occurring (PHY or MAC),
(ii) forecasting the final performance in terms of PER, (iii) evaluating some key
parameters of the network such as its immunity level, P∗i , immunity margins
∆i and ∆th, minimum CCA threshold to be set at each transmitter device, P∗th,
minimum useful power needed at each receiver device to obtain good perfor-
mance, P∗s . Details and guidelines on how to apply the model, measure key
parameters and properly interpret the presented two-dimensional charts have
been given.



Chapter 8
Assessing of interference effects on RSSI

R
eceived signal strength indication (RSSI) consists of a simple chan-
nel power measurement that a wireless device performs within the
assigned communication bandwidth. From RSSI estimates, the wire-

less transceiver usually classifies the status of the assigned channel as free or
busy, and decides whether to transmit or not, according to the adopted channel
access protocol. RSSI is also largely used in order to assess the useful power
strength at the receiver side in order to perform automatic gain control to fit the
received signal to the receiving circuitry. Two typical and widespread examples
of wireless systems using RSSI are IEEE 802.11 [1] WLANs and IEEE 802.15.4
[2] WSNs.

A typical drawback of RSSI circuits is the poor measurement accuracy, es-
sentially due to their simple and low cost architectures. Another important
issue is the presence of interference, that may cause inaccuracy in the RSSI
readings, and severe consequences in terms of network overall performance.

For instance, in the case of an erroneously detected free channel, a node may
transmit despite the presence of other operating devices, causing disruptive
collisions. Conversely, in the case of an erroneously detected busy channel, the
node is forced to defer the transmission, with consequent delays, jitter, loss of
data packets, etc.

In the literature, some papers specifically deal with interference issues in
IEEE 802.11 and IEEE 802.15.4 wireless networks. For instance, in [25, 36], the
mutual interference between IEEE 802.15.4 and 802.11b networks is investigated
through simulations and measurements, respectively. In [24], the models of
[21] are applied to the case an IEEE 802.15.4 network affecting a IEEE 802.11b
network. In [26], results from measurements performed on an IEEE 802.15.4
network are offered.
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Other useful information is given in [27], even though referred to the only
case of an IEEE 802.11 network operating in the proximity of a Bluetooth net-
work. From all such contributions, useful information and hints can be gained
and used to improve the design of IEEE 802.11 and 802.15.4 networks.

After a brief overview on receiver circuitry and RSSI chip in particular, the
effect of in band and out-of-band interference on CSMA/CA compliant devices
is analyzed through the RSSI measurement under different interference sce-
narios. After that, an experimental analysis of non-ideal behaviors of RSSI is
given, showing how such a power measurement can be corrupted by external
interference.

All the material presented in this chapter is taken from [37, 38, 39].

8.1 Preliminary notes

In this section a brief description of integrated receivers and, in particular, RSSI
circuitry is provided. For basic concepts on interference phenomena on CS-
MA/CA systems, i.e. PHY and MAC layer interference, the reader is referred
to Section 7.1.

8.1.1 Low-IF receiver architecture

In modern WSNs, the usage of single chip technologies and new efficient radio
architectures provides valuable advantages in terms of reduced costs, dimen-
sions and power consumption per each single sensor device.

The most commonly used architectures are based on a conventional hetero-
dyne scheme [40, 41], which performance are superior compared to other more
integrable receiver architectures, with respect to selectivity and sensitivity. This
is achieved with the use of high-quality-factor (Q) discrete components, i.e. in-
ductors and varactor diodes. The use of such high-Q elements has also some
drawbacks. A critical issue is that high-Q filters can not be easily realized in
integrated solutions, i.e. the integrated inductors have at best only moderate
Q-factors.

A second efficient architecture is the direct conversion, also known as homo-
dyne or zero-IF conversion [40, 41], which is based on a direct down-conversion
of the RF signal directly to base band. This architecture performs low-pass
filtering in the baseband to suppress nearby interferers and select the desired
channel. The main advantage of this architecture is its more suitability to mono-
lithic integration.
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Nevertheless, a number of non-negligible drawbacks are stressed in this
configuration, like for instance: (i) the DC-offset, due to the self-mixing phe-
nomenon of the Local Oscillator (LO), which can corrupt the desired signal
and/or saturate the following stages; (ii) the LO leakage, due to the leakage of
the LO signal to the antenna, which produces in-band interference; (iii) the I/Q
mismatch that is greater for wide band and high-data rate systems.

A third architecture is the Low-IF [40, 41], whose topology is sketched in
Figure 8.1. The goal of this scheme is to combine the advantages of both het-
erodyne and homodyne receivers.

Figure 8.1: Architecture of a low-IF receiver.

In the figure, the RF front-end (pre-selection filter) is used to remove out-
of-band signal energy and partially reject image band signals. After the pre-
filtering, the received signal is amplified by a Low Noise Amplifier (LNA). The
system then employs two quadrature down-conversion paths, whose outputs
contain all the required information for the separation of the wanted signal
from the unwanted signals, such as images. An important peculiarity of the
low-IF receiver is just the Intermediate Frequency (IF), which is chosen as low as
one or two times the channel bandwidth. This mitigates the DC offset problem,
simply because after the first downconversion the wanted signal is not located
around DC. A second characteristic of low-IF topology is the more suitability
to sample the low-IF signal after the first mixer stage with a high resolution
ADC. This sampling process requires an ADC with higher resolution because
most of the image rejection task is done in the digital domain. After the first
mixer stage, the unwanted image can be much larger than the desired signal.
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Although the low-IF architecture requires higher-performance ADCs, the
signal path to the ADC can be AC-coupled in the low-IF architecture, which
in turn eliminates the need for complicated DC offset cancellation circuitry.
Another advantage of this low-IF topology is that part of the complex image
rejection mixer is implemented in the digital domain with no gain and phase
I/Q mismatches. The I/Q imbalances introduced in the previous analog sec-
tions can be corrected using adaptive techniques.

A final Digital Signal Processor (DSP) following the ADCs is used to provide
the following tasks: digital demodulation, digital RSSI, automatic gain control,
image suppression, channel filtering, and frame synchronization.

8.1.2 RSSI architecture

The architecture of a generic integrated radio receiver supporting the RSSI func-
tion is sketched in Figure 8.2. The signal picked up by the antenna is condi-
tioned by an analog stage, which performs the following tasks: (1) low noise
amplification, (2) down conversion to a low intermediate frequency (IF) [40], (3)
automatic gain control. The outgoing analog signal is then digitally converted
by the ADC. A digital processing stage performs the tasks needed for the de-
modulation: (1) channel filtering, (2) image rejection, (3) DC cancellation, (4)
signal equalization [40]. The signal is demodulated and the original transmit-
ted information recovered. The RSSI circuitry can be implemented either in an
analog or digital way. In the former case, the analog down-converted IF signal
is filtered and amplified to provide a voltage value proportional to the signal
power (typically in a logarithmic scale). In the latter case, the RSSI estimation is
performed through a digital processing of the acquired samples. In the figure,
both the possibilities are sketched in order to better highlight the location of
the RSSI stage in the two cases.

In the following, the only digital RSSI case is considered, which at the
moment is the solution most commonly adopted in the available integrated
transceivers, as described in the previous section.

In this scenario, the incoming signal power p(k) at the instant k · TS, where
k is an integer and TS is the sampling time, is estimated as follows:

p̂(k) = A · 1
L

L−1

∑
l=0

x2 (k− l) , (8.1)

where p̂(k) is the estimate of p(k), x(k − l) is the voltage sample at the
instant (k − l) · TS with l ∈ {0, 1, . . . , L − 1} and L is the number of the last
acquired samples.
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Figure 8.2: Architecture of a wireless receiver with RSSI stage.

p̂(k) is typically expressed in the logarithmic scale, in dBm units, and as-
suming a 50 Ω input impedance (using the weighting constant A to arrange
the formula).

8.1.3 RSSI common applications

The RSSI function is widely employed in modern analog and digital communi-
cation receivers to accomplish one or few of the following specific tasks.

• Pre-conditioning: a common application of RSSI is the automatic gain
control in the pre-conditioning stage of the receiver. Depending on the
estimated p̂(k), the gain of the pre-conditioning stage is adapted and the
incoming signal level amplitude varied in order to suitably match the
ADC input range.

• Transmission power control: in battery-powered wireless devices, such
as mobile phones of second- and third-generation, the information ob-
tained by the RSSI function at the receiver side is used to optimize the
transmission power and thus to save energy.

• Channel access: in non-scheduled wireless networks based on the CS-
MA/CA protocol, wireless nodes use RSSI to evaluate the status (free or
busy) of the communication channel. The transmission can start only if
the measured power p̂(k) is below a given threshold. Both IEEE 802.15.4
and 802.11 standards, being designed even for non-scheduled communi-
cations, use this kind of channel access method.
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• Rate adaptation: in many communication standards, such as IEEE 802.11,
RSSI is used to determine the signal to noise ratio at the receiver input
connector and, accordingly, set the most appropriate modulation scheme
and data rate.

Besides these common applications, RSSI can also advantageously be used
in many other contexts, even if less conventional, such as for instance the fol-
lowing two ones.

• Localization: wireless nodes with RSSI are used to determine the posi-
tion of objects or people in a given monitored area. The RSSI estimated
power levels, p̂(k), measured by the node, are processed to infer the dis-
tance between the node and a set of suitably positioned and configured
transmitters [42].

• EM field monitoring: wireless nodes with RSSI can also be used for dis-
tributed measurements of the electromagnetic field intensity in a given
monitored area, such as industries, buildings, roads, or campuses.

It should be noted that in the former tasks, rough estimates of RSSI are
quite always sufficient to adequately accomplish the respective targets. On the
contrary, for the latter two tasks, an high accuracy level of RSSI estimates is
quite always required. In this case, the accuracy of the RSSI estimates is a
parameter to be carefully assessed and optimized.

8.2 Out-of-channel interference

In this section a simplified description of a IEEE 802.15.4 compliant Low-IF
receiver is introduced to better understand the effects of interference on these
kind of devices. After that a theoretical and simulative analysis of such a re-
ceivers is faced and an experimental validation is offered.

8.2.1 IEEE 802.15.4 receiver architecture

IEEE 802.15.4 radio transceivers are commonly integrated on a single chip [7].
A simplified schematic representation of a typical radio receiver chip in a wire-
less network node is depicted in Figure 8.3. In the figure, a first analog con-
ditioning stage performs the following tasks: (1) low noise amplification, (2)
down conversion to a low intermediate frequency (IF), i.e. typically once or
twice the signal bandwidth, (3) automatic gain control. The signal is then dig-
itally converted by the ADC, which gives a sequence of samples x(k), k ∈ Z.
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A digital band pass filter with impulse response h(k), is then used to limit the
spectrum of x(k) to the desired receiver channel bandwidth. When the node is
receiving, the output signal y(k) = h ∗ x(k), where ∗ denotes the convolution,
is provided to the demodulator stage. This latter block executes the following
tasks: matched filtering, chips flow decoding, despreading, etc. In the figure,
the matched filter is represented by the block with impulse response g(k), and
its output signal is z(k) = g ∗ y(k). When the node is transmitting, the output
y(k) is instead provided to the RSSI, which performs the measurement of the
received in-channel power, as required by the CCA protocol (energy detection
mode).

Figure 8.3: Simplified architecture of a IEEE 802.15.4 receiver.

8.2.2 Receiver frequency response

Out-of-channel interference occurs when part of the spectral content of a signal
centered in an external channel overlaps the channel of interest. A qualitative
example of out-of-channel interference is shown in Figure 8.4. In the figure,
XI( f ) and YI( f ) represent the Power Spectral Density (PSD) of the signals x(k)
and y(k) of Figure 8.2, respectively, in the presence of the only interference at
the antenna output connector, while |H( f )|2 and |G( f )|2 represent the square
of the frequency responses of the h(k) and g(k) filters, respectively. f0,x and f0

are instead the center frequencies of XI( f ) and H( f ), respectively, separated
with each other by a frequency offset ∆ f . The effect of the interference on the
victim system performance strictly depends on the power level assumed by the
two signals y(k) and z(k) of Figure 8.2, here denoted as PIy and PIz , respectively,
for the only interference contribution.
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Figure 8.4: Influence of out-of-channel interference within the WSN bandwidth.

In the plot of figure, such two quantities are represented by the intersection
areas (gray) between the two regions delimited by the PSD functions XI( f )
and YI( f ) and the corresponding |H( f )|2 and |G( f )|2 curves. They can be
determined as follows:

PIy =
∫ +∞

−∞
|H( f )|2 XI( f ) d f (8.2)

PIz =
∫ +∞

−∞
|G( f )|2 |H( f )|2 XI( f ) d f

≈
∫ +∞

−∞
|G( f )|2 XI( f ) d f (8.3)

where, in (8.3), it is implicitly assumed a g(k) filter much more selective
than h(k), i.e.: G( f ) · H( f ) ≈ G( f ). It is also observed that the WSN perfor-
mance are strictly dependent on both PIy and PIz , even if at two different levels.
Specifically, PIy acts at MAC layer, when the node is transmitting, and affects
the PER according to:

PER
(

PIy , Pth

)
= H

(
PIy − Pth

)
, (8.4)

where H(·) is the Heaviside step function (see [34]) and Pth is the user
selectable CCA threshold. In fact, as soon as PIy overpasses Pth, the channel is
assumed busy, and no more transmissions are allowed.
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This abruptly reduces the number of received packets and consequently
increases the PER to 1. PIz instead acts at PHY layer, when the node is receiving,
and affects the PER in terms of signal quality degradation. In particular, PIz

degrades the SIR, defined as SIR = PSz /PIz , where PSz is the received useful
power at the output of the g(k) filter, and consequently the PER. In this case,
estimates of PER, for a given SIR, can easily be obtained by using theoretical or
experimental curves like those shown in Figure 7.2.

8.2.3 Simulation

A number of simulations have been carried out by modeling the operation of
the receiver in Figure 8.2, and using parameters of a real receiver compliant
with the IEEE 802.15.4 standard. One meaningful result is shown in Figure 8.5.
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Figure 8.5: Out-of-channel interference attenuation due to receiver’s filters.

The plot provides the square magnitude of the frequency responses of the
two filters h(k) and g(k), and of their series h ∗ g(k), namely |H( f )|2, |G( f )|2

and |H( f ) · G( f )|2, respectively. For more generality, the x-axis represents
the frequency offset from the WSN center frequency. The figure clearly high-
lights that G( f ) bandwidth is effectively narrower than the one of H( f ), and
that G( f ) · H( f ) ≈ G( f ). This implies that the out-of-channel interference
power measured at MAC layer is greater than the one acting at PHY layer, i.e.
PIz < PIy .
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Figure 8.6: RSSI estimates (simulated PIy ) vs interference offset for different inter-
ference types.

A second interesting result is given in Figure 8.6. The figure provides the
RSSI estimates, PIy , resulting from the analysis of different kinds of interferer
and upon the varying of the interference offset ∆ f . Two types of signals have
been analyzed. The first is a single tone interference at a frequency f0,x. The sec-
ond is a band limited AWGN signal of bandwidth B and centered at f0,x. Specif-
ically, the following bandwidths have been investigated: B = 1, 5, 10 MHz. In
order to better highlight the interference effect at MAC layer, which, as above
quoted, represents the case less investigated in the literature, the power of both
type of interference signals, PIx , has been set equal to −50 dBm, i.e. greater
than the selected CCA threshold (Pth = −77 dBm). The figure clearly high-
lights that the presence of band limited noise-like interference centered in the
range − B

2 − 2 MHz < ∆f < B
2 + 2 MHz may lead to significant levels of RSSI

even if not centered in the pass-band of the system. The curves can also be
used in order to efficiently investigate on the origin of a given loss of PER or
to optimize the choice of the CCA threshold. In fact, once drawn Pth, in the
figure represented by the horizontal line (-77 dBm), the ∆ f domain can be eas-
ily divided into two disjoint sets: one for which PIy > Pth , where MAC layer
interference dominates, and another, for which PIy < Pth, where PHY layer
interference dominates.



8.2 Out-of-channel interference 111

This effect is simulated in Figure 8.7, where only the single tone and the
10 MHz bandwidth AWGN are sketched. The right vertical axis shows the PER,
that follows exactly the threshold-like behavior just predicted. When the RSSI
is just above the chosen CCA threshold (in this case -77 dBm), no transmission
is possible at all, causing a 100% packet loss.
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Figure 8.7: RSSI and PER (simulation) vs interference offset for single tone and
10 MHz-bandwidth interference.

8.2.4 Testbed

A number of experiments have been carried out by using a purposely devel-
oped testbed to validate the results obtained in section 8.2.3. The testbed, as
visible in the sketch of Figure 8.8, consists of a simple WSN, made of only two
wireless sensor nodes (motes), one acting as master, M, and the other as slave,
S. Wireless nodes are Tmote Sky sensors compliant with IEEE 802.15.4, avail-
able from Moteiv [5]. The mounted radio apparatus, CC2420 from Chipcon
[7], allows the choice of CCA mode and threshold and embeds a RSSI chip (as
depicted in Figure 8.2), that provides an estimate of in-channel power, PIy .

A PC is connected to M via a wired link, for storing collected data and post-
processing. This simple network performs two tasks. First, it senses the RSSI
at the master node with a sample-time of 10 ms, downloading the acquired
readings to the PC.
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The values so obtained, once properly converted into dBm units, provide
estimates of the power effectively measured at the antenna output connector
of motes. Second, it evaluates the PER using a master-slave communication.
In particular, traffic is generated and monitored through the tool WSN Factory
Sniffer [16], which allows the setup of M and S and displays the data acquired
from the embedded light sensors. In this case M executes a periodical polling
of S (polling request), which replies sending the acquired data (lightness sam-
ples in this case). An ACK frame is used to confirm the correct reception; in
case of not received ACK, polling is assumed failed and no retransmission is
performed. The evaluation of PER is based on the number of correctly received
pollings compared to the total number (1000) of pollings attempted.

motesSIGNAL GENERATOR

G

A
M S

PC

d r

Figure 8.8: Testbed of the simplified analysis scenario.

For all the performed tests, polling period has been set equal to 30 ms,
which is the minimum value allowing lossless transmission in the absence of
interference [16]. The channel number 26 centered at 2480 MHz has also been
chosen in order to minimize frequency overlap with bands of near-operating
Wi-Fi systems. Several other IEEE 802.15.4 channels have been investigated in
the tests, obtaining almost identical results, here omitted for the sake of con-
ciseness. An arbitrary radio frequency signal generator, G, Agilent Technolo-
gies AT E4433B (250 kHz–4 GHz) and a log-periodic antenna, A, EMCO 3146
(220 MHz–1 GHz), oriented toward M, have been used to emulate interference.
Despite the limited range of frequencies of A, a good level of interference power
has been obtained at the WSN position also at 2.480 GHz.
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In particular the same interference power level of -50 dBm at the master
output connector considered in the simulations of Section 8.2.3 has been ob-
tained. Two interference signals have been considered in the tests: a single
tone signal and a AWGN interference of variable frequency (central frequency)
f0,x + ∆ f , with f0,x and ∆ f having the same meaning of Section 8.2.2. The
AWGN solicitation presents a spectral content rather similar to which of some
typical interfering contributions of ISM band, like for instance Wi-Fi signals [1].
The power on the generator G has been set in such a way to achieve -50 dBm
at the mote’s receiver with a single tone. The same power has been used for
the AWGN signals. Testbed has been physically positioned as shown in figure,
above wood tables at one meter from ground floor, and with d = 1 m, and r
variable. Tests have been performed in open-site conditions (but not in an ane-
choic chamber), sufficiently far way from external interfering sources. In the
absence of intentional interference, i.e. disabling G, a null PER has been in fact
assessed.

8.2.5 Experimental results

The above described testbed and setup have been adopted in a number of ex-
periments aimed at investigating on the real effects of out-of-channel interfer-
ence on a WSN, with special regard to MAC layer interference. In Figure 8.9, a
first set of experimental results are shown in terms of RSSI readings versus ∆ f ,
i.e. the frequency offset defined in Section 8.2.2. As can be seen, the obtained re-
sults of Figure 8.9 agree very much with the RSSI values of Figure 8.6, obtained
through simulations at the same setup conditions adopted for measurements.
For example, in the case of a 10 MHz bandwidth AWGN interference and with
∆ f = −5 MHz, the estimated RSSI is -57 dBm, from simulations, and -58 dBm,
from measurements. This confirms that the provided simplified approach is re-
ally accurate in order to simulate the behavior of a IEEE 802.15.4 receiver with
respect to the interference at MAC layer.

The figure also highlights the appearance of undershoots at ∆ f = ±2 MHz,
which propagate even below the noise floor (typically -98 dBm). Such an un-
usual fact can be justified by the occurrence of a saturation phenomenon in the
ADC or in the low-IF filtering stages of the wireless node. This saturation is
probably due to the high energy concentration of the single-tone interferer es-
pecially when centered at the local oscillator frequency, i.e. for ∆ f = ±2 MHz.
In fact, the phenomenon disappears for AWGN signals, which power is not
concentrated at a unique frequency, but is spread over a large band.
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Figure 8.9: RSSI estimates (measured) vs interference offset and for different in-
terference types.
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Figure 8.10: RSSI and PER measurement vs interference offset for single tone and
10 MHz-bandwidth interference.
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It is then observed that for AWGN interference with bandwidth, B, larger
than the channel filter pass-band, the values of RSSI for |∆ f | < 2 MHz may be
lower than the overall interference power (-50 dBm) at the WSN node antenna
output connector. In other words, only a fraction of the interference power
is sensed by the RSSI device, leading to RSSI estimates lower than -50 dBm,
e.g. nearly equal to -57 and -58 dBm for B = 5 and 10 MHz respectively. The
presence of AWGN interference with a large bandwidth B enlarges the region of
∆ f values for which the power is greater than the selected CCA threshold (here
-77 dBm). This can be seen in Figure 8.10, where RSSI estimates (at physical
layer) are shown along with the corresponding estimates of PER (at network
layer).

Also in this case a strict agreement can be noticed between simulation (Fig-
ure 8.7) and measurement results (Figure 8.10). The diagram confirms that as
soon as the RSSI estimate overpasses Pth, the PER abruptly worsens to 100 %
and no packets are thus transmitted. When the power is instead below this
threshold, interference effects are visible at only physical layer. In this latter
case, the values of PER strictly depend on SIR, as can be seen from the results
summarized in Figure 7.2 obtained upon the varying of SINR. The effect of SIR
is instead less visible in Figure 8.10. In fact, it has been chosen on purpose high
enough to ensure a zero packet loss and thus to better highlight the interference
effect at MAC layer.

8.3 Impairments on RSSI

In this section an experimental analysis shows how RSSI impairments may
influence the performance of a IEEE 802.15.4 wireless sensor network in the
presence of interference.

8.3.1 Measurement setup

The testbed used to perform all the experiments is similar to the one depicted
in Figure 8.8 and described in Section 8.2.4.

In the testbed the sensing device, M, is used simply as a generic in-channel
power meter. In particular, the testbed is arranged in order to focus the atten-
tion on the only RSSI detector operation, upon the varying of the interference
scenario. One should note that the estimates it provides, once properly con-
verted into dBm units, represent measures of the power effectively flowing at
the mote’s antenna input connector. Specifically, the analysis is carried out with
the following types of interference:
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1. a single tone waveform of power PS and frequency fx defined as
fx = fc +∆ f , with ∆ f variable in the range [−10,+10] MHz, and fc center
frequency of the deployed IEEE 802.15.4 channel. PS is also varied in the
range [−140,−20] dBm;

2. a couple of single tone waveforms of frequency fx and fy, with fx = fc

and fy = fc ± ∆ f , with ∆ f = ±2 MHz. In this case the sinusoid at
frequency fx represents the useful signal, with a variable power PS in the
range [−100,−50] dBm, while the one varying at fy is an out-of-band
interference with power PI ;

3. a single tone and band-limited AWGN interference with bandwidth
B= 1,5, 10 MHz, and centered at fx = fc + ∆ f , with ∆ f in the range
[−10,+10] MHz.

In order to check the repeatability of the performed measurements, an high
number of RSSI readings is taken (every 10 ms). Experiments are conducted
in a non-anechoic room, sufficiently far away from non-controllable interfering
sources. The investigated interference central frequency, fc, is then chosen in or-
der to avoid possible overlap and interference with other surrounding sources,
e.g. the near operating Wi-Fi systems. Testbed is physically positioned above
wood tables at one meter from the ground floor.

8.3.2 Analysis of the RSSI meter frequency response

A first set of experiments has been focused on the analysis of the RSSI meter
frequency response. To this aim, the single tone waveform defined in Section
8.3.1 (interference n. 1) has been used. The obtained results in terms of RSSI
readings are shown in Figure 8.11 upon the varying of the sinusoidal waveform
frequency, fx = fc +∆ f , in the range [ fc− 10, fc + 10] MHz, and for three power
levels of the sinusoid, PS = −30, −50 and− 70 dBm.

The figure clearly shows that in the center of the RSSI meter bandwidth, i.e.
−2 MHz < ∆f < +2 MHz, the three curves are shifted by 20 dB (along the
RSSI axis), as expected by the fact that PS varies in the three cases by 20 dB.
The curves are very flat in the passband, even if, in the case of PS = −30 dBm,
the measured values are nearly 5 dB above the real value. In the stop band,
i.e. for |∆ f | ≥ 2 MHz, an high attenuation is expected, although in the cases
of PS = −30, −50 dBm a strongly irregular trend can be noted. In particu-
lar, non-negligible undershoots occur for ∆ f = ±2 MHz and, especially for
PS = −30 dBm, visible spurious images appear in the stop band.
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In the case of PS = −70 dBm, the RSSI values in the stop band instead
converges quite regularly to the noise floor (approximatively equal to -96 dBm).
The same experiments have been repeated with different devices belonging to
the same family, and deploying, one by one, all the IEEE 802.15.4 channels
available in the ISM band. In all the considered cases, the same undershoot
phenomenon for PS = −30, −50 dBm has been observed. Such a fact suggests
the presence of a sort of saturation phenomenon in the device, which depends
on the values assumed by PS.
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Figure 8.11: Estimated RSSI vs frequency offset ∆ f .

In Figure 8.12, the obtained RSSI estimates versus PS, in the range [−140,−20]
dBm, are summarized for three different frequency offsets: ∆ f = 0,+2,−2 MHz.
The figure highlights a linear trend with unitary slope between RSSI and PS, for
∆ f = 0 MHz and PS ≥ −96 dBm, while below this power threshold, the only
noise floor is sensed. For ∆ f = +2,−2 MHz, i.e. with the interference sinusoid
frequency just outside the RSSI bandwidth, the measured power assumes very
low levels, as expected. Nevertheless, an unexpected strange trend can be ob-
served also in this case. In particular, the values assumed by the RSSI detector
are here below the noise floor. This fact could be attributed to the already cited
undershoot phenomenon due to saturation at the RSSI detector.

A third set of experiments have been conducted in the presence of the above
described single carrier and AWGN signal (interference n. 3).
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Figure 8.12: Estimated RSSI vs PS, for three different frequency offsets:
∆ f = 0,+2,−2 MHz.

The results shown in Figure 8.9 provide the RSSI estimates upon the varying
of the carrier center frequency fc, or equivalently ∆ f in the range [−10,+10] MHz.
Different AWGN bandwidths B = 1, 5, 10 MHz have also been considered. The
results highlight also in this case the presence of the above observed under-
shoot phenomenon, which arises only in the case of single tone signal, while
for larger B the phenomenon disappears. The larger bandwidth of the RSSI
response is instead due to the larger input signal bandwidth B.

8.3.3 Interference effects on RSSI readings

A further set of experiments has been performed to better investigate on the
consequences of the saturation effect, above observed, on the RSSI performance.
To this aim, the couple of sinusoids previously defined (interference n. 2) has
been used. In particular, the sinusoid at frequency fx, tuned at the RSSI me-
ter center frequency ( fx = fc) emulates a typical in-bandwidth useful signal
of power PS, while the one varying at frequency fy emulates an out-of-band
interference of power PI tuned exactly just at the undershoot frequencies of
Figure 8.11, fx = fc + ∆ f , with ∆ f = ±2 MHz. The results of the obtained ex-
periments are shown in Figure 8.13, in terms of RSSI readings versus the useful
power PS, variable in the range [−100,−50] dBm, and with PI = −50 dBm.



8.3 Impairments on RSSI 119

The results show an interesting fact: the RSSI meter correctly works in the
absence of interference, while it fails (very low RSSI levels) in the presence
of out-of-band interference. In particular, in this latter case, a threshold rela-
tionship between RSSI and PS can be noted. Specifically, if PS ≥ P∗S , with P∗S
threshold value equal to -65 and -70 dBm, respectively for fy = −2,+2 MHz,
the power is correctly measured, while if PS < P∗S , completely erroneous and
underestimated values of RSSI are achieved.
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Figure 8.13: RSSI reading error due to interference.

A last set of experimental results are given in Figure 8.14 to underline the
effects of the above observed phenomenon. In this case, PS + PI has been lin-
early varied in the range [−140,−20] dBm. Each curve has been obtained with
a fixed attenuation, Ω, of the useful signal PS with respect to PI (Ω = PI − PS).

Theoretically, each straight line should maintain a unitary slope, with a
simple shift in the RSSI axis equal to the chosen Ω. Instead, it is clear that for
Ω > 15 dB and fy = +2 MHz, or Ω > 20 dB and fy = −2 MHz the presence
of interference can significantly degrade the RSSI reading.
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Figure 8.14: RSSI reading affected by interference for: (a) ∆ f = +2 MHz
(b) ∆ f = −2 MHz.
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8.4 Conclusions

The behavior of a IEEE 802.15.4 WSN with CSMA/CA may be seriously af-
fected by out-of-channel interference, in terms of parameters such as the packet
error rate. In this paper, such effects have been investigated with special regard
to interference at MAC layer, which is traditionally less considered in a design
stage with respect to the well-known PHY layer counterpart. With respect to
single tone interference, AWGN signals may interfere significantly even when
they are centered at frequencies outside the bandwidth of the WSN. In this
case, the effects of interference can be accurately predicted from the analysis
of diagrams like those shown in Figures 7.2, 8.9, and 8.10. In particular, from
Figure 8.9 (or from its counterpart obtained from simulations, shown in Fig-
ure 8.6) one can easily estimate the range of frequency offset ∆ f where the
interference effect at MAC layer dominates the PHY layer one, or vice versa. In
the former case, the PER can be estimated by using the results of Figure 8.10,
regardless the value assumed by the SIR. In the latter case, the PER can be eval-
uated, for a given SINR, by using the experimental curve of Figure 7.2. Such
diagrams can be derived both theoretically, by simulations, and experimentally,
by measurements, to be conducted as described in the paper.

A number of suitable experiments has revealed the importance of a satura-
tion phenomenon arising in the RSSI operation under stressful conditions. The
worst behavior has been observed with a narrow band or single tone interfer-
ence centered at fy = ±2 MHz with respect to the RSSI center frequency. This
problem can be attributed to the LO leakage and the DC offset phenomena act-
ing at the IF stage of such an integrated receiver [40, 41]. This fact can have
severe consequences on the operation of a wireless sensor network. In fact, in
the presence of single tones or narrow band signals in the nearness of the un-
dershoot frequencies, a wireless sensor can be unable to detect the presence of
other transmitting devices, with consequences in terms of possible collisions.





Chapter 9
RSSI based RF power measurement

T
he use of the RSSI function for radio frequency power measurements
is investigated. The analysis is carried out both conceptually, re-
calling fundamental details about the operation of a RSSI device,

and experimentally. A procedure is proposed for improving the use of RSSI
for power measurement tasks, especially in terms of non-linearity errors and
accuracy. The ultimate purpose is to show how the RSSI function can even
be deployed for accurate power measurement purposes. To this aim, a suit-
able testbed is arranged and a measurement campaign conducted by using a
suitably developed semi-automatic testbed based on IEEE 802.15.4 compliant
wireless network nodes. Experimental results are finally presented proving the
effectiveness of the proposed procedure. RSSI basics have been discussed in
Chapter 8. All the material discussed in this chapter has been taken from [39].

9.1 Single input approach

A procedure is proposed aimed at improving the accuracy of a wireless com-
munication node when deployed for RSSI measurements. The procedure is
based on a compensation of the ADC non-linearity, which is performed by
adding to the obtained estimates p̂(k) a given correction offset to be a-priori
determined by means of a preliminary calibration procedure. The overall pro-
cedure can be thus subdivided into two steps: (A) calibration and (B) correction
step. This is a single input approach (punctual) trying to estimate the “real”
input power with a single measure.
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9.1.1 Calibration step

In Figure 9.1, three examples of possible RSSI transcharacteristics are reported,
where the axes units are omitted for more clarity. The (a) curve represents
the ideal case, in which the relationship between the measurand p(k) and the
associated estimate p̂(k), hereinafter more simply referred to as p and p̂ respec-
tively, is perfectly linear. The calibration procedure, in this case, is very simple:
only the slope and offset of the line must be estimated.

-  

 a

¬  b

¬  c

p

p̂

 

 

ideal
real invertible
real non invertible

Figure 9.1: Example of RSSI transcharacteristic: a) ideal, b) non-ideal invertible,
c) non-ideal non-invertible.

The (b) curve represents the case in which the RSSI transcharacteristic is
not linear but still invertible. In this case, the curve can be fitted to a n-degree
polynomial or a sum of basic functions. The calibration procedure simply con-
sists of estimating the coefficients of the polynomial fit or of the sum. This
procedure is simple in the case of quite regular transcharacteristics, but very
complex in the case of ADC characterized by a strong non-linear behavior. In
this latter situation, a point-to-point measurement of the transcharacteristic is
needed on a number of points, M, to be chosen according to desired accuracy
level. The (c) curve denotes the case of a non-linear and non-monotonic tran-
scharacteristic. Also in this circumstance, a point-to-point calibration approach
is needed and, moreover, there exist different values of p mapped into the same
p̂.
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In this case, the correction of the estimates p̂ has to take into account the
presence of all these input values p associated to p̂. The starting point for the
error minimization is the input-output transcharacteristic.

The model assumes the following relationship:

p̂(p) = p + e(p), (9.1)

where p̂(p) is the estimated power, as a function of the real power at the input
connector, p. This extremely simple model considers a linear relationship: all
the non-linearities and gain imbalances are collected by the error term, e(p).
If the estimation model is improved, the error term is expected to decrease.
The calibration step here proposed is based on a point-to-point measurement
approach: for each measurand a different offset is to be applied. The output
of the calibration algorithm is a look-up-table mapping each raw RSSI estimate
into a precise offset. In the worst case, the number of the matrix entries is equal
to the total number M of points on which the calibration is made. If possible,
the transcharacteristic can be modeled as a piece-wise linear function, limiting
the number of points of the look-up-table. In the following, without loss of
generality, a piece-wise linear transcharacteristic is assumed.

p

p̂

∆
k−1

∆
k

∆
k+1

ideal
real

Figure 9.2: Piece-wise-linear transcharacteristic.
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In such a direction, a more efficient and accurate compensation procedure
is possible. It consists of the following steps:

1. Acquire the transcharacteristic with a chosen number of points M.

2. Subdivide the M input values into K ordered sub-set (intervals), with
K ≤ M, as depicted in Figure 9.2 (axis units omitted for simplicity). Each
input value pm belongs exactly to one interval ∆k with 1 ≤ k ≤ K. Inter-
vals can be easily determined analyzing the jumps in the discrete approx-
imation of the derivative of the transcharacteristic, ∆ p̂

∆p , define as follows:

∆ p̂(m)

∆p(m)
=

p̂m − p̂m−1

pm − pm−1
. (9.2)

Interval bounds are determined in mk values, with mk ∈ {1, . . . , M} for
which ∆ p̂(mk)

∆p(mk)
> 1 + ε, where ε is a positive correction value to be prop-

erly tuned based on the maximum resolution of the RSSI. It is worth
noting that negative jumps are not to be considered, since the transchar-
acteristic must be a wide-sense increasing function and negative jumps
are associated to non monotonic and, hence, non invertible intervals.

3. In each interval ∆k, a least square fit [33] is performed based on all the
samples of p̂ and of p belonging to that interval. The reference function
Ik is a straight line, i.e. Ik(p) = ak · p + bk, where the slope ak is kept fixed
to 1 and the offset bk is evaluated.

4. Considering the interval ∆k, apply to the obtained estimation p̂ a proper
compensation contribution ok = −bk leading to a corrected version of p̂,
p̂c, according to the expression:

p̂c(p) = p̂(p) + ok = p + e(p) + ok︸ ︷︷ ︸
ek(p)

, (9.3)

where ek(p) is the overall error term.

This procedure can be viewed as an offset compensation carried out at each
singular ∆k interval.

9.1.2 Correction step

The above proposed algorithm uses as input data the real power samples, i.e.
the measurand, while outputs the measures according to the transcharacteristic
of the RSSI. This is the case of a calibration stage, where the measurand is
perfectly known.
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The measurement stage, instead, faces the inverse problem. The estimates
(measures) are known, and the physical quantity (measurand) stimulating the
system is unknown. The role of the calibration stage is to find a unique func-
tion or map among input and output quantities (the transcharacteristic). Once
known, the transcharacteristic should be inverted to determine, starting from
the measurements, the “real” value. The mathematical formula is, hence, the
following:

f (·) : p = f−1( p̂) (9.4)

The considered transcharacteristic is non monotonic and so non invertible
(Figure 9.4). However, Figure 9.4 depicts a property of piecewise regularity that
can help to overcome the highlighted problem. The compensation procedure
can be divided into two steps:

1. Map the ∆k bounds pk through the transcharacteristic and find p̂k (bounds
in terms of estimates).

2. For each input p̂ find the proper k, i.e. p̂k ≤ p̂ ≤ p̂k+1 and apply to p̂ the
k-th offset ok .

Obviously the non-invertible regions can not be eliminated, but the new
transcharacteristic is far more adherent to the ideal identity function. The non
invertibility is translated into a uncertainty in the input power.

9.2 Experimental verification

9.2.1 Adopted testbed

A sketch of the testbed adopted in the performed experiments is shown in
Figure 9.3. It consists of a IEEE 802.15.4 compliant wireless node (sensing node)
available from Tmote Sky and equipped with a CC2420 radio[7], providing a
rough power estimate as a signed 8-bit integer.

A constant -45 offset has to be applied to convert it to dBm units. An
arbitrary waveform generator, AWG, Agilent Technologies E4420B ESG (250
kHz - 6 GHz frequency range), is used to generate the test signal with power p
and a trigger command for enabling the sensing node. The trigger command is
a digital TTL signal that, applied via a cabled connection to the sensing node,
causes an interrupt to be catched. The PC is used to control AWG, through a
General Purpose Interface Bus (GPIB) connection, and to acquire the readings
from the node through a USB 2.0 link. The internal antenna printed on the
node board is disabled while an external SMA-type socket is soldered to the
transceiver’s RF pins allowing the use of an external antenna [5].
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In order to reduce power estimation uncertainty due to the radio link, the
generator AWG is cable-connected to the above mentioned SMA-socket. An
SMA-to-SMA-type coaxial cable with an additional N-to-SMA-type adapter are
used to connect the N-type output of AWG to both the node and an accurate
power meter, a Hewlett Packard (HP) 437B equipped with a HP 8482H power
sensor used as reference. This power meter is used to measure the cable loss
that is accounted for and compensated in the final calibration procedure.
The calibration stage is performed considering a sine wave test signal with a
fixed frequency f0; the signal power p is linearly varied in the range [-90, 0] dBm,
with steps of 0.2 dB (maximum AWG resolution), for a total of M steps. Test
frequency f0 is chosen in the middle of the communication channel deployed
by the sensing node, i.e. f0 = 2.480 GHz (channel 26 of the IEEE 802.15.4
standard).

Figure 9.3: Adopted testbed.

For each of the M input power levels, pm, with 1 ≤ m ≤ M, the following
tasks are performed:

1. the PC communicates to the AWG the actual value of pm;

2. the AWG generates the sine-wave and the trigger signal for the sensor
node. Each configuration is held for a 100 ms interval to guarantee a
stationary signal to the sensing node;

3. at the reception of the trigger, the sensor node acquires N = 100 power
estimates from the RSSI pin at the maximum available data rate;
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4. the wireless node sends the acquired samples to the PC, and the data are
displayed and stored in a M× N size matrix R for post-processing.

5. Once acquired, the matrixR is processed through an automatic algorithm
whose output result is a correction look-up-table to be applied to the RSSI
readings.

9.2.2 Experimental results

A set of experimental results obtained by using the described testbed are here
summarized. In Figure 9.4 the transfer characteristic f (·) of the analyzed wire-
less RSSI device is presented. The ideal function is the identity p̂(p) = p. The
dark trace plots the raw estimate evaluated by the RSSI circuitry, p̂, while the
light trace shows the RSSI estimation after the offset compensation, p̂c, accord-
ing to the algorithm described in Section 9.1. It is worth noting that the lower
limit of the trace is truncated to -90 dBm: in fact, for values lower than -95 dBm,
the effect of the receiver noise floor is dominant. From the uncompensated data,
a few interesting results can be observed:

• Different values of p̂ are mapped into the same values of p. Such an effect
may lead to inaccuracy in power measurements in the order of 6 dB (as
can be seen in the diagram), as stated in the transceiver data-sheet [7].

This effect has a “systematic” component, because the maximum resolu-
tion of the RSSI is 1 dB, so even in the case of perfect calibration, input
power p ∈ [p− ρ/2, p + ρ/2) (where ρ is the resolution step) are mapped
into the same value. In the compensation phase this effect leads to a
minimum uncertainty of ±0.5 dB.

• Some values of the output p̂ can never be obtained (missing levels).

• f (·) is not invertible: there are values that greatly differs from the ideal
curve, up to 6 dB.

A detailed view of the differences between the two transcharacteristics and
the ideal curve is sketched in Figure 9.5. As can be seen, the proposed pro-
cedure significantly minimizes the errors: the corrected error is an almost
zero-mean signal, with a “granular error” behavior typical of quantized input-
output relationship.

A representation of the inverted traces of Figure 9.4 is shown in Figure 9.6.
The diagram provides for each estimate p̂ the corresponding p = f−1( p̂).
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Figure 9.4: p̂ vs p before and after correction.
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Figure 9.5: Error trend before and after correction.
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As can be seen in the figure and also reported in Table 9.1, the proposed
procedure greatly improves the accuracy performance of the power measure-
ments: for example, in the range [-27,-24] dBm, the error e (5.6 dB) without the
adopted compensation changes into ek (2 dB). In the table, the values of ok are
also reported for each of the considered intervals of p̂.
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Figure 9.6: p vs p̂ with error bars, before and after the adopted compensation.

Table 9.1: RSSI domain partition and error correction.
p̂ [dBm] ok [dB] e [dB] ek [dB]
[-90,-73] -0.5 1.4 1.2

-72 -0.8 1.2 0.8
[-71,-60] -1.8 2.6 2.4

-59 -0.9 3.4 2
[-58,-54] -1.9 5.2 3.2
[-53,-49] 0 0.8 0.8

-48 -0.7 1.2 0.8
-47 -1.7 2 0

[-46,-35] -2.7 3.8 1
-34 -3.9 4 0.6

[-33,-28] -4.9 5.6 2.6
[-27,-24] -3.4 5.6 2
[-23, -4] -1.2 2.4 1.4
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9.3 Conclusions

In this chapter a low cost wireless sensor is considered. A theoretical analy-
sis of non-idealities in RSSI transcharacteristic is provided and a specific case
study is analyzed. A simple compact RF transceiver operating in the IEEE
802.15.4 standard is used to perform power evaluations. The raw collected data
are processed with a simple and powerful algorithm in order to reduce the
measurement uncertainty.

The proposed approach is more accurate with respect to methods com-
monly performed in practice, that are commonly based on a rough offset com-
pensation based on a mean fit over the entire transfer characteristic. Further-
more, the proposed approach is based on a simple algorithm with low com-
putational complexity: in fact many steps are weighted summations or matrix
computations.

The presented data acquisition procedure is a fully automatic and general
approach. Once changed the sensing module, this test-bed can be used to ac-
quire the transcharacteristic of a generic RSSI chip. Only minor modifications
to the system software are needed, such as the adaptation of the power and
frequency ranges or the change of polarity of the trigger signal. The calibra-
tion procedure is, instead, dependent on the kind of impairments affecting the
transcharacteristic.

The obtained results suggest that this approach could be an effective and
cheap solution for radio frequency power measurements purposes, as previ-
ously introduced, e.g. EM pollution monitoring or localization, along with
proper algorithm to be implemented. This could be an effective starting point
for the creation of low-cost measuring systems exploiting “side effects” of com-
monly used transceivers. The RSSI-equipped nodes have proven to be a viable
technology for large scale measurement scenarios.

9.4 Multiple input improvement

The above described power measurement method assumes that only a sample
of RSSI is available for the input power estimation. This leads to a complicated
algorithm that is not able to resolve uncertainty due to non monotonicity of the
transcharacteristic.

In the following section a completely different approach exploiting a multi-
ple input estimation is analyzed. This is a general approach (as the single input
one) but it will be tailored for a power measurement application. In this section
only a theoretical analysis and first simulation results are provided.
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A testbed is, at the moment, under development. The practical results will
be published as an extension of [39].

9.4.1 Proposed approach

In Figure 9.7 a sketch of the rationale behind this approach is depicted. Given
p the input power and p̂ the output power (RSSI), the transcharacteristic can
considerably differ from the ideal straight line.

p=f(p)

p1=f(p−a 1)

pN−1=f(p−a N−1)

p0=f(p−a 0)

pp−a 0p−a 1p−a N−1

Figure 9.7: Multiple input approach.

In the following a logarithmic scale is assumed, i.e. both p and p̂ are mea-
sured in dBm unit.

As for the single input approach, the first step is the acquisition of the
transcharacteristic with a given resolution. For the sake of simplicity in the
following a 1 dB resolution is used. This data can be stored in a simple matrix
associating for each input power an output power.

The measurement phase is heavily modified if compared to the original sin-
gle input one. The core device is a variable attenuator to be inserted between
the antenna connector and the RSSI chip. This attenuator must have an exter-
nal control signal (analog or digital), allowing an external device to set a well
defined attenuation. A N-tuple of N attenuations, namely [a0, a1, · · · , aN−1], is
chosen and remains fixed for the whole algorithm.
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In this first draft of algorithm attenuations are not optimized, but chosen on
a rule-of-thumb basis: at least one attenuated version of the measurand must
fall outside a non-invertible region of the transcharacteristic. An important
future topic could be: once given the transcharacteristic, find the optimal N
and the optimal attenuation set.

The algorithm runs in three steps:

1. Transcharacteristic mapping: this step is a calibration phase, done once
with a well known power source (the AWG in Figure 9.3). This step is
used to create a look-up-table storing function f : p̂ = f (p).

2. Measurement phase: this step consist of measuring N attenuated ver-
sion of the unknown input power p (using in order all the attenuations
a = [a0, a1, · · · , aN−1]). The output is the N-tuple p =

[
p0, p1, · · · , pN−1

]
.

The output is p = f (p∗ − a), or:


p0

p1
...

pN−1

 =


f (p∗ − a0)

f (p∗ − a1)
...

f (p∗ − aN−1)

 (9.5)

With p∗ the unknown input power to be estimated.

3. Estimation phase: this step estimates the most probable input power
given the N-tuple p. This phase uses the N-tuple and the stored tran-
scharacteristic to find a cost function upon the varying of the input power.
The cost function λ(p) is calculated as described in the following formula:

λ(p) = ‖p− f (p− a)‖ =

√√√√N−1

∑
i=0
|pi − f (p− ai)|2 (9.6)

This approach calculates the “distance” of the measurement vector from
a sliding vector taken from the transcharacteristic. The algorithm works
if the cost function shows a global minimum. The most probable input
power is the inverse image of the minimum:

p∗ = argmin
p

λ(p) = {p∗ | ∀p : λ(p∗) ≤ λ(p)} (9.7)

This approach spans all the transcharacteristic. A modified version can limit
the distance estimation to the most probable points in the neighbourhood of the
zero attenuated value.
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9.4.2 Simulation results

In this section a Matlab simulation is presented to prove the effectiveness of the
proposed approach. In Figures 9.8(a) and 9.8(b) a comparison of a single input
and a multiple input approach is presented. The same transcharacteristic with
a non-monotonic behavior is depicted.

For example, in the single input approach a -17 dBm input is mapped into a
-17 dBm value. In the multiple input approach a attenuation vector a = [0, 2, 4]
is used, so the output vector is p = [−17,−17,−19]. As clearly visible, the -17
dBm output can not be univocally associated to an input power, since there are
four values (-15,-16,-17,-19) that are mapped into -17.

In Figures 9.9(a) and 9.9(b) the proposed cost function λ is used and it is
plotted in logarithmic scale to catch the great dynamic range of values (mini-
mum saturated to -20 dB). In the single input approach the function has no a
single minimum, since the above described four values lead to the same value
of the cost function. The multiple input approach allows a simpler detection
since there is only one minimum.

9.4.3 Testbed

In the practical implementation several controllable attenuators exist. An exam-
ple of low cost (about ten dollars at the moment), integrated digital attenuator
is the Hittite HMC273MS10G. It allows a 1 dB attenuation step, attenuation
range from 1 to 31 dB, a wide span of frequency (0.7 to 3.8 GHz) and switching
time less than 600 ns. A block diagram is depicted in Figure 9.10. Each digital
input controls an inner attenuator: the combination of this 5 attenuators can
span all the range of attenuations.

The above described procedure can be simply implemented with a minor
modification to the testbed depicted in Figure 9.3. In Figure 9.11 the attenuator
is simply inserted between the cable and the RF input connector of the sensing
node. The chosen attenuator can be controlled with 5 digital input lines. The
sensing node can hence use a digital output and a serial to parallel converter
to drive the attenuator. An alternative approach (not needing any clock) is to
generate an analog voltage with the node and then convert it with an ADC
and take 5 bits to drive the attenuator. The major limits to this multiple input
approach in a practical implementation are the switching time of the attenuator
and the sampling time of the sensing node. For each sample a N-tuple of N
attenuation are to be collected in a serial fashion. A fast varying RF signal
can hence not be correctly measured for all the N attenuations causing the
algorithm failure.
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Figure 9.8: Example of a transcharacteristic: (a) single input approach,
(b) multiple input approach.
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Figure 9.9: Cost function, λ(p) (dB scale used) for: (a) single input estimation,
(b) multiple input estimation.
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Figure 9.11: Modified testbed for multiple input estimation.



Conclusions

S
cientific research, as a work of art, seldom follows a straight line.
The research subject sketched at the beginning of this work has been
mainly a magnetic compass during this journey: helpful to see a route

but not sufficient to prevent the author from wandering around in a multi-
dimensional space, where neither the bounds nor the number of dimensions
are known yet.

This thesis is a summa of a three-year research period. Probably it is not such
an homogeneous work as it should be; it is a collection of different perspectives
on the leading idea of investigating the effects of interference on wireless sys-
tems’ performance.

The main intent of the author was to underline the original results obtained
during these years: not all the publications produced have been used for this
thesis and several works have been summed up. The chapters are wrote, with
minor modification, in chronological order.

After few chapter (Chapter 1, 2, 3 and 4) introducing the “matter” and
giving the needed background to understand the next part, the thesis faces the
problem of implementing and testing a WSN-based industrial control system.

Chapter 5 and 6 show that such a system is feasible with good performance.
Not all the important matters are analyzed: for example power consumption
is neglected. The main focus is on how interference signals can impair such a
wireless system and how the network reliability can be improved. Experimen-
tal data are interpreted according to a theoretical analysis of the performance
indices and an in-depth experimental analysis helps the reader to understand
how to face even real interference issues. The rationale behind this part is
that CSMA/CA based systems are very prone to interference impairments and
often the best choice is to disable this mechanism at all.
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In Chapter 7 a cross layer modeling of interference effects on CSMA/CA
based systems is extensively presented, with a theoretical formulation, a simu-
lation approach and finally a set of experimental data.

Chapters 8 and 9 face the problem of radio frequency power estimation.
The RSSI circuitry embedded in many wireless devices is presented, describing
some background information and evaluating the effects of interference on such
a subsystem both with simulations and experimental data. After considering
the effects of interference in terms of erroneous power readings and channel
assessment, the feasibility of a cheap integrated RF power meter is taken into
account. Theoretical problems and practical solutions are presented. The chap-
ter proves that even starting from low quality power meters, the accuracy can
be greatly improved through a pre-conditioning and post-elaboration stage.

In conclusion, effects of interference have been thoroughly analyzed espe-
cially with an experimental approach, using simulations only joint with real
testbed implementations. In the author’s opinion, this is the only way interfer-
ence can be recognized and, hence, properly faced.



Appendix A
Wireless System for ElectroMagnetic Area Notice1

W
ireless communications are nowadays gaining a huge market es-
pecially in a metropolitan and sub-urban scenario. The “wireless
choice” is, on one side, dictated by the flexibility and the mobility

that only a wireless device can provide (e.g. a cellular network), and, on the
other side, it is much cheaper than a cabled solution. A typical example in this
sense is broadband supply: a common DSL solution is almost the best choice
from a performance point of view, however it has severe cabling-costs and it is
not a viable solution especially in mountain or isolated villages. To this aim,
wireless results are being applied also in metropolitan area network with WiFi
and recently WiMax-based solutions.

At present day, the most important drawback involving wireless commu-
nications is not a technological inferiority, but a social issue. Wireless system
deployment always needs an infrastructure, that is, a set of antennas displaced
around the served area: this can inoculate a sense of threat into users of the
same services, because it is not still known if there could be a potential health
risk deriving from the prolonged exposure to electromagnetic fields.

Moreover, European and Italian legislation (see 2004/40/CE or d.lgs. 81/08)
is coping with this problem, trying to lower the EM impact, in order to guaran-
tee the health of workers in the working site. In this context, the environment
can be very hostile, due to the use of factory machinery equipped with high
power EM sources (e.g. plastic and metal soldering or fusion).

To this aim, classical form of prevention are dosimeters, notifying if a worker
enters in a dangerous zone, or environmental analysis, performed with both
broadband (i.e. integral power PMM ) and narrowband instrumentation (i.e.
spectrum analyzers).

1This project (WISE-MAN) partecipated to the grant “M31 Grant Intelligenza Coraggiosa-
2008”
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All these approaches are very expensive, because instrumentation costs sev-
eral thousand Euros (typical 10-50 kefor a commercial spectrum analyzer), it
must be very severely calibrated and, above all, the user must be technically
prepared to use it.

Modern digital wireless systems typically provide an estimation of the re-
ceived signal power, and use it for “internal” purposes, i.e. to increase battery
duration, to limit interference among different devices (e.g. in a cellular net-
work) or to lower collision probability (e.g. in WiFi systems). This information,
properly elaborated, can be exploited to provide an easy-to-use, cheap and
ubiquitous measure of the electromagnetic impact due to the most common
wireless sources in a metropolitan or sub-urban area.

This solution has a threefold impact: first, the basic idea should be a hot-
topic for academic research, melting different branches of communication en-
gineering, such as measurement, antenna, network and computer engineering.
Second, once proved the real feasibility and reliability of such a solution, that
is after the concrete realization end test of a prototype, this project may eas-
ily become a commercial product, a “killer” application that can be tailored to
different costumers. First of all, it will be a cheap hand-held monitoring tool
employed by professional engineers in preliminary investigation stages (e.g.
services companies or regional protection and prevention agencies); further-
more, it should be purchased and easily used by anyone who wants to keep his
house or working site monitored. At last, given such widespread applications,
such a product directly aims the above mentioned social fear of electromagnetic
fields, providing a everyday tool to monitor everyone’s environment.

A.1 Proposed Approach

As above suggested, the project is based on well known technologies. Almost
any digital transceiver embeds a chip that performs RSSI. This metric, usually
carried out in the digital domain, or through analogical circuits in older chips,
is used to improve the quality of communication. The idea beneath this project
is to use a digital receiver (i.e. cellular, WIFi or ZigBee), whose typical cost
rounds on a few dollars, and employ the RSSI feature embedded in to scan a
well defined portion of the electromagnetic spectrum. A chip compliant to a
certain standard can obviously analyze the channel of that standard only. For
this reason, the target is to assemble different chips, each one able to estimate
spectral power limited in defined intervals only, and fuse the data each one
provide.
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The basic assumption is that the major portion of electromagnetic emissions
is imputable to widely used wireless systems, such as cellulars, WiFi or WiMax
(for sure in immediate future); this is manly true in the RF range. Each system
can measure the EM field used by itself in the transmitting stage, with a fixed
degree of precision and accuracy.

Figure A.1: Logical layout of the proposed system.

The proposed approach, as sketched in Figure A.1, employs each transceiver
mounted on the board as a sensing element: obviously these chips are far
under-exploited, because the RSSI feature only is used. This is a minor problem
because the cost of such devices is very low. The proposed solution rely of
several RF-sensitive chips (cellular, Wi-Fi, WiMax), coupled with an antenna
set, where different-band elements are connected in a proper manner. Chips
receive commands and send RSSI values on digital physical buses, to a low-
power microcontroller. The board is also equipped with some flash memory,
for data logging or calibration parameters storing. Moreover several I/O ports,
ADC and DAC are connected to the proper pins of the microcontroller: they
may be used to connect external actuators or sensors (temperature, light, and
so on). Collected data must be driven by a PC: to this aim local interfaces such
as USB and ETHERNET can be used. Remote data transfer can exploit the
radio chips: if the measure phase is correctly multiplexed with a transmitting
stage, the device can send data on a cellular link or on a WiFi network without
interfering with the environment under test.
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Classical approaches, such as broadband and narrowband power meters,
are very expensive and difficult to integrate. The proposed approach tries to
make the RSSI more accurate and precise with a calibration phase, and uses
high quality measurements data (already available in today’s radio devices)
to convey an overall electromagnetic field monitoring. This approach is very
cheap, i.e. the target price could be 200-300 e. A simple example of a RSSI
reading, obtained with the radio chip TI CC2420 used by Tmote Sky sensor
nodes, is reported in Figure 3.7: it is worth noting that such a system (about
90e), even without calibration can obtain a channel power estimation with a
very good accuracy, even comparable to classical method results.

EM field monitoring in the low frequency domain is not easily suitable
for this approach. It should be employed a purposely developed “low fre-
quency receiver”, capable to amplify and sample “slow” signals, and to evalu-
ate RSSI. Nevertheless, it is important to state that fields in the Extremely Low
Frequency range, such as the ones generated by 50-60 Hz power lines, are dif-
ficult to be estimated, because electric and magnetic fields must be measured
separately (near-field systems). For such specific application, the proposed ap-
proach needs deep enhancement and modifications. Hence, in industrial envi-
ronment, RF telecommunication signals only can be detected by the proposed
system. Low frequency or very high frequency fields should be investigated
with classical instrumentation or, better, with a modified version of the EM
monitor proposed (to be studied).

A.2 Implementation

Since this project idea has grown out from the team’s research activities, sev-
eral key steps have been already done. In particular, part of the background
research to verify the feasibility to check the availability of engineered commer-
cial products, has been part of prior works.

The project is composed of two sub-parts: the first target is the realization
of a compact hardware platform that performs field measurement. This device
can be used stand alone or in a networked environment, in order to allow a
central monitoring system to collect data and react with the proper decision
(in a manned or unmanned way). Hence, the second part of the project aims
to the implementation of the described collecting network, together with the
central monitoring system. The time frame envisioned for this project is the
following: after the first year a prototype of the single device above described
will be operating, at least with a reduced subset of features (it is worth to note
that physical PCB design and production will last quite long).
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