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Learning interpretable representations for classification, anomaly detection,
human gesture and action recognition

by Matteo TERZI

The goal of this thesis is to provide algorithms and models for classification,
gesture recognition and anomaly detection with a partial focus on human activity. In
applications where humans are involved, it is of paramount importance to provide
robust and understandable algorithms and models. A way to accomplish this require-
ment is to use relatively simple and robust approaches, especially when devices are
resource-constrained. The second approach, when a large amount of data is present,
is to adopt complex algorithms and models and make them robust and interpretable
from a human-like point of view. This motivates our thesis that is divided in two
parts.

Sparse representations for Human Activity Recognition and Anomaly De-
tection

The first part of this thesis is devoted to the development of parsimonious algo-
rithms for action/gesture recognition in human-centric applications such as sports
and anomaly detection for artificial pancreas. The data sources employed for the
validation of our approaches consist of a collection of time-series data coming from
sensors, such as accelerometers or glycemic.

The main challenge in this context is to discard (i.e. being invariant to) many
nuisance factors that make the recognition task difficult, especially where many
different users are involved. Moreover, in some cases, data cannot be easily labelled,
making supervised approaches not viable.

Thus, we present the mathematical tools and the background with a focus to the
recognition problems and then we derive novel methods for:

• gesture/action recognition using sparse representations for a sport application;

• gesture/action recognition using a symbolic representations and its extension
to the multivariate case;

• model-free and unsupervised anomaly detection for detecting faults on artificial
pancreas.

These algorithms are well-suited to be deployed in resource constrained devices, such
as wearables.

HTTP://WWW.UNIPD.IT
http://faculty.university.com
http://hit.psy.unipd.it/
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Robust and interpretable Deep Representations

In the second part, we investigate the feasibility of deep learning frameworks where
human interpretation is crucial. Standard deep learning models are not robust and,
unfortunately, literature approaches that ensure robustness are typically detrimental
to accuracy in general. However, in general, real-world applications often require
a minimum amount of accuracy to be employed. In view of this, after reviewing
some results present in the recent literature, we formulate a new algorithm being able
to semantically trade-off between accuracy and robustness, where a cost-sensitive
classification problem is provided and a given threshold of accuracy is required.
In addition, we provide a link between robustness to input perturbations and in-
terpretability guided by a physical minimum energy principle: in fact, leveraging
optimal transport tools, we show that robust training is connected to the optimal
transport problem. Thanks to these theoretical insights we develop a new algorithm
that provides robust, interpretable and more transferable representations.
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Two brief comments are due. The first is about notation: the two parts of this

thesis have (partial) different notations. This is because they describe different things
and we wanted to be as adherent as possible to their respective common notation
used in literature. The second comment is to justify the fact that in the second part,
the used data sources are images and not time-series. The main motivations are:

• common benchmarks, results and public code are available nowadays for im-
ages, while there is no common and well-established benchmark for time-series
classification;

• images are much easier to understand than time-series. Particularly, it is easy
to see the effect of models on images;

• data types and architectures used for images and time-series are very similar.
In fact, while the dimensionality is different both type of data can be considered
as the discretization of continuous processes. This means that the methods
presented in this manuscript can be easily extended to time series.
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Chapter 1

Motivations

The objective of this short chapter is to review the main applications using wearable
devices and time-series data and to present the main issues when dealing with such
type of data for classification and anomaly detection tasks.

1.1 Applications

In the recent 10 years, remarkable advances in electronics led to the possibility of
building smartphones and wearable devices equipped with miniaturized sensors
such as GPS, Micro Electrical Mechanical Systems (MEMS) and body sensors. At the
same time, research on Internet of Things (IoT) focused on developing protocols and
architectures apt to handle an enormous number different data sources and types,
that can archived and analyzed in cloud systems.

Fig. 1.1 and Fig. 1.2 represent common schemes for an IoT system for different
applications: data is collected and processed in a decentralized fashion and then
sent to the ’cloud’ from which it is possible for other agents, such as a physician, to
analyze the data or post-process them.

Thus, the general structure is formed by two entities: decentralized and central-
ized parts.
The decentralized part is the system directly interfaced with the user such a wearable
device. This part performs pre-processing and very cheap computations. Usually,
devices are usually resource-constrained. The centralized part receives and organizes
data from all the decentralized systems generally in servers. The computational
capability of this part is very high with respect to the decentralized one, which means
that algorithms can be possibly memory and computational demanding in order to
solve complex tasks, where huge amounts of data can be leveraged.

One of the fields thats has been witnessing a large attention in the scientific com-
munity is monitoring the human activity/gesture and its classification. Activity
Recognition (AR) is a prominent research area with applications to home automation
(Belgioioso et al., 2014), gaming (Gowing et al., 2014), sport (Cenedese, Susto, and
Terzi, 2016) and health care (Clifton et al., 2013). In particular, the rapid growth of
IMUs (Inertial-Measurement Units) has allowed, in recent years, the development of
compact sensor-equipped devices (e.g. smartwatches and smartphones), which led
efficient monitoring of human activities to be feasible and to have a strong impact
on the quality of life (Clifton et al., 2013). In this context, related applications are
performance analysis, especially for professional athletes but also common people.
An example, is the so-called “Prius effect”, a phenomenon coined when the hybrid
Toyota Prius introduced real time feedback on gasoline consumption. It was observed
and documented that a large subset of drivers would respond to the data by driving
in a manner that decreased fuel consumption. Since the first two chapters of this part
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have a focus on human activity recognition, it is important in this context to first dif-
ferentiate between activities and gestures. Gestures are in this work considered as basis
movements that compose an activity that is conversely completely characterized by
one or more atomic gestures: for example, in swimming, a stroke (gesture) completely
characterizes the style (activity). Due to the vastness of application scenarios, it is
helpful to categorize the AR problems into three main types:

• continuous-repetitive - activities that are continuous and composed by repeated
gestures with a periodic behaviour within the same activity type;

• continuous-spot - continuous activities with non-repetitive gestures;

• isolated - activities composed by isolated gestures.

Health-care is probably the second field that most benefited from and that has
been revolutionised by wearable data. Few examples are:

• Human parameter monitoring

• Diabetes – glucose monitoring

• Cardiopathy – ECG monitoring

• Epilepsy – attack prevention

• Neurodegenerative pathologies

In fact, in this thesis, we will also consider the problem of detecting faults on
the pump of the so-called artificial pancreas (AP), a system that allows to monitor
glucose and control it thorough the injection of insulin.

FIGURE 1.1

1.2 Issues and challenges

Challenges are of different nature: application-based and data-based. In AR but also
in AP, the main application-based issue is due to the lack of resource of wearable
devices in terms of computational capability and memory, which calls for the design
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FIGURE 1.2

of algorithmic solutions that explicitly take into account these issues. Common
solutions to this problem, is to reduce the informative context through dimensionality
and numerosity reduction. We will review the most-known reduction techniques
in Sec. 2.2.1 and apply them in Chapter 4.

The data-based issues are related to the data type, that is, time-series. Dealing
with such kind of data presents many challenges:

• nuisance factors

• data heterogeneity

• time-correlation and streams of data

In the following we briefly discuss them and then in Chapter 2 we present the
Machine Learning (ML) techniques presented in literature to (partially) address them.

1.2.1 Nuisance factors

By nuisance factors, we mean all the factors to which a task should be invariant. In
the context of AR, we can list some of them:

• sensors’ noise.

• time warping due to different acquisition frequencies

• orientation of the device

Noise. Devices sensors are cheap and often the signal is corrupted by white and
coloured noise but also by a discrete amount outliers.
Time warping. The sampling frequency can change also in the same device. This
causes a warping on the signal that impact of performance. For example, if we were
to use a standard Euclidean distance to compare to signals, it would fail. Common
solutions are interpolation-based; however, they only work when signal’s delimiters
are known (e.g. start and stop of a gesture).
Orientation. For wearable devices and applications based on MEMS signals, the
change of orientation causes a change on the raw signal. In professional devices this
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can be corrected using a navigation system, usually based on Kalman filters (Groves,
2013). However, in resource-constrained devices, it not possible to run complex
systems. We would like to remark that in general, orientation can change dynamically.
In the case of static change, in order to get features invariant to rotation, it is sufficient
to apply the Singular Value Decomposition technique on the raw signal X “ UTSV
and discard U resulting in X̃ “ SV.

Thus, it is necessary to design algorithms that are robust to these factors without
affecting accuracy and performance.

1.2.2 Data heterogeneity

The input data are highly variable due to user-dependency. In fact, there are intra and
inter-differences. For example, different people perform gestures in a different way
due to difference in height etc. However, it may also happen that two different people
perform a gesture similarly while the same person performs it differently in different
conditions. Thus, in user-tailored applications, invariant and fine-grained feature
descriptors are required at the same time. The specialized literature reports different
ML and pattern recognition techniques to classify a gesture from the captured data,
from simple models such as k-Nearest Neighbour to more complex ones as Hidden
Markov Models and Support Vector Machines (SVMs) (e.g. (Liu, Pan, and Li, 2010;
Wu et al., 2009)). In such a context, the SVMs methods result to be the most effective
but they may suffer from not being parsimonious.

1.2.3 Time-correlation and streams of data

Time series data are not i.i.d. (independent and identically distributed) and thus
common ML approaches are not directly applicable. We will especially face this
problem in Chapter 5. Moreover, many phenomena are distinguishable by how
different time-point are correlated, that is by their dynamics. This is to say that
correlation in this case is a feature we have to account for and not to discard. In
addition, in general data manifest themself as a continuous stream and this poses the
problem, particularly in AR tasks, of how to window the signal. A too large window
may be expensive to analyse and lose peculiar features; on the contrary, a narrow
windows may discards global distinctive features. Common strategy to tackle these
problem are to consider time-series via the space of dynamical models and compare
them directly in this space (see Sec. 2.3.2).
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Chapter 2

Background on time-series
classification

In this chapter, we will try to provide an overview of the main ML techniques that
are used in the context of classification. Without aiming at being exhaustive, the
main goal of this contribution is to highlight the differences among the approaches
in terms of information they can provide and issues in their usage. In particular,
we will use the term classification to indicate the sub-field of ML in the realm of
supervised learning where “supervised” indicates that the output is known: given
a signal x belonging to some domain X as an input and a finite set Y of different
classes (the output), the problem of supervised learning consists on finding a rule that
associates x to one y P Y. Generally, the set of output classes (also called dictionary)
is obtained according to a training procedure where a training input dataset is used
to characterize both Y and the learning rule.

2.0.1 Notation

Throughout this chapter, we consider a time-series z‚ as a (finite-length) sequence
of n ordered real-values at time-instants t‚,1, . . . , t‚,n. For the sake of simplicity, and
without loss of generality, we assume the time-series are obtained through a pre-
processing phase that may include sampling and windowing of the continuous data
flow coming from a measurement unit. The time-series is then characterized by p
input descriptors x (whose meaning will be clearer in the following), hence the input
space X is p-dimensional, and a training set composed by N signals txp1q, . . . , xpNqu
allows to define the class set Y. These basic definitions and notation are depicted in
Figure 2.1 and summarized in Table 2.1.
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v(t)
zk+1

zk�1 zk

zk(tk,1, tk,2, . . . , tk,n)

⌧

FIGURE 2.1: Windowing procedure. Finite-length windows zk are extracted from the raw
data stream v to obtain time-series.

TABLE 2.1: Summary table of the main adopted notation.

Symbol Description
t P R time
t̄ time of interest
R number of nodes in the power system cluster
S ě R number of data sources generating signals
q̄ ě R cardinality of raw signal
vptq P Rq̄ ˆR raw signal
k PN window index
τ P r0, 1q window overlap parameter
n cardinality of samples per window
q ď q̄ cardinality of pre-processed signal
zkptk,1, . . . , tk,nq P R

nˆq pre-processed signal
p ď n number of signal descriptors
X Ď Rp domain of signal descriptors
x “ x1, . . . , xp P X signal descriptors
N number of observations available for training
 

x1, . . . , xN( set of input data for training
 

y1, . . . , yN( set of output labels for training
D P RNˆpp`1q design matrix for training
M̃ number of observations of reduced dataset (e.g. dictionary learning)
M number of classes
Y class dictionary
y P Y class label
f p‚q : XÑ Y classifier / association rule
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PMU #1

PMU #2

PMU #S
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On-line

Off-line

Context Info 

Database

FIGURE 2.2: Data flow. Scheme of the data flow from sensors to classification.
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2.1 The classification problem

The research on classification of time series has been of certain interest for some
decades and in various fields, from speech recognition (Rabiner and Juang, 1993) to
financial analysis (Tsay, 2005), from manufacturing (Susto and Beghi, 2016) to action
recognition (Morris et al., 2014), and it is even more of key importance in this era of
big-data and pervasive information flow. Specifically, two cornerstone issues need to
be addressed:

• how do we compare different time-series? In particular, how do we compare
time-series with different lengths?

• how can we recognize that different time-series are realizations of a common
(unknown) process which represents a certain class?

The last question is particularly relevant in advanced monitoring applications: if
a database of known failures is available, detection of current failures could be
performed and exploited in predictive maintenance (Susto et al., 2013) / fault de-
tection (FD) and FDI solutions . Some works formalize FD and FDI problems as
semi-supervised ones, where particular classifiers (like One-Class-SVM) are built on
a single group of data: such data are usually associated with normality conditions
(Beghi et al., 2014); the goal of this classifiers is to create a solution that defines a
’normality space’: when a new observation is available, it will be classified as anomaly
if it lies outside the boundaries of the normality space. Such problem formulation
can also be tackled with some of the methodologies presented in this chapter.

2.1.1 Classification methods taxonomy

For the sake of clarity, we provide a brief introduction to the different methodologies
treated in this work that can be employed to solve the classification task with time-
series data. Time-series classification techniques can be essentially divided into two
main branches:

• Feature-based (FB). FB methods perform a feature extraction procedure before
the classification phase. Generally, from the original signal vptq a moving
window k of fixed length n is considered to obtain a time-series zk and a set
x of p features is calculated over it: to give some examples, commonly chosen
features are mean, variance, maximum, minimum, entropy, all related to the
time-series extracted from the signal.

The idea underlying these methods is to capture signal statistics that identify
a certain class of signals. In theory, if a process is weakly stationary then a
second-order statistic is sufficient to characterize that signal; however, signals
obtained from real-world scenarios are not stationary due to several nuisance
factors and many more features may be necessary to summarize the informative
content.

In this respect, some observations are in order: unfortunately, non-automatic
feature extraction procedures may be a time-consuming step that requires the
involvement of process experts to avoid loss of information; moreover, extracted
features designed to capture certain behaviors of the system, may not be in-
formative under unseen conditions leading to poor monitoring performances.
Finally, the tuning of n is far to be trivial for optimal results: normally, it is esti-
mated through a cross-validation procedure (Friedman, Hastie, and Tibshirani,
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2001). When dealing with the learning phase in FB methods, the learning rule is
based on the definition of a dataset of N observations and of a design matrix as

D “

»

—

—

—

–

xp1q yp1q

xp2q yp2q
...

...
xpNq ypNq

fi

ffi

ffi

ffi

fl

P RNˆpp`1q. (2.1)

• Distance-based (DB). DB methods avoid the feature extraction phase in favor of
the definition of suitable distances, among which the most common is Dynamic
Time Warping (DTW) (Müller, 2007). Then, the classification phase is carried
out through metric classifiers: one simple and popular choice and, surprisingly,
one of the most effective is 1-Nearest Neighbor classifier (1-NN) (Friedman,
Hastie, and Tibshirani, 2001).

This strategy is motivated by the fact that the feature extraction phase could be
time consuming and may cause significant loss of information about the original
signal (Schirru et al., 2012). Conversely, though, due to nuisance factors, the DB
direct comparison of time-series (e.g. by exploiting the Euclidean distance) may
lead to ill-posed problems and unsatisfactory performances, thus calling for a
careful selection of the distance metrics that trades off between complexity (of
the measure) and accuracy (in the classification).

This main categorization is also summarized in Fig. 2.3.

Time-series	classification
methods

Feature-Based	(FB)
(SVM,	RF,	Others) Distance-Based	(DB)

Reduction-based	
(SAX,…)

Purely	DB
(DTW,	ED)	

Parametric	DB
(DWT,..)

FIGURE 2.3: Classification taxonomy. Time-series classification methodologies tree highlight-
ing the two families of feature-based and distance-based.
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2.2 Data sources

For the sake of clarity, and to avoid confusion due to different notations used in
related literature, we distinguish two data reduction techniques in which we are
interested in: dimensionality reduction and numerosity reduction. In this Section we
will present the most important time-series representations for these two types of
reduction; for a more exhaustive review, we refer the interested reader to (Van Der
Maaten, Postma, and Herik, 2009; Fu, 2011).

2.2.1 Dimensionality reduction

We refer to dimensionality reduction (DR) when dealing with FB techniques. More
in detail, let us consider a design matrix D P RNˆp, with a high-dimensional fea-
ture space, e.g. when p is very large, (generally p ą 1000); DR aims at finding
a subset of informative features (feature selection) or, more generally, informative
lower-dimensional structures through linear (e.g. principal/independent component
analysis) and nonlinear (e.g. manifold learning) data transformation approaches.

In this context, although the space complexity can be overwhelming, the main
issue is the renowned curse of dimensionality (Friedman, Hastie, and Tibshirani, 2001).
It manifest itself in various ways, which all causes high variance and high bias
of classifiers resulting in poor classification performance. In fact, when p is high,
all feasible training samples sparsely populate the feature space and the concept
of locality vanish. This problem, can be easily seen with the k-NN classifier and
considering features uniformly distributed in a p-dimensional unit hypercube: when
p “ 1000, in order to capture for example 10% of data to evaluate local average, it is
necessary to consider the 99.7% of the range of each feature.

DR techniques review

As already stated above, the informative content of a signal is often embedded in
a low-dimensional space that can be isolated through DR techniques. Among the
most popular methodologies, we mention here Generalized Discriminant Analy-
sis (Scholkopft and Mullert, 1999), Independent Component Analysis (ICA) (Hyväri-
nen, Karhunen, and Oja, 2004; Subasi and Gursoy, 2010), Kernel PCA (Schölkopf,
Smola, and Müller, 1997; Mika et al., 1998), Linear Discriminant Analysis (LDA) (McLach-
lan, 2004), Multi-Dimensional Scaling (MDS) (Kruskal and Wish, 1978) and Principal
Component Analysis (PCA) (Hotelling, 1933; Jolliffe, 2002). In the realm of non-linear
approaches, manifold learning, whose objective is to learn the hidden manifold de-
scribed by the data (Tenenbaum, De Silva, and Langford, 2000; Roweis and Saul, 2000;
Cayton, 2005; Narayanan and Mitter, 2010), has been gaining lot of attention in the
past recent years.

A simpler, but often equally efficient, DR approach is to remove redundant
(correlated) features, selecting a subset of relevant features, instead of finding the
underlying low-rank structure of the data at hand. Well-known feature selection
techniques are backward feature elimination, forward feature construction, minimum-
Redundancy-Maximum-Relevance (mRMR), just to provide some examples. Interest-
ingly, Random Forests (RFs), beside being amongst the most effective classifiers, are
also powerful instruments for feature selection (Biau, 2012).

For an exhaustive description, we refer the interested readers to (Tang, Alelyani,
and Liu, 2014).
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2.2.2 Numerosity reduction

We refer as numerosity reduction (NR) when aiming at reducing data volume by
choosing alternative, smaller forms of data representation of the signals at hand. It
differs from DR in the sense that it aims at finding a different representation of time-
series and/or reducing the number N of training examples needed for classification
without reducing accuracy. For example, consider a collection of N input univariate
time-series tx P Rnu

N
i“1. Data reduction techniques aim at reducing n and/or N.

NR techniques review

In this framework, to reduce both n and N, parametric and non-parametric ap-
proaches may be employed for NR. Parametric approaches model the time series
using a parametric model such as Discrete Wavelet Transform (DWT), Discrete Fourier
Transform (DFT) and Log-linear models to cite the most common examples. Then the
complexity space reduce from Opnq to Oppqwhere x P Rp is p-dimensional vector of
parameters of the model. An example of non-parametric approaches is histogram or,
simply, sampling.

Another family of NR approaches is symbolic representation, for which Symbolic
Aggregate Approximation (SAX) (Lin et al., 2003a; Lin et al., 2007) is the most know
technique. SAX technique mainly consists on 3 phases:

• signals standardization in order to obtain a zero mean and unit variance signal;

• Piecewise Aggregate Approximation (PAA) (Keogh et al., 2001), described in
the following;

• symbolic mapping through discretization on amplitude domain.

After normalization, in the PAA phase, a signal z “ z1, . . . , zn let z̄ “ z̄1, . . . , z̄p of
length s is discretized on time in p frames in order to obtain a vector z̄ “ z̄1, . . . , z̄p P

Rp. Formally, the resulting i-th element z̄i is defined by the mean of i-th interval:

z̄i “
p
s

s
p i
ÿ

j“ s
p pi´1q`1

zj (2.2)

Then, the SAX representation procedure (i.e. the discretization on amplitude domain)
can be summarized as follows. Let ai denote the i-th element of the alphabet A, with
|A| “ α. The mapping from the PAA approximation to the correspondent word
x “ x1, . . . , xp of length p is obtained as follow:

xi “ aj iif β j´1 ď z̄i ă β j, (2.3)

where
 

β j
(α´1

j“1 are break-points tuned to have symbols with equiprobable occurrence.
One of the advantages of introducing the SAX representation, is that a new distance
measure - which is a lower bound of euclidean distance - can be immediately defined.
Let zp1q and zp2q be two time-series of same length n and xp1q “ xp1q1 , . . . , xp1qp and

xp2q “ xp2q1 , . . . , xp2qp be their SAX symbolic representation; the SAX distance is defined
as:

DSAXpzp1q, zp2qq “

g

f

f

e

n
p

p
ÿ

i“1

dist
´

xp1qi , xp2qi

¯2
. (2.4)
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Another popular symbolic approach is the Symbolic Fourier Approximation
(SFA) (Schäfer and Högqvist, 2012). The SFA accepts the same parameters p and α as
SAX. In this case, p represents the number of Fourier coefficients (real and imaginary)
used. Naturally, each sliding window is normalized to have a standard deviation of 1
to obtain amplitude invariance, before applying SFA. Provided the parameters, the
SFA symbolization is carried out in two main steps:

1. pre-processing phase called Multiple Coefficient Binning (MCB) discretization,

2. SFA transformation.

In the phase 1) the p coefficients (real and imaginary) ci are extracted for all the
training time-series and histogram is built for each ci, where each bin corresponds.
Then each histogram is used to infer the breakpoints βij, i “ 1, . . . , wp, j “ 1, . . . , α` 1
in order to make symbols equiprobable. In the phase 2) each coefficient is extracted
and it mapped to a symbol according to breakpoints found in the MCB phase. Then
the string representing the time-series is formed by the sequence of coefficients. Thus,
to find a second-order resolution (2 coefficients) there are 2 real plus 2 imaginary
coefficients resulting in a word of length 4. SFA presents some important difference
from SAX: First of all, the time complexity (to transform a single time-series z)
is Opn log nq while SAX time complexity is Opnq. However, provided the same
word length, SFA best represents the raw signal as it does not apply any piece-wise
discretization, but expresses a linear combination of continuous Fourier functions
through the learned coefficients. Moreover, in opposite to SAX, if we wanted a finer
resolution increasing p, it would not be necessary to recalculate all DFT coefficients as
the symbols of a smaller word length are always a prefix of the larger word lengths.

Regarding the reduction of N, the most popular approaches are clustering and
dictionary learning. Time-series clustering aims at finding groups (clusters) in which
data can be divided. A way to speed up clustering approaches (that are generally
in the realm of lazy learning approaches (Friedman, Hastie, and Tibshirani, 2001)),
“mean” (or centroid) time-series for each cluster are usually taken as representative of
each group: this generally require M̃ comparisons instead of N, and, since N " M̃,
this decreases considerably the time to perform the clustering. Similarly, dictionary
learning techniques find a sort of base of M̃ signals, from which a given signal can
be represented as a linear combination. Indeed, in the classification context, the
supervised dictionary learning aims at learning a dictionary containing the elements
which best represent the classes and thus they find a discriminative representation.
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2.3 Classification methods

2.3.1 Feature-based methods

Assuming a dataset of N time-series zk, k “ 1, . . . , N, and M possible target classes
Y “ ty1, . . . , yMu that jointly describe the classification problem of interest, FB meth-
ods focus on finding a compact description x “ rx1, . . . , xps P X of the time-series zk
such that p ď n (and typically p ăă n); all these N observations are collected into a
matrix D P RNˆpp`1q, called design matrix, as defined in (2.1) in Sec. 2.1.1. In practice,
D represents the supervised learning phase of the procedure and it is exploited to
define the rule f p‚q : XÑ Y according to a chosen classification method (Friedman,
Hastie, and Tibshirani, 2001) as better detailed in the following.

In this category, the most employed classification algorithms are k-Nearest Neigh-
bor (k-NN) (Friedman, Hastie, and Tibshirani, 2001), Support Vector Machines (SVM) (Boser,
Guyon, and Vapnik, 1992; Cortes and Vapnik, 1995), Relevance Vector Machine (RVM) (Tip-
ping, 2001), Decision Trees (DT) (Breiman et al., 1984), Random Forest (RF) (Breiman,
2001), Logistic Regression (LR) (Cox, 1958), Gaussian Processes (GP) (Rasmussen,
2006), and Deep Neural Networks (DNN) (Goodfellow, Bengio, and Courville, 2016a).
We refer the interested reader to the literature references for further details on the
specific methods and the general textbooks (Friedman, Hastie, and Tibshirani, 2001;
Bishop et al., 2006).

Metrics based approaches

The techniques above are not straightforwardly applicable to continuous time-series
since they need input vectors of fixed length, and this justifies their inclusion in the
FB methods1. As a matter of fact, even if the time-series in input to the classifier were
discrete-time and of fixed length, the accuracy performance would be poor due to two
main reasons: firstly, it is common to consider long sequences of samples of n ą 100
or even n ą 1000; in these cases the space spanned by the time-series is too large and
sparse incurring in the aforementioned “curse of dimensionality” problem. Secondly,
considering the discrete values as independent features would be not reasonable,
since they do not provide any information per se about the characteristics of the
signal, since time-series values are strongly highly correlated on time and the feature
extraction phase is exactly designed so as to highlight this correlation.

The flowchart of the FB classification procedure is given in Fig. 2.4: after a pre-
processing phase on the raw signal characterized by the presence of a low-pass
filtering operation to reduce measurement noise and the windowing procedure, the
proper feature extraction task is performed on the time series, resulting in a compact
set of signal descriptors, which undergo the classification phase.

Pre-processing
(LPF)

Feature	
Extraction

Classification
(SVM,	RF,...)

Pre-processing
(LPF)

Numerosity
Reduction

Classification
(1-NN)

Dimensionality	
Reduction

Raw	signal

Templates

Label

v(t) zk x y

Raw	signal

v(t)

Label

zk x y

FIGURE 2.4: FB methods. Operation flow of FB classification procedures.

The main advantages of the FB methods clearly reside in the the compactness in
the representation able to characterize the signal. Typical examples of features are:

1This is partly true for Deep Learning approaches: recent Deep Neural Networks schemes can avoid
the feature extraction phase.
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• sample features: sample variance/mean/RMS value of the time-series;

• energy/power features: energy value from the Discrete Fourier Transform
(DFT) coefficients, power spectrum bands;

• correlation features: number/location/width of (prominent) peaks in the au-
tocorrelation function (repetitive and periodic signals present a peak in the
autocorrelation function); correlation parameters among different signal dimen-
sions.

Unfortunately, though, the FB approach presents also several drawbacks:

• features must be defined ad-hoc depending to the task2;

• high dimensionality;

• non-stationarity of time-series;

• time structures are not considered.

It clearly appears from these lists that most of feature-based ML techniques are not
adapted to exploit time structures, i.e. patterns, which are an intrinsic and distinctive
characteristic of each time-series. In this regard, the first attempts to exploit patterns
can be found in Manganaris (1997), Kadous (1999), and Kudo, Toyama, and Shimbo
(1999). In particular, in (Kadous, 1999) parametrized events are extracted from
multivariate time-series: these events are clustered in the parameters space and the
resulting prototypes are used as basis to build classifiers. Instead, Kudo, Toyama, and
Shimbo, 1999 maps multivariate time-series into binary vectors: the space value-time
is represented by a grid and each element (of the vector) is associated to one cell of
the grid count: if the signal passes through the corresponding cell, the element is
true (1) otherwise it is false (0). Then, these converted binary vectors are used as
the basis for the classification.

More in general, a limitation to these methods stems from the fact that classifi-
cation rules are extracted taking into account absolute time values, leading to the
inability of handling situations where particular behaviors happen at different time
values: Geurts, 2001 argues that many time-series classification problems can be
solved by detecting and combining local properties (patterns) on time-series, and
proposes a procedure that captures the information of shift-invariant patterns using
DTs over piece-wise constant time-series.

More recently, Interval Features (IFs) have been introduced in order to capture
temporal information (Rodríguez, Alonso, and Boström, 2001; Rodríguez and Alonso,
2004; Rodríguez, Alonso, and Maestro, 2005; Deng et al., 2013). These features
are common statistics such as mean, variance, slope but they are calculated over
random intervals exploiting a boosting procedure. The first idea on IFs was presented
in Rodríguez, Alonso, and Boström, 2001, later expanded by Rodríguez and Alonso,
2004; Rodríguez, Alonso, and Maestro, 2005 using classifiers such as DTs and SVMs
applied on the features extracted from binary ensembles. However, as discussed
in Deng et al., 2013, the number of candidate splits is generally large and thus there
can be multiple splits having the same ability of separating the classes. To cope
with these issues, Deng et al., 2013 introduces an additional measure able to better
distinguish among IFs. Another problem in boosting IFs is the size of the relative

2This is one of the main reasons that favors the usage of deep learning in complex problem such as
natural language processing and computer vision: in these fields, the definition of informative features
has required at least 20 years of research.
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space that is Opn2q, where n is the length of a time-series. In Rodríguez, Alonso, and
Boström, 2001 the feature space is reduced to Opn log nq using only intervals of length
equal to powers of two. Deng et al., 2013 consider the same approach of random
sampling strategy used on RF (Breiman, 2001) further reducing the feature space at
each node to Opnq.

Occurrence counting approaches

Another type of approaches to classify time-series is the so called Bag-of-Words (BoW),
also Bag-of-Features (BoF), nowadays used in image classification and document
classification and classically developed in the context of natural language process-
ing. BoW consists in representing data (images in computer vision or documents
in natural language processing) using a histogram of word occurrences, where a
word is a task-dependent element (Lowe, 1999), namely a proper textual word in
language processing or the image description through intensity local gradients in
computer vision. After this encoding, the classification task is reduced to computing
a histogram-based similarity (typically using euclidean distance).

With respect to the two steps of (i) conversion of the time-series into a BoW
representation (that is, an histogram of the word occurrences) and (ii) training of
a classifier (such as SVM, RF, kNN) upon BoW features, we particularly focus on
step (i) in the following, since step (ii) is similarly performed by all methods using
RF, SVM or some other common classifier over the word histogram. Indeed, several
BoW-inspired techniques have been recently investigated in order to extract local and
global features (Lin, Khade, and Li, 2012; Wang et al., 2013; Baydogan, Runger, and
Tuv, 2013; Senin and Malinchik, 2013; Baydogan and Runger, 2015; Bailly et al., 2015;
Schäfer, 2015b; Schäfer, 2015a; Bailly et al., 2016). Hereafter, a brief overview of the
main contributions in given.

In the computer vision field, the BoW technique is used for image classifica-
tion (Csurka et al., 2004) often in combination with the Scale Invariant Feature
Transform (SIFT) technique. SIFT is a co-variant detector, which extracts local features
(keypoints) that are robust to noise (e.g. changes in illumination) and invariant to
affine transformations and scale. As a general note, BoW methods ignore temporal
ordering, which may cause that patterns in observed time-series or images are not
identified. Nonetheless, some BoW-based works try to indirectly remove this lack,
although to a limited extent. For example, in Bailly et al., 2015; Bailly et al., 2016 a
variant of SIFT for time-series is applied and local features (key-points descriptors)
are extracted with a procedure very similar to SIFT and BoW approach is used over
the SIFT descriptors. This choice is motivated by the fact that SIFT captures local
structures while BoW allows to describe the global behavior of the time-series. Fur-
thermore, in Bailly et al., 2016, the same authors adopt dense-SIFT-like descriptor:
the main difference with the previous work is that keypoints no longer correspond to
extrema but are rather extracted at all scales every time step on Gaussian-filtered time
series. This approach in general leads to more robust global descriptors, especially
when local extrema can be found (when signal are very smooth).

In Wang et al., 2013, Discrete Wavelet Transform (DWT) is applied on sliding
windows of the time-series and the resulting DWT coefficients form a word for each
window (segment). In the training phase all the DWT segments are clustered through
k-means in order to obtain a word dictionary D. In the classification phase each DWT
window is assigned to the nearest word in D, to build a histogram that is used to
computed the similarity; the classification is finally carried out using 1-NN.
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A bag-of-features framework is proposed also in Baydogan, Runger, and Tuv,
2013, which combines interval features and BoW. Here, there are extracted interval
features and start/end time points over random subsequences of random length,
and a supervised codebook of class probability estimate (CPE) histogram is built in
the training phase: for each sequence (of the time-series) a CPE is found using a RF
classifier. Then, all the CPEs are quantized in order to form a different histogram for
each class, which are concatenated into a single histogram of each time-series and
are used as features in combination with other global features. Finally, the employed
classifier is RF.

A symbolic multivariate time series (SMTS) method is discussed in Baydogan
and Runger, 2015: each time-series is represented by a feature space which contains
the time instants, the time-series values and the first difference values, all collected
in a design matrix D. Then D is input to a symbolic discretization which is obtained
using tree-based classifiers (supervised discretization). Then the classification is
performed using a common BoW approach based on histograms of symbols. Its
total computational complexity is due to the number of trees, the number of training
instances and the number of time-series subsequences extracted. Then, multivariate
time-series are mapped into a feature matrix, where features are vectors containing a
time index t̄, the values and the gradient of time series at t for all dimensions. The
feature space is finally partitioned into regions (that is, symbols) by a RF classifier.
An appreciable properties of SMTS is that it does not requires tuning parameters,
while one main drawback of this representation is the possibly high dimensionality,
which limits its application for large datasets.

In Schäfer, 2015b the Bag-of-SFA-Symbols (BoSS) is introduced. An univariate
time-series z is represented by SFA words and then an histogram is built. However,
since this approach is OpN2n2q for training, OpNnq for classification, in Schäfer, 2015a
it is presented a “scalable version” named BoSS-VS that uses vector space models.
In this case, once the BoSS histogram is obtained, for each SFA word w, the word
(called term) frequency t f of w in a certain class ci is computed, together with the
ratio id f given by the total number of classes divided by the number of classes in
which w appears. Then, the t f ´ id f measure is obtained by the product t f ¨ id f : this
measure is used to weigh the word frequencies in the vector to give a higher weight
to representative words of a class. The motivation behind this choice is that an high
t f ´ id f for a word w means that w appears with an high-frequency in a specific class
ci, while low t f ´ id f values means that w in common in all classes. When a new
observation znew arrives, the BoSS histogram and the relative t f vector are computed.
Then the cosine similarity3 is obtained in order to predict the nearest class. Using this
model (named “term frequency inverse document frequency”, t f ´ id f , model), the
complexities of training and classification reduce to OpNn3{2q and Opnq, respectively.

In Lin, Khade, and Li, 2012; Senin and Malinchik, 2013 time-series are mapped
into SAX words through a sliding windows partitioning, which are used to build
histograms of n-grams: for each time-series an histogram counts the frequency
of occurrences of each SAX word and thus each time-series is represented by its
histogram. In particular, in Senin and Malinchik, 2013, the authors combine SAX and
Vector Space Model (VSM) (Salton, Wong, and Yang, 1975) exploiting the t f ´ id f
model (Luhn, 1957; Sparck Jones, 1972), weighing bags and cosine similarities as
metrics. This technique has a parameter space of dimension Opn2q and needs to
recompute all SAX coefficients for each new choice of parameters p (number of

3Given two vectors x1 and x2, both in Rp, the cosine similarity is defined as cos β “
xx1, x2y

}x1} ¨ }x2}
,

where x‚, ‚y is the inner product.
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frames in the PAA representation) and α (cardinality of the alphabet); moreover, the
training time is OpNn3qwhere N is the number of training instances.

Dynamics based approaches

The last set of FB techniques we present in this review explicitly takes into account the
dynamics of the signals and comes from dynamical systems and signal processing theory.
In the context of dynamical systems and identification theory, in the past decades
much attention has been conveyed on modeling stochastic processes (whose realiza-
tions are time-series) in order to predict their future trends and values. The most com-
mon models are Auto-Regressive (ARV), Auto-Regressive-Moving-Average (ARMA),
Auto-Regressive-Integrated-Moving-Average (ARIMA) models (Ljung, 1998), just to
give some examples. With such approaches, the coefficients themselves of the fitted
model are used as features for a suitable classifier (Garrett et al., 2003; He and Jin,
2008) or are used to build a more complex generative model (Roberts, 2002).

In more detail, Roberts, 2002 takes a Bayesian point of view and proposes a
hierarchical model that consists of a feature extraction stage and a generative classifier,
probabilistically linked by a latent feature space. The classifier is implemented as
an Hidden Markov Model (HMM) with Gaussian and multinomial observation
distributions defined on a representation of ARV models. The HMM is used to model
the correlation between adjacent windows (subsequences), that is, this model assumes
that time-series are consecutively extracted from an unique flow.

In a similar way, signal processing transformations such as DFT or DWT are
applied to the raw signals to obtain coefficients that can be exploited in training
suitable classifiers (Jahankhani, Kodogiannis, and Revett, 2006; Subasi, 2007; Übeyli,
2009). Interestingly, DWT results to be more suitable for non-stationary time-series
and, conversely w.r.t. DFT, is ideal for identifying highly discriminant local time
and scale features (Huang et al., 1998a). We note that DWT and DFT and dynamical
models can be seen as dimensionality reduction procedures: in the next section, we
will revise these concepts from the point of view of distance-based methods.

Eruhimov, Martyanov, and Tuv, 2007 gathered the most known features deriving
from the presented methods such as statistical moments, wavelets coefficients, PCA
coefficients, Chebyshev coefficients, and the original values of time-series and built a
classifier from them. However this method can be accurate at the cost of complexity
and a feature selection procedure is needed to reduce the dimensionality.

Although time-pattern (dynamic) information has been considered in literature,
most of feature-based models present common limitations due to the nature of time-
series. In fact, the presence of variability in the time-series causes these methods
to be ineffective to cope with common issues. The variability arises because of the
stochasticity of the process generating the time series, non-stationarity of time series
and nuisance factors. To give a practical example, the most effective FB methods
that exploit time-patterns presented in this chapter are not able to deal with variable
time-series lengths and the other methods which can handle this issue exploits only
global statistics making them ineffective with non-stationarity.

Finally, perhaps the most limiting issue of feature-based methods is that the feature
extraction phase can be demanding both in terms of memory and computational
burden. These factors could make feature-based methods not suitable for resource-
constrained devices. In Table 2.2 the main peculiarities of each FB methods are
summarized.
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TABLE 2.2: Main characteristics of feature-based methods which have been reviewed in this
work.

Methods Characteristics
Time-pattern features First attempt to capture local structures

Capture temporal information
Feature space is big (Opnq)Interval Features
Feature Extraction can be onerous
Local and global structures are captured
Histogram extraction is onerousBag-of-Features
Time-patterns not considered

Dynamic Features Encode information about dynamic
Capture behavior in the frequency domainFrequency Domain Features FFT/DWT are efficiently implemented
Good accuracyEnsemble of features Feature extraction is very onerous

2.3.2 Distance-based methods

DB methods can be clustered into three groups:

• purely distance-based - These methods are based on the direct computation of
ad-hoc defined distances over raw time-series.

• reduction distance-based - Such methods are based on the computation of oppor-
tunely defined distances over a reduced representation of raw time-series.

• parametric distance-based - With this type of DB approaches, raw signals are
represented with a combination (generally linear) of basis signals (e.g. sine
functions in the Fourier Series representation). The coefficients of different
representations (parameters) are used for the computation of ad-hoc defined
distances.

A general picture of the dataflow for DB methods is given in Fig. 2.5 and the three
groups will be discussed in detail in the following of this section.

Pre-processing
(LPF)

Numerosity
Reduction Classification

Templates

Raw	signal

v(t)

Label

zk x y

FIGURE 2.5: DB methods. Operation flow of DB classification procedures.

Purely distance-based methods

Purely DB methods perform the classification task by adopting a classifier that exploits
an opportunely defined distance applied to the raw time-series z. Thus, in this case,
we have p ” n and we refer to x as the time-series z (the map z Ñ x can be seen
as the identity map). Here, we consider a set of variable-length training time-series
and the corresponding label D “ tpxi, yiq , i “ 1, . . . , Nu. As mentioned earlier,
purely DB methods are based on the computation of a distance over the raw time-
series. In choosing a distance, the most straightforward approach is to adopt an
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Euclidean distance, however, this choice has many drawbacks: Euclidean distance to
be computed requires time series of equal lengths; moreover, even when comparing
two series of equal length, Euclidean distance can be an unfortunate choice since
it does not consider common nuisance factors such as warping (Batista, Wang, and
Keogh, 2011).

For the previous reasons, a more popular approach for distances is Dynamic Time
Warping (DTW) (Sakoe and Chiba, 1978). DTW measures the similarity between two
time-series with, possibly, different lengths by warping the time axis of one (or both)
sequences to achieve alignment between the two. DTW provides a similarity score, an
index on how similar two time series are: in order to define the similarity score, let’s
consider two time series xp1q “ txp1q1 , . . . , xp1qn u and xp2q “ txp2q1 , . . . , xp2qm u and let us
define a grid G “ rns ˆ rms. A warping path wp in G is a sequence wp “ pp1, . . . , plq

with points pk “ pik, jkq P G s.t.:

p1 “ p1, 1q and pl “ pn, mq (boundary conditions)
pk`1 ´ pk P tp1, 0q, p0, 1q, p1, 1qu (warping conditions)

@k|1 ď k ă l. The cost of ’warping’ xp1q and xp2q along the warping path s is given by

dspxp1q, xp2qq “
ÿ

pi,jqPs

pxp1qi ´ xp2qj q
2, (2.5)

where pxp1qi ´ xp2qj q
2 is called local transformation cost. Then, the DTW similarity score

is defined by
dpxp1q, xp2qq “ min

s
dspxp1q, xp2qq (2.6)

Regarding the choice of the classifier, the most common choice is 1-Nearest Neigh-
bour (NN) combined with DTW (NN-DTW). Notably, even if NN is generally consid-
ered as one of the simplest approaches to classification, in many papers NN-DTW
outperforms more sophisticated approaches when dealing with time-series classi-
fication (Xi et al., 2006; Batista, Wang, and Keogh, 2011; Lines and Bagnall, 2015).
One of the issues of NN-DTW is its computational cost: the DTW is Opn2q and it
has to be evaluated for each training example in order find the nearest neighbor. In
order to alleviate the aforementioned issue, various approximations of DTW (Keogh
and Ratanamahatana, 2005; Salvador and Chan, 2007; Al-Naymat, Chawla, and
Taheri, 2009; Candan et al., 2012; Silva and Batista, 2016) have been introduced:
the most promising are FastDTW (Salvador and Chan, 2007) and SDTW (Candan
et al., 2012). FastDTW adopts a multi-scale approach that recursively projects a solu-
tion from a coarse resolution and refines the projected solution. FastDTW time and
space complexity are Opnq; SDTW, instead, extracts keypoint descriptors (similarly to
SIFT (Lowe, 1999), a popular approach in computer vision) and uses them to reduce
complexity.

Beside approximations, several other extensions and modifications of DTW have
been proposed: Keogh and Pazzani, 2001 proposed the Derivative Dynamic Time
Warping (DDTW) which transforms the original time-series into a first order differ-
ences time-series, in order is to avoid ill-conditioning; ill-conditioning is a common
issue in DTW when dealing with noisy and long signals due to the fact that single
points of one of the compared time-series could be mapped onto a large subset of
the other time-series leading to poor alignments. Jeong, Jeong, and Omitaomu, 2011
proposed a penalty-based DTW (WDTW), which adds a multiplicative weight penalty
in order to penalize points with higher phase difference between a reference point



22 Chapter 2. Background on time-series classification

and a testing point. This, has the aim to prevent minimum distance distortion caused
by outliers. Other used similarity measures are Edit Distance with Real Penalty (ERP),
proposed by Chen and Ng, 2004; Chen, Özsu, and Oria, 2005 and Time Warp Edit
Distance (TWED) proposed by Marteau, 2009. ERP is a variant of L1-norm, which can
support local time shifting. It can also be viewed as a variant of EDR Chen and Ng,
2004 and DTW, but it is a metric distance function. TWE distance is an elastic distance
measure (efficiently implemented using dynamic programming) which, unlike DTW,
is also a distance. It allows warping in the time axis and combines the edit distance
(defined for time-series) with Lp-norms. Marteau, 2009, also provides a lower bound
for the TWED measure which allows to operate into down-sampled representation
spaces in order to fasten the algorithm.

As we already states, DTW is not a distance measure and this implies that it cannot
be employed with kernel methods (Scholkopf and Smola, 2001), where kernel must
be positive definite. Moreover, time-series of different length cannot be compared. In
this context, Cuturi et al., 2007 proposes a new family of kernels between variable-
length time series, called Alignment Kernels, which consider the soft-max of the
score of all possible DTW-based alignments to consider the 3 of the scores of all
possible alignments. However, the computation of such kernels can be performed
in quadratically, and motivated by this limitation, Cuturi, 2011 provides an efficient
version of it.

Although the usage of kernel methods combined with global alignment, allows
to consider variable-length time-series and disturbances which cause time warping,
these do not consider the dynamics or patterns. Indeed, albeit the term "dynamic"
(deriving form dynamic programming), DTW has nothing which considers the dy-
namics of time-series we want to classify. Soatto, 2007, among other contributes on
defining distances for non-stationary time-series, also introduces the Dynamic Time
Warping Under Dynamic Constraints (DTWUDC), which constrains the DTW to
follow a dynamical system. More in detail, in Soatto, 2007 it is assumed that the
data (of two time-series) are outputs of dynamical models driven by inputs that are
warped versions of some common function. Thus, given two univariate time series
xp1q and xp2q (i “ 1, 2), he assumes that there exists the dynamical model (linear in the
parameters)

#

9hiptq “ Ahiptq ` Bupwiptqq
xpiqptq “ Chiptq ` niptq

where A, B, C are suitable matrices, hi are the state functions, niptq are noise processes,
wiptq are warping functions, u is a common input and xpiq is the time-series i. Then,
the distance can be evaluated in two stages to fit uiptq and then wiptq. In the subsection
dedicated to Parametric distance-based methods we will see other methods, mainly
kernel methods, on dynamical systems which capture the dynamic essentials of the
time-series.

Reduction distance-based methods

As we detailed above, although the 1-NN-DTW classifier is remarkably difficult to
beat, it presents computational issues which prevent its usage in resource-constrained
systems. Moreover, shape-based methods typically fail to provide satisfactory results
for long time-series, as the weight of discriminative “local” structures decreases. In
this context, albeit various approximations of DTW was presented, the 1-NN still
remains a bottleneck, as it requires the comparison with all the training time-series,
mostly when the length n and the number N of the time-series are large. Moreover, it
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also requires space to store the entire dataset, which is unfeasible for most resource-
constrained devices.

As we have seen in Sec. 2.2, data reduction techniques aim at reducing n and/or
N. The main idea of Reduction distance-based methods is to reduce the time-series in
a parsimonious representation space and compute a suitable distance in this space. In
this part, we will discuss distance-based methods which reduce n or N or both. Before
reviewing these techniques, we notice that some of the techniques we have previously
exposed, may also fall into this category. For example, this is the case of VS-BOSS, in
which the time-series x is mapped into histograms and the histogram-similarity is
computed in order to classify x.

As we saw previously, symbolic representations such as SAX are very useful
for numerosity reduction. In this context, the simplest classifier is the 1-NN-SAX
classifier, that is the 1-NN on the space of symbolic representation endowed with the
metric dSAX. However, as the Euclidean distance, it is not robust to time distortions
or more simply time shifts. Moreover, as we pointed out, when N is large, using SAX
approximation may not be enough. Thus, it has been crucial to find some sparse
representation of the space of training examples.

The rationale under the reduction of N is to find a subset of canonical k ! N
examples (templates) which best describe training set without loss of information (in
the sense that they are sufficient). Fundamentally there are two directions to find
this templates, that is, unsupervised and supervised. In the unsupervised approach,
templates are found trough clustering techniques regardless the task at hand. On
the other hand, supervised approaches aim at finding also the most discriminative
templates for the classification tasks, i.e. the templates which best represent each
class. Naturally, supervised methods are most suited for the classification task. In
literature, there are two (at least) different definitions of template, that is shapelet and
dictionary. They rely on the same idea, but is tackled with different approaches.

The concept on shapelet has been developed in the recent literature (Ye and Keogh,
2009; Ye and Keogh, 2011; Mueen, Keogh, and Young, 2011; Lines et al., 2012; Rak-
thanmanon and Keogh, 2013; Hills et al., 2014; Grabocka et al., 2014). Shapelets are
sub-sequences of time-series which are maximally (in some sense) representative
of a certain class and thus are useful to classify unlabeled time series; shapelets are
maximally representative in the sense of the information gain criteria also used to train
decision trees and RFs (Breiman et al., 1984).

The main advantages of using shapelets, is that 1-NN with all the training in-
stances is avoided in favor of the computation of the distance to the shapelets which
represent each class and it is phase-invariant contrary to simpler techniques such as
1-NN with Euclidean Distance (or SAX distance). On real problems, the speed differ-
ence of classification can be greater than three orders of magnitude (Ye and Keogh,
2009). However, despite the fast classification, the training of the shapelets is onerous.
In the first work where shapelets for classification was introduced, the worst-case
scenario for the training time was OpN2n3q where N is the number of time series
in the dataset and n is the length of the longest time series in the dataset. In order
to reduce the training complexity, various extensions have been proposed. Among
all, in Rakthanmanon and Keogh, 2013, SAX is used to find sub-optimal shapelets
reducing training complexity to OpNn2q: in this case, time-series are mapped to a
low dimensional space of SAX words and shapelets are found directly on this space.
Then the distance used for classification is the dMAX defined above.
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Dictionary learning

The other approach we find in the literature is called dictionary learning, whose aim is
to learn a sparse representation of the time-series in terms of a basis of signals and
express the input signals as a linear combination of basic elements belonging to a set
called dictionary. Before continuing we notice that we refer to x as the time-series z,
that is p “ n. Dictionary learning can be categorized in two approaches: unsupervised
and supervised. In order to understand their difference, in the following we briefly
present the main concepts of these frameworks which are detailed for example
in Mairal et al., 2008; Mairal et al., 2009; Mairal, Bach, and Ponce, 2012. Suppose
of having N univariate fixed-length training time-series txpiq P RnuN

i“1 associated
to binary labels tyi P ´1,`1uN

i“1. In order to find an optimal (in the sense of Mean
Square Error) and sparse representation, through dictionary ∆ “ rd1, d2, . . . , dM̃s of
signal x we can solve the convex optimization problem

min
α,∆

N
ÿ

i“1

}xi ´ ∆αi}
2
2 ` λ}αi}1, s.t. }di}2 “ 1, (2.7)

where `1-norm is used for α since encourages sparsity Friedman, Hastie, and Tibshi-
rani, 2001 inducing non-informative αi to be zero. Once obtained optimal α˚, ∆˚, we
can solve the classification task solving

min
θ

N
ÿ

i“1

Lpyi, f pxi, α˚, ∆˚, θqq ` λ2}θ}
2
2 (2.8)

where Lp¨, ¨q and f are an opportune loss function and the predicting function which
together define a classifier and θ parametrizes the model f . Common choices of f are:

1. linear models in α: f px, α, θq “ wTα` b with θ “ w P Rk, b P R

2. bilinear models in x and α: xTWα` b where θ “ W P Rnˆk, b P R

This approach is called unsupervised since the dictionary ∆˚ is obtained to find a
sparse representation of N training time-series independently of the classification task.
However, as pointed by Mairal et al., 2009, the dictionary found with this procedure
is optimal in the sense of reconstructive tasks but not for discriminative one, that is,
classification.

In order to tackle this issues, supervised dictionary learning has been introduced
in order to learn a discriminative dictionary exploiting the class label information.
In Mairal et al., 2009, the authors propose an approximation solution of formula-
tion (2.9) which learn jointly ∆ and θ:

min
∆,θ

N
ÿ

i“1

LpS˚pxi, ∆, θ,´yiq ´ S˚pxi, ∆, θ, yiqq ` λ2}θ}
2
2 (2.9)

where S˚pxi, ∆, θ, yiq “ min
α

Lpyi, f pxi, αi, ∆, θqq ` λ0}xi ´ ∆αi}
2 ` λ1}αi}1 Then the

classified label ŷ of a new time series xnew is given by

ŷ “ arg min
yPt´1;`1u

S˚pxnew, ∆, θ, yq

given the learned ∆ and θ. Other supervised approaches are discriminative KSVD Zhang
and Li, 2010, task-driven dictionary learning Mairal, Bach, and Ponce, 2012, Fisher
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discrimination dictionary learning Yang et al., 2011, and label-consistent KSVD (LC-
KSVD) Jiang, Lin, and Davis, 2011; Jiang, Lin, and Davis, 2013. However, all these
approaches are not robust to time-shifts or general deformations as it uses the Eu-
clidean Distance. In order to overcome this issue, in Chen et al., 2015b a family of
Gaussian elastic matching kernels was introduced. They use DTW, ERP, and TWED
distances to compute the guassian kernel

Kpxp1q, xp2qq “ exp´
}xp1q ´ xp2q}2

2
.

However, the Gaussian elastic matching kernel cannot be guaranteed to be a positive
definite symmetric (PDS) kernel. Thus, proper modifications have to be applied in
order to remove the non-PSD part. Although the attempts to embed DTW distance to
dictionary learning, several issues such as non-positive semi-definiteness of "DTW
Gaussian kernel" can compromise the robustness of results. Moreover, this approach
is computationally expensive.

Recently, in view of these considerations, another sparse representation approach
of a dictionary has been considered. It relies on the well-known notion of centroid
for clustering algorithms. Each centroid is considered as the class representative and
thus, if the classification problem involves M classes, M representative time-series
will be selected. However, DTW does not induce a proper definition of mean and thus
the literature attempted to find a definition which is consistent with DTW. The most
promising definition was given by Petitjean, Ketterlin, and Gançarski, 2011; Petitjean
et al., 2016 and it was called DTW Barycenter Averaging (DBA). Roughly speaking,
it is based on a expectation-maximization scheme and multiple sequence alignment
(commonly used in computational biology). This method is very effective as it allows
to apply numerosity reduction reducing N and DTW approximation to speed-up the
single comparison. The difference between this approach and dictionary learning
is that the "centroid" could not appertain to the dataset. Moreover, this method is
supervised in some sense as it exploits the class label information by evaluating the
centroid for each class.

Parametric distance-based methods

Parametric distance-based methods compute the distance onto a reduced parametric
representation of the signal. In this case, each time-series z is represented by a
representation x P Rp.

The most common procedure for the training phase is as follows:

• Find a parametric representation of all the training time-series. The most used
techniques are DWT, DFT stopped at a given coefficient order,

• Find a "centroid" or more generally a representative (template) of each class.

Once obtained the templates for each class, then the classification task is just given by
a 1-NN classifier on the representatives xp‚q.

These simple methods suffer from from various issues as they do not care of the
intrinsic "dynamics" information of the signal. This issue has been tackled, mainly,
by the computer vision literature (Vishwanathan, Smola, and Vidal, 2007; Bissacco,
Chiuso, and Soatto, 2007) and by Cuturi and Doucet, 2011; Chen et al., 2015a in a
general context. Bissacco, Chiuso, and Soatto, 2007 proposes family of kernels for
dynamical systems based on the Binet-Cauchy kernel Vishwanathan, Smola, et al.,
2004 for recognizing dynamic textures. Bissacco, Chiuso, and Soatto, 2007 extends the
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work of Vishwanathan, Smola, and Vidal, 2007 considering phase information, inputs
or initial conditions. Essentially, these two works rely on a probabilistic modeling
of the time series to define a kernel: in order to compare two time-series, firstly,
the dynamic behavior of each time-series is learned by learning the parameters of
a given state space dynamical systems, and then, the kernel is defined as a kernel
between these two sets of parameters. In other words, the distance is computed
over the parameters of the fitted dynamical systems. We will see later, that a similar
approach is followed by other classification methods. The work of Cuturi and Doucet,
2011 introduced the Autoregressive Kernels that are based on the vector autoregressive
model (VAR): every multivariate (q-dimensional) time-series z P Rqˆn is represented
by the feature Lpθ; zq “ pθpzq, which is the likelihood function (it a function of θ for a
fixed sample z), modeled by a VAR model. Given a measurable space X and a model,
i.e. a parametrized family of distribution on X of the form tpθ , θ P Θu, the kernel K
of two time-series zp1q and zp2q is defined by

Kpzp1q, zp2qq “
ż

θPΘ
pθpzp1qqpθpzp2qqωpdθq

where, in this case, ωpdθq is the the matrix-normal inverse-Wishart prior. More-
over, Cuturi and Doucet, 2011 have shown that this kernel can be easily computed
even when q " n due to the fact that it does not resort to the actual estimation of
a density. Indeed, all the kernels defined in Vishwanathan, Smola, and Vidal, 2007;
Bissacco, Chiuso, and Soatto, 2007 and Cuturi and Doucet, 2011 rely on a probabilistic
parametric modeling of time series, but the computation of the Autoregressive Kernel
avoids the two step approach presented above. Finally, Chen et al., 2015a presents a
model-metric co-learning (MMCL) methodology, which differently from the works on
Vishwanathan, Smola, and Vidal, 2007; Bissacco, Chiuso, and Soatto, 2007; Cuturi and
Doucet, 2011, present a kernel based on non-linear dynamical systems, named Echo
State Networks (ESN) Jaeger, 2001; Jaeger, 2002. For each time series, an ESN-model
is trained and the model parameters θ are used to compute an opportune distance,
also using kernel methods. For other recent applications of ESN and its extension
using Liquid State Machines (LSM), see Aswolinskiy, Reinhart, and Steil, 2016; Ma
et al., 2016; Li, Hong, and Chen, 2016. We can notice that all the methods presented
in this subsection can be seen as feature-based models. Indeed, in Cuturi and Doucet,
2011 the profile likelihood and in Vishwanathan, Smola, and Vidal, 2007; Bissacco,
Chiuso, and Soatto, 2007; Chen et al., 2015a; Ma et al., 2016; Li, Hong, and Chen, 2016
the parameters of the dynamical systems, can be seen as features.

Although accounting the “dynamics” information using the kernel methods
may lead to superior accuracy with respect to the simple parametric distance-based
methods, they are more computationally expensive (as they requires the feature
extraction phase and the computation of the kernel). This fact would favor the usage
of simpler methods which avoid the computation of the kernel. Finally, in Table 2.3 a
summary of the most important characteristics of DB methods is presented.
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TABLE 2.3: Main characteristics of distance-based methods that have been reviewed in this
work.

Methods Characteristics
DTW Invariant to time-warpings

Complexity is Opn2q

ë DTW approximations Complexity is Opnq
ë DDTW DTW on the first-derivative signal

Reduces pathological alignments
ë WDTW Filtering with logistic weight function

Favor matching points located in a neighborhood
Reduces pathological alignments

ë ERP Supports local time shifting
Metric distance function

ëTWED Elastic distance measure
Edit Distance + Lp norm

ë Alignment Kernels DTW-based alignment kernel
ë DTWUDC DTW + dynamic constraints

Pu
re

ly
D

B

ë DTWUDC DTW + dynamic constraints
SAX Reduce into symbolic space

ë 1NN-SAX SAX representation + SAX distance
Suitable for simple signals
α and p must be tuned
Prediction is OpNq

ë 1NN-SAX With k templates Prediction is OpM̃q
1NN-SFA Fourier representation

More adherence to the shape w.r.t. SAX
Finer resolution with total re-computation

Shapelets Shift-invariant templates
Training is OpN2n3q

Dictionary Learning Learn a sparse representation
In general use euclidean distance
Chen et al., 2015b adds kernel representation

R
ed

-D
B

DBA DTW centroids are defined and used as templates
1NN-DWT Better than DFT to handle non-stationarity

Good frequency and temporal resolution
Binet-Cauchy Kernels Kernel to embed dynamic behavior

Rely on a probabilistic parametric modeling of time series
Autoregressive Kernels Easily computed even when q " n

Rely on a probabilistic parametric modeling of time series
AR model

MMCL Kernel based on non-linear dynamical systems (ESN)

Pa
r-

D
B

LSM Distance on LSM parameters
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Chapter 3

Activity recognition using Sparse
representations

3.1 AR procedures

The following section serves as an introduction to both Chapter 3 and Chapter 4.
Activity Recognition (AR) is a prominent research area with applications to home

automation (Belgioioso et al., 2014), gaming (Gowing et al., 2014), sport (Cenedese,
Susto, and Terzi, 2016) and health care (Clifton et al., 2013). In particular, the rapid
growth of IMUs (Inertial-Measurement Units) has allowed, in recent years, the devel-
opment of compact sensor-equipped devices (e.g. smartwatches and smartphones),
which led efficient monitoring of human activities to be feasible and to have a strong
impact on the quality of life (Clifton et al., 2013).

On the other hand, wearable devices present some limitations in terms of compu-
tational capability and memory, which force the algorithm design to be at the same
time efficient and simple. Moreover, decision algorithms need to be portable, i.e.,
classification tasks have to be taken at a device-level (Cenedese et al., 2015).

It is important in this context to differentiate between activities and gestures. Ges-
tures (also called in the following atomic gestures) are here considered as basis move-
ments that compose an activity that is conversely completely characterized by one
or more atomic gestures: for example, in swimming, a stroke (gesture) completely
characterizes the style (activity).

Due to the vastness of application scenarios, it is helpful to categorize the AR
problems into three main types:

• continuous-repetitive - activities that are continuous and composed by repeated
gestures with a periodic behaviour within the same activity type. E.g.: swim-
ming, running;

• continuous-spot - continuous activities with non-repetitive gestures. E.g. tennis
playing, and daily activities;

• isolated - activities composed by isolated gestures: the data stream includes only
an activity period and it is exactly known when the activity starts and when it
stops. E.g.: command gestures.

The main challenge in applying ML algorithms in AR problems is to translate the
informative content contained in the IMU-generated time series into a static format
that can be handled by ML classifiers (G.A. et al., 2016; Cenedese, Susto, and Terzi,
2016). Typically, this is achieved with a flow chart of operations as in the scheme
depicted in Fig. 3.1: the pipeline contains two blocks, window extraction and feature
extraction, aiming to translate the informative content in the classical form X P RNˆp,
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where N and p are, respectively, the number of observations (time windows in this
context) and the number of features extracted from each window. This approach will
be adopted in Chapter 3.

FIGURE 3.1: Scheme of the classical ML approach to AR/GR problems.

The main drawback of using window-based methods is that there is no one-to-
one correspondence between gestures and windows; in fact, gestures could have
different shapes (at least locally) and warping in time and amplitude domains that
dramatically change gestures duration and the window-based statistics (features)
φ P Rp. Moreover, the aforementioned approach has other two major issues: (i) single
gestures are not isolated, which of course make the approach not feasible for GR
problems; (ii) the feature extraction phase may be computationally expensive, causing
this approach to be almost impracticable for wearable applications.

An alternative procedure suggests to directly compare raw signals with specific
distance definitions and with the usage of a distance-based classifier (like Nearest
Neighbor, NN (Susto et al., 2015)); classifying directly on the time-series allows to
bypass the feature extraction phase, but the window extraction procedure is still
required. In this sense, one of the most popular approaches for defining a distance
between time series of different length is the Dynamic Time Warping (DTW) (Berndt
and Clifford, 1994)): unfortunately, DTW is a dynamic programming technique
that hardly meets computational complexity and memory requirements of wearable
devices. In Chapter 4 we will use a symbolic distance-based approach.

3.2 Contribution

As we introduced in Chapter 1, the technological advances have led to the develop-
ment of a generation of wearable devices, more suitable for a daily-life user experience
in a wide range of application from biomedical studies to work and leisure activi-
ties (see e.g. Mathie et al., 2004; Albinali et al., 2010).

Along the methodological line that adopts ML techniques, the contribution of
this chapter is concerned with the design of a procedure that is able to detect if a
gesture occurs (Event Identification phase), to characterize it with a specific signature
(Feature Extraction phase), and finally to classify a newly measured gesture accord-
ing to the class dictionary (Gesture Recognition phase). The specialized literature
reports different ML and pattern recognition techniques to classify a gesture from
the captured data, from simple models such as k-Nearest Neighbor to more complex
ones as Hidden Markov Models and Support Vector Machines (SVMs) (e.g. (Liu,
Pan, and Li, 2010; Wu et al., 2009)). In such a context, the SVMs methods result to be
the most effective but may suffer from not being parsimonious. The specific flavor
is posed on the parsimony of the solution, and in this respect we develop a power-
ful framework based on Relevant Vector Machines (RVMs) Tipping, 2001, which is
able to cope with gesture complexity but at the same time is designed to be sparse
and memory-effective, and therefore capable of meeting the resource constraints of
wearables (much more limited than smartphones).
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Furthermore, as a case study, this work discusses the application to cross-country
skiing, in particular the classic technique. The most recent works specifically related
to this subject are Holst and Jonasson, 2013, Stöggl et al., 2014 and Fasel et al.,
2015. In particular, Holst and Jonasson, 2013 and Stöggl et al., 2014 deal with cross-
country skating using a smartphone placed on the user chest and adopt a Gaussian
Markov model to characterize gestures while Fasel et al., 2015 studies spatio-temporal
parameters to describe the gesture style. We face new raising issues w.r.t these
contributions, namely:

• device orientation. A fixed and “stable” position for sensors is employed in such
literature, meanwhile in our case sensors are placed on the wrist of the user,
resulting in an increasing number of degrees of freedom.

• resource constraint. Algorithm complexity must be bound in order to run on a
smart-watch or similar device in a quasi real-time fashion.

• dataset heterogeneity. Differently from the given references, where experiments
are performed in a controlled environment and all users are athletes, in this
chapter several skill levels and a heterogeneous set of users are considered.

• application data and data model. Holst and Jonasson, 2013-Stöggl et al., 2014 study
skating techniques while here classic techniques are in focus. Finally, Stöggl
et al., 2014 refers to atomic gestures recognition while pattern of gestures are
sought in the approach described here.

The remainder of the chapter is organized as follows: Sec. 3.3 addresses the
pre-processing and orientation-dependency issues, Sec. 3.4-Sec. 3.5 introduce the
ML classification problem and the adopted RVM-framework, in particular defining
the Event Identification and Gesture Recognition phases. Hence, Sec. 3.6 reports
the experimental validation on the case study and provides a discussion over the
obtained results. Finally, Sec. 3.7 summarizes the conclusions of the work outlining
current and future research avenues.

3.3 Data Pre-processing

Given the data-driven approach exploited by the ML procedures, a crucial issue
arising in this sort of application concerns the variance of the input signals. In our
specific context, the sensory platform is placed on the user wrist, and the measurement
data are 3-D accelerations: in this context, noise and orientation variability play a
crucial role on gesture classification. Indeed, the appearance of gestures (e.g. the
gesture shapes) are orientation-dependent, user-dependent and prone to various
sources of nuisance, such as measurement noise, bad-performed gestures, and so
on. For example, if two athletes perform the same gesture but with two different
wrist orientations, the acceleration signals are totally different. Fig. 3.2 provides an
example of gesture variability for Cross-country skiing in the classic styles, which
include Double Poling (DP), Kick Double Poling (KDP) and Diagonal Stride (DS).
Thus, we would need a orientation normalization in order to compensate for these
(unwanted) degrees of freedom.

In this work, gesture recognition is an algorithm based on 3-D accelerations.
Unfortunately, accelerometers don’t permit to infer the linear accelerations (i.e. accel-
erations due to human motion) since the device orientation is not known. Also, given
the heterogeneity of the employed dataset, different wrist or device orientations may
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(A) DP1 (B) DP2

(C) KDP1 (D) KDP2

(E) DS1 (F) DS2

FIGURE 3.2: Sample acceleration data (X-axis only) for different gesture types: DP, KDP,
DS. Each row refers to an action performed by two different users. In this plot, the gesture
instances are manually identified (vertical red lines) to highlight the high variability in signal

amplitude and duration both between different users and within the same user.
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in principle affect the measurements and require a personalized calibration of the
device.1 To partially overcome these issues, a sensor fusion Madgwick, 2010 approach
is adopted (by composing all the information coming from a 9-axis MEMS IMU) to
retrieve the linear accelerations.

Conversely, when the sensors are subject to other additional forces, the fusion
filter cannot exactly infer such forces and a wrong estimation of the accelerations is
obtained. Nevertheless, with the problem at hand, a careful setting of filter gain can
effectively reduce biases and other relative-orientation issues: thus, in this work, we
consider accelerations aE “

´

aE
x , aE

y , aE
z

¯

w.r.t. the Earth’s frame.
Then, after a Gaussian filtering step to smooth signals, a Principal Component

Analysis (PCA) is performed in order to verify which axis carries more information
and indeed it can be oserved that in the device reference frame, almost all the infor-
mation is related to the X-axis, which follows the direction of user’s arm, while in
the world reference frame, the situation is less clear and also Y-axis and Z-axis carry
useful information.

We note that the pre-processing phase employs standard tools generally available
in embedded system libraries, and is then perfectly suitable for a real-time use for
classification.

3.4 ML Classification Problem

Within the range of applications of ML techniques, the case of gesture/activity
recognition may be actually seen as a supervised classification problem (see also Bishop
et al., 2006; Hastie, Tibshirani, and Friedman, 2009; G.A. et al., 2016).

Formally, a training dataset T is considered

T “ txi P R
1ˆp, yi P Du

N
i“1, (3.1)

where N labeled observations are available: the i-th observation is characterized by
p input features and a scalar target value yi (label) that belongs to a certain domain
D representing the set of classes. Then, for each newly acquired observation x, a
function ypxq is computed and x is classified according to T and the defined classes.
In the specific application to gesture recognition, the input x P R1ˆp is obtained from
the 3D acceleration time series aEptq P R3ˆN , t “ 1, . . . , N, by defining p features that
characterize the gesture using feature extraction, while y belongs to the space of the
known gestures.

As already mentioned, SVMs are probably the most popular ML approach to
classification thanks to the performance they yield and the availability of optimized al-
gorithms for their computation Susto et al., 2015. In this framework, the classification
function of a binary classifier is expressed as

zpxq “
N
ÿ

i“1

wiφipxq, (3.2)

1Differently from the home automation application where the device is designed to serve several
people, in this case the system is personal and therefore a user specific calibration can be indeed
implemented.



34 Chapter 3. Activity recognition using Sparse representations

where wi are weights and φipxq are basis functions; a popular choice of the φipxq is the
Radial Basis Function (RBF) φipxq “ KRBFpx, xiq

KRBFpx, xiq “ e´γ}x´xi}
2
, (3.3)

where γ P R`. A multiclass classification can be easily obtained by one-vs-all
technique or other voting strategy.

Finally, the performance measures that are generally employed in the cross-
validation (CV) are the classification accuracy, namely the percentage of correctly
classified samples, and the confusion matrix, which details how misclassified samples
are distributed among the classes.

3.5 RVM-based Framework

Activity Recognition problems, like the one under investigation, require a huge num-
ber of training examples in order to accurately describe the gestures to be recognized.
Unfortunately, the number of support vectors that describes the binary decision
typically grows linearly with the size of the training, resulting in too many support
vectors to be stored and thus raising a critical issue with the use of SVMs for dealing
with this specific task from a computational cost point of view. In actual fact, another
drawback of SVMs is related to the deterministic form of the solution that gives no
indications regarding the confidence level of the classification.

To overcome these issues, Relevant Vector Machines (RVMs) (Tipping, 2001;
Zanon, Susto, and McLoone, 2014) are here adopted, which employ an identical
functional form to the SVMs (Belgioioso et al., 2014) but within a sparse probabilistic
framework. As a drawback for adopting RVMs over SVMs, the training phase is
generally slower.

With such premises, in the following we present a classification algorithm based
on Sparse Bayesian Learning (SBL) and RVMs, which aims at providing parsimo-
nious solutions to meet the requirements of the application in exam. The candidate
functional for the models is expressed as in (3.2).

After the pre-processing phase described before, signal aE “
´

aE
x , aE

y , aE
z

¯

is se-
quentially divided in frames of length Lw with an overlap of length Lo. Suitable
choices for values Lw, Lo depend on the specific data at hand: the sensitivity of the
proposed algorithm to these parameters will be discussed in the remaining part of
this section. Each frame is given as input to the algorithm, which consists of two
main phases, namely:

1. Event Identification (EI)

2. Gesture Classification (GR)

where a step of feature extraction is specifically performed for both EI and GR.
The aim of the procedure is the identification of a model M̂EI able to detect a

gesture (during EI), and a model M̂GR for classifying novel gesture instances (during
GR). The entire model is referred as M̂ “ M̂GR ˝M̂EI . In our approach (3.2) becomes

z f pxq “
N
ÿ

i“1

w f
i e´γ f }x´xi}

2
`w f

0 (3.4)

where f is either EI or GR and for M̂EI and M̂GR respectively.
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FIGURE 3.3: Flowchart of the whole procedure for gesture classification.

Considering the EI phase, we refer toMi
EI as the i-th model built at step i (with i

features), MCREI as the Misclassification Error (%), τTOL as the tolerance factor, ŷi
EI

as the i´th predicted label; we use the same notation for GR. MCR represents the
total misclassification error, expressed in %. A flowchart of the whole algorithm is
shown in Fig. 3.3: Sec. 3.5.1 details feature extraction, while Sec. 3.5.2 details EI and
GR phases; also, the pseudo-code of whole procedure is given in Algorithm 1 and
Algorithm 2.

Algorithm 1 Gesture recognition algorithm: Training

Input: T train

Output: M̂
1: Gaussian filtering
2: Frames of Lw and Lo overlap

- Determine Lw and Lo by CV.

- The number of training segments is Ntrain “ N´Lo
Lw´Lo

.

- Build the training set S train of frames.

3: Extract features F P R1ˆp and build the design matrix D P RNˆp from S train.
4: Select informative features F1 Ă F by the t-test pα “ 5%q
5: Sequential Forward Feature Selection

F2 Ð ∅, i “ 1
while MCRi´1 - MCRi ą τTOL do
F2 Ð F2 ` Fi

1 Ź Add i´th feature
Train RVM modelMi

EI on S train

Compute MCRi by a 5ˆ 2 CV
end while
return F2 Ă F1 Ă F

7: Select the hyper-parameter γEI by CV on S train

8: Train the final model M̂EI
9: Repeat from Step 4 for Gesture Classification (only for true gestures)

3.5.1 Feature Extraction

For both EI and GR a common preliminary feature extraction procedure is run in
order to learn the model M̂. For this purpose, 9 clusters (groups) of features are
computed from the acceleration signal aE (for each axis):

- α: autocorrelation-based features. Repetitive gestures present a peak in the
autocorrelation function at the frequency 1{τ, where τ is the peak lag;

- s2{µ{r: sample variance/mean/RMS value;
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Algorithm 2 Gesture recognition algorithm: Test scenario

Input: M̂EI , M̂GR, T test

Output: ŷGR, MCR
1: Do gaussian filtering and segmentation as in Algorithm 1.
2: Extract informative features FEI and build the design matrix DEI from S test

FEI P R
1ˆ16, DEI P R

Nˆ16

3: ŷEI Ð predict
´

DEI ,M̂EI

¯

4: Evaluate MCREI
5: Let Ŝ test

EI the NEI test samples (frames) predicted as gestures.
6: Extract informative features FGR and build the design matrix DGR from Ŝ test

EI

FGR P R
1ˆ21, DGR P R

NEIˆ21

7: ŷGR Ð predict
´

DGR,M̂GR

¯

8: Output filtering
if ŷi´1

GR “ ŷi`1
GR & ŷi

GR “ DS then
ŷi

GR Ð ŷi`1
GR

end if
11: Evaluate MCRGR and MCR “ MCREI ¨MCRGR

- ε: energy value as ε “
1
L

t`τ
ÿ

i“t

|di|
2, where tdiu are the coefficients of DFT, t and τ

are employed to select the band of interest;

- P: power spectrum band tPiui“1,...,15 “
1
L |di|

2, computed at 15 signal frequencies
(up to 3.3Hz);

- amin{amax: minimum and maximum value;

- ρ: axis correlation value.

In particular, 14 features are extracted from the autocorrelation function:

• number of peaks;

• number of prominent peaks, i.e., peaks higher than a threshold Tp and higher
than their nearest neighbors;

• number of peaks higher than a threshold Tp;

• location/peak value/width/area/order/height of two highest peaks.

The features are grouped in the vector F:

F “
“

α s2 µ r ε P amin amax ρ
‰

P R1ˆp, p “ 108

In the problem at hand, we look for a compact solution, both in computational
terms and in memory occupancy. Hence, it is essential to remove from F all the less
informative and redundant features. To this aim a two-fold procedure is conducted
(separately for EI and GR):
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1. two-sample t-test in order to capture only informative features given by the
p-value;

2. sequential feature selection to remove redundancy.

The t-test assumes all features to be independent and thus it is not able to remove
redundancy due to correlated features. Hence, a forward sequential selection is
performed. It is important to note that a cross-validation procedure is needed in
order to obtain an unbiased estimation and avoid over-fitting. In our case, a 5x2 CV
is employed (Dietterich, 1998).

3.5.2 Event Identification and Gesture Recognition

EI aims at recognizing whether a gesture occurs. An event is identified as a gesture
through an hard binary decision (0-1) provided by a RVM classifier M̂EI with the
most informative predictors. Each frame is classified as either non-gesture (NG) or
gesture (G); in this setting ‘transition frames’ containing both gesture and non-gesture
observations are hardly classified as non-gesture or gesture. Nevertheless classification
is based on the output of an estimate of the probability of belonging to classes 0
and 1 (Bayesian approach); hence, transitions may be recognized by analyzing the
probability trend over overlapping frames.

After a gesture is recognized, the task is to identify which class ci the gesture
belongs to (GR phase). In general we consider a n-ary classification problem. For
convenience, we indicate the class set as C “ tc1, c2, . . . , cnu. As in the EI phase, a set
of good predictors is selected in order to build the model M̂GR employed to classify
classes in C.

In order to improve the robustness of the algorithm, a median filtering on the
output sequence is applied. In addition to low complexity, the proposed framework
has the advantage of the probabilistic approach; in fact, SBL provides an effective
(differently from SVM) estimate of likelihood that a certain observation belongs
to a class ci. In our case, this means that in the EI phase the algorithm is able to
handle transitions. In fact, let’s suppose a transition is occurring, i.e. there is a frame
containing both gesture and non-gesture samples; say, lg the number of samples
representing a gesture and lw ´ lg samples representing a non-gesture; then the

output probability is Ppy “ `1 | xiq “
lg
lw .

3.6 Experimental Validation

In this work, acceleration data have been obtained from 8 users for a total of 41
datasets, performing gestures in the classes DP, KDP, DS. We will refer to non-gestures
as AOM, which are present given the real world conditions of the experiments. In
detail, users have been asked to perform sessions of a single gesture, i.e. transitions
between different gestures are not considered in this experiment, while transitions
between gesture and non-gesture are accounted for (an example of the data is reported
in Fig. 3.2).

3.6.1 Tuning and Cross-Validation

Generally, ML algorithms require a phase of parameter tuning upon which the model
accuracy and the classification algorithm performance strongly depend. In particular,
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in the case of continuous values, such as the kernel scale parameter γ, a MCCV
cross-validation procedure has been employed.

Table 3.1 summarizes the parameters to be tuned, for each step of the procedure,
and their respective values.

TABLE 3.1: Cross-validated parameters.

Phase DoF
Pre-processing σ “ 0.4 s (Gaussian filter)

Event Identification Lw “ 5 s, Lo “ 0.48 s, γ “ 0.18
Classification γ “ 0.22 (RBF kernel)

As we can see in Table 3.1, the window length is Lw “ 5 s. This parameter has
a strong dependency on the frequencies of gestures and thus, a cross-validation is
needed for different applications. In the specific problem, fundamental frequencies
correspond to an interval of 1´ 2 s, and thus Lw “ 5 s is a reasonable solution allowing
to capturing enough occurrencies. Moreover, in order to handle transitions we chose
Lo “ 480 ms. This doesn’t imply that such an overlap has to be employed in the
training phase. Empirically, we found that with overlap of Lw{2 the modelM captures
enough information to explain the data. As a matter of fact, setting Lo to an high
value in the training phase only causes an increased number of Support Vectors,
which not necessarily yields an improved accuracy. This behavior can be explained
by observing that what really matters is the flexibility of the model, namely that the
model should be able to treat all the possible configurations of patterns.

3.6.2 Classification Results and Performances

In the remainder of this section we present the results of the style recognition experi-
ment on the Cross-country skiing data. Models have been trained on a training set
of 70% of the whole dataset and tested in the remaining 30%. First we proceed to
present results from feature extraction phase and then from classification in EI and
GR phases.

The t-test (both for EI and GR) indicates that 90% of features are informative and
thus only 10% of features are discarded. This is due to the fact that features are highly
correlated and, indeed, forward sequential feature selection procedure is employed
to remove redundancy. In the EI and GR phases, 16 and 21 independent features
are detected, respectively. In the EI phase, autocorrelation features play an essential
role since they characterize repetitive gestures while in GR, spectra, variance and
correlation features are key to capture different gesture signatures.

The results of the classification in term of accuracy and confusion matrix are
reported in Table 3.2 and Table 3.3.

TABLE 3.2: Results of the classification with classes DP, KDP, DS.

Predicted
DP KDP DS

Tr
ue

DP
662 99 44

(92.7%) (25.8%) (13.1%)

KDP
46 265 33

(6.4%) (69%) (9.9%)

DS
6 20 257

(0.84%) (5.2%) (76.9%)
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TABLE 3.3: RVM results with DP and KDP in a single class.

Predicted
NG G

Tr
ue

NG
245 13

(94.9%) (0.3%)

G
4 1419

(5.1%) (99.7%)

Predicted
(K)DP DS

Tr
ue

(K)DP
317 22

(93.5%) (5.3%)

DS
17 312

(6.5%) (94.7%)

In the EI phase, the algorithm fails only in situations similar to that reported in
Fig. 3.4, i.e. where the gesture is not well-defined: a filtering action on the output
partially solves this problem but unfortunately it is limited by the window length, i.e.
it is not allowed to have a sub-segment resolution.

FIGURE 3.4: Acceleration data related to the X-axis (w.r.t. the Earth’s frame) when a gesture
is performed. In this case, the algorithm is not able to capture the periodicity and the other

relevant features.

The GR phase presents a more critical issue: DP and KDP gestures only differ by
a kick; as a consequence, given the sensor position, it is very difficult to capture leg
accelerations.

For this reason, we decided to employ an hierarchical classification: run EI phase
as above, then run the classification over classes DP+KDP (i.e. the union of DP and
KDP) and DS; finally classify DP and KDP with a third RVM classifier.

Unfortunately, the results are not satisfying as reported in Table 3.2. A different
position of sensor may probably solve this problem. Due to this fact, we merge DP
and KDP in a unique class (K)DP, and the general results are presented in Table 3.32.
As we can see, the recognition performance remarkably improves.

Beyond the classification ability, one essential fact for the implementation on em-
bedded systems tailored for sport applications is the low complexity of the resulting
model: this target can be attained with the proposed sparse probabilistic approach
as demonstrated in Table 3.4, where a comparison with SVMs has been carried out.
Remarkably, RVMs provides a more sparse solution than SVMs by a factor 80.

Furthermore, another main feature of the RVM framework that has been men-
tioned is the capability of handling gesture transitions by looking at the probability
Ppy “ ci | xiq.

2W.r.t. Table 3.3, it may be noticed that the number of true gestures detected by the algorithm in
the EI phase is not equal to the total number of gestures in the table on the right. This is because class
DP+KDP and DS are approximately equiprobable; so, we selected balanced random sets of each class.
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TABLE 3.4: Comparison between RVM and SVM solutions in terms of complexity and
performance.

Complexity Accuracy (%)
RVs SVs RVM SVM

EI 8 512 98.9 97
GR 29 2545 94.7 92.7
Total 37 3057 93 90.5

USER#1 USER#2 USER#3 USER#4 USER#5 USER#6 USER#7

SVM
EI

[SVs] 515 536 532 544 517 520 470
[Acc %] 98.5 99.3 99.3 99.6 99.6 98.8 98.2

GR
[SVs] 2688 2308 2970 2879 2758 2792 2732
[Acc %] 91.3 84.2 97 82.2 93 93.5 95

RVM
EI

[SVs] 9 11 9 7 7 9 10
[Acc %] 99.1 99.6 100 100 99. 98.8 97.9

GR
[SVs] 148 102 156 28 154 136 62
[Acc %] 96.8 97.5 95.7 93.6 95.6 96 94.5

TABLE 3.5: General performance in terms of accuracy and sparsity on EI and GR. Models are
built on K´ 1 users and tested on the K-th.

3.6.3 Discussion

As a final remark, the role of users on gesture realization is here addressed. More
properly, we want to analyze the predictability of different user’s gesture given the
past data. In other words, we are interested in understanding if we are allowed to
neglect user-dependency at the expense of a slight decrease of performance. In order
to understand this aspect of the problem, we proceed as follows: a model from K´ 1
users is trained and then we predict over the K-th user; this is repeated for all the
users. We run this test only over 7 users since one executed only DP style. As we
can see in Table 3.5 in EI phase all users, have accuracy near to 100% while in GR the
forth user’s gestures are not well-predicted by other users. This is confirmed by the
number of RVs, which, without user 4 are remarkably fewer indicating that this user
carries new information.

Indeed, the main issue we faced in this work is the dataset composition: all ges-
tures tend to lose their own signature w.r.t. the variations of environment conditions,
such as user level and wrist orientation. In addition, acquisitions didn’t provide a
golden reference (e.g. a video-reference) to be compared with the device data. In such
a context, a crucial aspect of these kind of problem is indeed the boundary within
which a gesture ci is considered a “true” ci. For example, the acceleration signal
in Fig. 3.4 does not apparently represent a gesture even though it may be labeled as
such.

3.7 Comments

We would like to remark that the algorithm has been tested on an heterogeneous
XC-skiing dataset with users of different levels, in a real session environment with
orientation changes and no constraint on gesture execution; in such a scenario, the
RVM-based classification approach reveals to be not only less computationally expen-
sive than SVM, but also more accurate.



3.7. Comments 41

Moreover, although the reported experiments are related on a single sport (XC-
skiing), the presented framework has general purpose and could be employed for
sports that present repetitive and quasi-repetitive actions. In this sense, the adaptation
and performance assessment of the proposed methodology in new sport applications
is currently under investigation.
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Chapter 4

A symbolic approach to activity
recognition

This chapter is focused on the continuous-repetitive type of activity (Morris et al.,
2014), that is typical of sports (e.g. rowing and swimming) and health monitoring
applications. In the following, we will also refer to a gesture as atomic gestures.

AR problems are usually solved by means of Machine Learning (ML) approaches,
however, the aforementioned restrictions on computation and memory capacity
cause great limitations in choosing the ML algorithms to be employed. For instance,
in (Cenedese, Susto, and Terzi, 2016), Relevance Vector Machines are chosen over
popular Support Vector Machines in order to meet the parsimony constraint required
by wearables in the ML algorithm complexity.

Within this context the above restrictions can otherwise be handled by adopting
symbolic representation techniques (Rajagopalan and Ray, 2006) in the treatment of
IMU-generated time series data; with symbolic approaches, time-series are mapped
into strings, which implies dimensional and numerosity reduction. Moreover, sym-
bolic representations allow avoiding one pre-processing phase, called Feature Extrac-
tion, which is common to AR solution and often critical in the selection of parameters
to be retained in the models.

With these premises, the contributions of this chapter are:

1. a symbolic approach based on Symbolic Aggregate ApproXimation (SAX) (Lin
et al., 2003b) for AR. SAX is a popular symbolic approach intended for univari-
ate time-series: since in many AR problems multiple IMU-generated time-series
are available, we extend here the approach to multi-dimensional time series
in order to exploit mutual information from multiple axes; the results of our
experiments confirm that this multi-dimensional extension leads to superior
accuracy w.r.t. univariate approaches.

2. a procedure to extract atomic gestures and a classification model for Gesture
Recognition (GR) is built directly on gestures; more interestingly, a model that
is invariant to duration and amplitude warpings is depicted. Then, we perform
AR starting from GR classification results, through a window-based approach;

3. an Event Identification (EI) procedure is designed in order to detect time windows
where activities to be identified are not performed; these time windows are
labelled as all the other movements (AOM).

The remainder of the chapter is organized as follows: Sec. 4.1 is dedicated to
discuss the approach and mathematical tools. Sec. 4.2 univariate symbolic classifica-
tion problem is illustrated; Sec. 4.3 discusses the multivariate extension of the SAX
approach while the gesture extraction phase is depicted in Sec. 4.4 and in Sec. 4.5
the experimental results are shown.
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4.1 Symbolic AR procedure

As stated above, AR/GR problems are usually tackled by means of ML approaches
(Morris et al., 2014); more precisely AR/GR problems are generally classification ones:
the activity or gesture in exam has to be associated with one of the a-priori defined K
possible classes of activities/gestures C “ tciu

K
i“1.

In this chapter, we adopt a symbolic approach, which is graphically summarized
in Fig. 4.1. The proposed method is not relying on window-based extraction proce-

FIGURE 4.1: Scheme of the symbolic approach to AR/GR problems adopted in this work.

dures, but exploits a preliminary atomic gesture extraction phase. After the extraction
phase, each gesture is then symbolized trough the SAX technique (briefly described in
the following); afterwards, a classification model is built over the symbolic represen-
tation of a input collection X “ tXi P R

mˆpuN
i“1, where m is the dimensionality, p the

feature cardinality and N represents the number of gestures. The Activity Classification
phase will be detailed in Sec. 4.2, Sec. 4.3 then in Sec. 4.4 the Activity Identification
phase is described.

We recall the SAX technique presented in Sec. 2.2.2 mainly consists on 3 phases:

• signals standardization in order to obtain a zero mean and unit variance signal;

• Piecewise Aggregate Approximation (PAA) (Keogh et al., 2001), described in
the following;

• symbolic mapping through discretization on amplitude domain.

After normalization, in the PAA phase, a signal z “ z1, . . . , zn let z̄ “ z̄1, . . . , z̄p of
length s is discretized on time in p frames in order to obtain a vector z̄ “ z̄1, . . . , z̄p P

Rp. Formally, the resulting i-th element z̄i is defined by the mean of i-th interval:

z̄i “
p
s

s
p i
ÿ

j“ s
p pi´1q`1

zj (4.1)

Then, the SAX representation procedure (i.e. the discretization on amplitude domain)
can be summarized as follows. Let ai denote the i-th element of the alphabet A, with
|A| “ α. The mapping from the PAA approximation to the correspondent word
x “ x1, . . . , xp of length p is obtained as follow:

xi “ aj iif β j´1 ď z̄i ă β j, (4.2)

where
 

β j
(α´1

j“1 are break-points tuned to have symbols with equiprobable occurrence.
One of the advantages of introducing the SAX representation, is that a new distance
measure - which is a lower bound of euclidean distance - can be immediately defined.
Let zp1q and zp2q be two time-series of same length n and xp1q “ xp1q1 , . . . , xp1qp and
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xp2q “ xp2q1 , . . . , xp2qp be their SAX symbolic representation; the SAX distance is defined
as:

DSAXpzp1q, zp2qq “

g

f

f

e

n
p

p
ÿ

i“1

dist
´

xp1qi , xp2qi

¯2
. (4.3)

4.2 Activity Classification for 1-D signals

To tackle the AR problem, it is convenient to have gestures that are normalized in
duration; for this reason we assume in the following that fixed length gestures are
available, without loss of generalization since resampling procedures can be in place
before the Activity Classification phase.

Let assume of having N 1-dimensional gestures (or more generally signals) gi P

R1ˆq of fixed length q, collected in a row-wise matrix X “ rg1; ¨ ¨ ¨ ; gNs P R
Nˆq; a

classification problem with K classes of gestures/activities C “ tciu
K
i“1 is considered.

By applying the SAX procedure to the elements of X we obtain a collection of strings
G̃ “ tg̃iu

N
i“1 of length q

w , with characters belonging to A. After the symbolization
procedure, following the scheme depicted in Sec. 3.1, we employ a ML classifier
that exploits the distance defined by SAX. It has been shown (Ding et al., 2008) that
a simple 1-NN classification guarantees state-of-the-art performance in terms of
classification accuracy with time-series data; hence in this work, 1-NN is adopted in
combination with SAX.

For any new observation to be classified, 1-NN (like all k-NN classifiers) needs
to evaluate distances with all the available training data, requiring large space to
store the entire training dataset; to make the approach feasible for the problem at
hand, we use templates, i.e. s P N` observations for each class that are chosen as
representative of all the observations available in the training dataset; the motivation
of having more than one template per class, is that, input signals may drastically
change with different scenarios (like wearable devices located in different body
positions or activities performed in different environmental conditions) which could
not be captured without using multiple templates.

The classification model is based on a set ofM “ tmij P A1ˆw, i “ 1, . . . , K, j “
1, . . . , su. For each class, the s most representative templates can be found through a
clustering technique based on SAX-distance, or, in a simpler fashion by selecting the
most frequent s observations; in this work we adopt this last criterion.

In the case s “ 1, the prediction task for a new observation x is easily performed
by:

ĉi “ arg min
i

dpx, mi1q, i “ 1, . . . , K, (4.4)

where d :“ dSAX. When s ą 1, given the premises on the choice for s ą 1, a natural
extension is given by:

ĉi “ arg min
i

dpx, mij˚q, i “ 1, . . . , K, (4.5)

where, for the ī class the optimal template is selected

j˚ “ arg min
j

dpx, mī jq, j “ 1, . . . , s. (4.6)
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Once gestures are classified, the focus must be placed on the AR (see Fig. 4.1).
Activities are compositions of gestures: in order to move from gestures to activities,
a sliding window approach is here employed. A fixed length window of width lw
is considered: in each window the predicted activity is chosen as the mode of the
classified gestures; the window is then shifted forward of one gesture.

4.3 SAX Multivariate Extension

The framework proposed in the previous Section is limited by the fact that SAX
technique only operates with 1-d time-series, which can lead to poor performance
in AR problems. In this Section, we discuss extensions of the SAX approach to
multidimensional cases.

Let assume of having N p-dimensional gestures gi “ rgp1qi ; . . . ; gppqi s P Rpˆq

where gp¨qi P R1ˆq. We define dpiq as the 1-dimensional SAX distance independently
computed for the i-th dimension; we also define the multivariate distance d “

Ψpdp1q, . . . , dppqq. In the following, three different versions of d are presented:

dmin “ mintdp1q, . . . , dppqu (4.7)

dmean “
1
p

p
ÿ

i

dpiq (4.8)

dgeom “
p

g

f

f

e

p
ź

i“1

dpiq. (4.9)

With a trivial extension, we employ the just defined multivariate distances to classify
accordingly to Figure 4.11.

The motivation behind distances (4.7) and (4.9) is that we want to discard, as much
as possible, disturbances derived from changes in orientation; they act similarly with
the difference that dgeom is less biased towards the minimum. These two measures
could be unstable, especially where the intra-class and inter-class variance of distance
are similar (i.e. when having low discrimination power). Distance (4.8) avoids this
issue but could cause a convergence "phenomenon" where multivariate gestures tend
to be equally distant.

4.4 Activity Identification and Gesture Extraction

In this Section we illustrate a procedure to extract gestures from streams of data and
to automatically identify non-activities (AOM) regions.

The adopted approach is based on the following assumption: if a non-stationary
input signal exhibits periodical (or quasi-periodical) behavior, it can be decomposed
into intrinsic mode functions that represent the signal at different time scales. Thus,
the fundamental mode functions can be extracted in order to capture the activity peri-
odicity. The previous task can be accomplished by the well-known Empirical Mode

1Rigorously speaking, one should select multivariate templates by choosing the s most frequent

vectors
!´

m1j, . . . , mpj

¯)s

j“1
. However, this multivariate space is heavily sparse and this choice is

affected by the typical "curse of dimensionality" issue Hastie, Tibshirani, and Friedman, 2009 that lead,
in our simulations, to the choice of poor representatives for the classes. To overcome this issue, in this
work we select templates independently for each dimension.
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Decomposition (EMD) (Huang et al., 1998b) technique, however, for computational
limits, this technique is not suited for the application at hand.

In this work, we employ a simpler filtering method that follows the aforemen-
tioned philosophy, a Gaussian filter with kernel Gσptq “ expr´t2{p2σ2qs{p

?
2πσq. Let

xptq be the original and the yptq its filtered version, defined as

yptq “
ż 8

´8

xpt´ τqGσpτqdτ «

ż t`3σ

t´3σ
xpt´ τqGσpτqdτ, (4.10)

where σ should be opportunely chosen with a-priori knowledge of the minimum
fundamental frequency of xptq. In fact, the relative cut-off frequency is fc “ 1{2πσ,
while in the discrete domain (now σ is measured in samples), the cut-off frequency
(in physical units) can be calculated from fc “ Fs{p2πσq, where Fs is the sampling
frequency.

Algorithm 3 Gesture extraction algorithm
1: procedure GESTUREEXTRACTION(xptq, σ, q):
2: Apply Gaussian filter yptq “ xptq ˚ Gσptq
3: Event Identification phase. Return y1ptq, defined as yptqwithout AOM regions.
4: Find local maxima points tPiu

N
i“1 from y1ptq

5: for all Pi do:
6: Find borders pb1i, b2iq , b2i ą Pi ą b1i
7: Extract gesture gi delimited by borders b1i and b2i
8: Resample to q samples
9: end for

10: return G “ tgi P R
pˆquN

i“1
11: end procedure

Algorithm 4 Activity recognition algorithm
1: procedure TRAINING(Gtrain,θ):
2: Symbolize gestures in G and return G̃
3: Compute templates:

M “ tmij, i “ 1, . . . , K, j “ 1, . . . , s, mij P Apˆwu,

where mij is the j-th most frequent gesture for class i
4: returnM
5: end procedure
6: procedure CLASSIFICATION(Gtest,M, lw):
7: for all gi P Gtest do
8: Symbolize gi into g̃i
9: Predict gesture through 1-NN classifier:

ĉ “ arg min i, mij PMdSAXpg̃i,Mq

10: end for
11: Predict activities using a sliding window lw
12: end procedure

After filtering, gestures are extracted as follows:

• first run a EI procedure in which non-AOM regions are detected; we accomplish
this task by analyzing the auto-correlation of yptq on a sliding window over a
reference univariate signal and by monitoring the overcoming of an opportune
threshold ηth on the fundamental correlation peak. A dedicated set of experi-
ments have been performed to choose a optimal value for ηth: as a result, in this
work we adopt ηth “ 0.5.
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• a peak detection algorithm discovers maxima, which represent a one-to-one
relation with each gesture;

• then, starting from each point of maximum, progress backwards and forward
until two points of local minimum are found. These points are the borders of
the examined gesture.

This procedure returns a collection of gestures of variable lengths. In order to make
gestures comparable, i.e. invariant to time warping, we resample to a fixed length q:
in this thesis we use the Akima interpolation (Akima, 1970). For the sake of clarity,
Algorithm 3 and 4 summarize the fundamental AR steps.

4.5 Experiments

The proposed methodology has been tested on two different datasets:

• HAR dataset - a reduced version of the public UCI Human Activity Recognition
(HAR) Using smart-phones Dataset (Anguita et al., 2013) where 3 continuous-
repetitive normal day activities are considered: walking (WLK), walking up-
stairs (WUS) and walking downstairs (WDS). We are therefore examining a 3
classes AR problem. The dataset includes experiments that were carried out by
30 people where all the participants were wearing a smartphone (a Samsung
Galaxy S II) on the waist during the experiment; 3-axial linear acceleration and
3-axial angular velocity have been captured at a constant rate of 50Hz using the
embedded accelerometer and gyroscope of the device.

• Cross-Country Skiing dataset (XC dataset)- a private dataset of Cross-Country
Skiing where 3 different styles were performed by 8 skiers; the three styles are

1. double poling (DP), where both poles are used in parallel by the skier;

2. diagonal stride (DS), where the poles are used in succession;

3. kick-double-pole (KDP), a variant of DP, where an asymmetrical kick is
performed by the skier.

Athletes were wearing a smart-watch placed on the wrist; 3-axial linear accel-
eration, angular velocity and magnetic field, have been captured at a constant
rate of 100Hz using the embedded accelerometer, gyroscope and magnetometer
of the device.

Here we focus on 3D-acceleration signals (p “ 3), which best capture signal variability.
Furthermore, we set the fixed length of each gesture to q “ 150 samples for both the
datasets. For tuning purposes and in order to assess the algorithm performance,
a cross-validation procedure on parameters θ “ pw, α, sq is run. Moreover, the
univariate classification (D1) of single dimension and the multivariate classification
with the defined distances are compared: for the sake of simplicity, we will present
only the results deriving from the dimension that guarantees the best accuracy (i.e.
z-axis).

In the experiments, a L1-distance is also employed for accuracy comparison
with the SAX-based classification: in this type of experiments, the classification is
done directly on gestures, bypassing the symbolic representation based on a L1-
distance. Templates, in this case, are chosen after a k-means clustering procedure
Hastie, Tibshirani, and Friedman, 2009. Finally, for reasons of space, we shall report
only the final AR results, which are our main concern.
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Remark 1. Reported results was obtained following cross-validation Hastie, Tibshi-
rani, and Friedman, 2009 paradigms in order to guarantee a fair evaluation of the
proposed approaches.

In the following, for each dataset, results are reported following an accuracy
improvement order.

Results of HAR dataset

In Fig. 4.2 we report the results for the univariate and multivariate AR problems for
the SAX and L1 models, respectively. In particular, Fig. 4.2a, Fig. 4.2b, Fig. 4.2d and
Fig. 4.2e refer to the HAR dataset while Fig. 4.2c and Fig. 4.2f refer to the XC dataset.
The results for the 3-classes problem are unsatisfying and this is caused by the fact

(A) (B) (C)

(D) (E) (F)

FIGURE 4.2: Results of AR. Comparison between univariate and multivariate approaches.
Panels Fig. 4.2a, Fig. 4.2b, Fig. 4.2e, Fig. 4.2d refer to the HAR dataset while Panels Fig. 4.2c,

Fig. 4.2f refer to the XC dataset.

that WDS and WUS are hardly distinguishable analyzing only z-axis, which is the
axis towards the motion direction. Thus we consider a new binary problem with
classes WLK vs WS (i.e. WDS and WUS are treated as a single class, WS).

As demonstrated, limiting the analysis to one axis could be too restrictive; in the
following, it will be shown how the performance can be improved by employing the
multi-variate extension presented in Sec. 4.3. All the distances (4.7)-(4.9) were tested
and it was verified that the mean distance dmean (4.8) performs systematically better
then the others either in terms of robustness and of accuracy. Therefore, only the
results for such distance are presented in the following.

Finally, in Table 4.1 we report the confusion matrices for SAX and L1 models at the
optimal value of the tuning parameters θ, which represent the best cross-validation
accuracy results for the univariate and multivariate problems, respectively.

Cross-Country Skiing dataset

As already stated, the original data at hand potentially allow the study of 3-classes
recognition problem (DP, KDP, DS). However, classes DP and KDP can be considered
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TABLE 4.1: HAR dataset. Confusion matrices (cross-validated results).

Tab1a
Predicted (SAX) Predicted (L1)
WLK WS WLK WS

Tr
ue

WLK
1293 218 1489 22

(85.5%) (14.43%) (98.54%) (1.46%)

WS
94 656 151 599

(12.53%) (87.47%) (20.13%) (79.87%)
(A) Univariate problem with θSAX “ pα, w, sq “ p5, 15, 3q and θL1 “ s “ 3.

Tab1b
Predicted (SAX) Predicted (L1)
WLK WS WLK WS

Tr
ue

WLK
1504 7 1497 14

(99.54%) (0.46%) (99.07%) (0.93%)

WS
22 728 19 731

(2.93%) (97.07%) (2.53%) (97.47%)
(B) Multivariate with θSAX “ pα, w, sq “ p6, 30, 2q and θL1 “ s “ 2.

indistinguishable given the data available: the gestures only differ by a kick that seems
to be not ’observable’ from the wrist, the location of the wearable collecting the data.
Hence, we simplify the original classification problem in a 2-classes problem where
DP and KDP are considered as the same class (K/DP). For the sake of conciseness,
only the multivariate experiments are here reported ( Fig. 4.2c and Fig. 4.2f), while
cross-validated results are reported in Table 4.2.

TABLE 4.2: XC dataset. Confusion matrices (cross-validated results).

Tab2a
Predicted (SAX) Predicted (L1)
K/DP DS K/DP DS

Tr
ue

K/DP
81 1 81 1

(98.78%) (1.22%) (98.78%) (1.22%)

DS
9 43 7 45

(17.31%) (82.69%) (13.46%) (86.54%)
(A) Univariate problem with θSAX “ pα, w, sq “ p7, 30, 1q and θL1 “ s “ 3.

Tab2b
Predicted (SAX) Predicted (L1)
K/DP DS K/DP DS

Tr
ue

K/DP
82 0 81 1

(100.0%) (0.0%) (98.78%) (1.22%)

DS
10 42 7 45

(19.23%) (80.77%) (13.46%) (86.54%)
(B) Multivariate problem with θSAX “ pα, w, sq “ p7, 30, 2q and θL1 “ s “ 3.

4.5.1 Discussions

From the experiments reported in this work, it can be concluded that the proposed
multivariate extension of SAX allows good classification accuracy for AR problems;
this is achieved at a feasible cost for wearable devices in terms of complexity and
memory. While the previous outcome is clearly proved in the case of the HAR
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dataset, for the XC dataset, results of multivariate and univariate problems are
almost identical: in fact, all the informative content is contained in the x-axis, i.e.
the axis which points to the direction of wrist motion (this was verified through a
PCA procedures, indicating that the first Principal Component is represented by
the x-axis). On the other hand, we experimentally verified that by increasing the
number of templates s and, therefore, the complexity of the solution, accuracy does
not systematically improves. We suppose that one of the reasons of this result is s
should be set differently for each element of the set Rˆ K, where D is the dimension
set and K is the templates set. For example, the optimal value s “ s0 for class k
and dimension r, could be too low for certain classes/dimensions (which causes
an under-estimation of complexity) or too high (which could cause the injection of
noise).
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Chapter 5

Unsupervised Model-Free Fault
Detection in Artificial Pancreas

5.1 Articial Pancreas

5.1.1 Type I Diabetes and its Treatment

Type I Diabetes (T1D) is a disease caused by the autoimmune destruction of pan-
creatic β-cells. In healthy subjects, these cells are responsible for the secretion of
insulin, a hormone playing a crucial role in the complex feedback mechanism that
maintains blood glucose concentration (glycemia) tightly regulated despite large per-
turbations, such as meals and physical exercise (Cobelli et al., 2009). Subjects affected
by T1D must therefore resort to external insulin administration and have to carefully
choose insulin dosing to compensate for the impaired blood glucose (BG) regulation.
Overdosing of insulin can induce hypoglycemia, BGă70 mg/dl, a condition posing
an immediate threat for subjects’ health and that can potentially result in seizure,
coma and even death. On the contrary, persistent hyperglycemia, i.e. blood glucose
above BGą180 mg/dl, is associated to long term complications, such as neuropathies,
nephropathies and cardiovascular diseases (Control and Group, 1993; The Diabetes
Control and Complications Trial and Epidemiology of Diabetes Interventions and
Complications Research Group, 2000). Severe hyperglycemic episodes may also pose
an immediate threat for subjects’ health, especially if caused by hours-long absence
of insulin (diabetic ketoacidosis).

Recent technological advances have come in help of T1D subjects in this extremely
complex task: portable pumps for Continuous Subcutanoeus Insulin Infusion (CSII
pumps) , shown on the right of Fig. 5.1, allow the subject to change insulin dosage
throughout the day, also in real-time if needed (McAdams and Rizvi, 2016); minimally
invasive subcutaneous glucose sensors, the so-called Continuous Glucose Monitors
(CGM) , visible on the left of Fig. 5.1, collect frequent (1-5 min) BG concentration
measurements without requiring finger pricks (McAdams and Rizvi, 2016); finally,
in the last 10 years, closed-loop control systems modulating the insulin infusion on
the basis of CGM reading, the so called Artificial Pancreas (AP) systems, have been
developed (Thabit and Hovorka, 2016) and are becoming commercially available
(Medtronic Products Website: The MiniMed 670G Insulin Pump System.).

Unluckily, both CGM sensors and CSII pumps are subject to failures, (Ramkissoon
et al., 2017) that can be critical for the safety of the subject. This calls for the de-
velopment of advanced monitoring systems, effectively detecting anomalies and
malfunctioning by leveraging on the unique availability of rich data offered by the
above technologies.

Of special interest for their potential impact, are faults affecting insulin pumps.
Such faults can be due to mechanical defects (Guilhem et al., 2009) or to kinking,
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FIGURE 5.1: A commercial subcutaneous glucose sensor (CGM, on the left) and a commercial
insulin pump (on the right). The pump is connected to a subcutaneous needle via a catheter.

occlusion, and simple pulling out of the pump catheter from the insertion site (Schmid
et al., 2010; Bon, Dragt, and DeVries, 2012). The reduced or missed delivery of
insulin typically induces an hyperglycemic event and increases the risk of diabetic
ketoacidosis (Guilhem et al., 2009). In this chapter we focus on this type of faults,
that is not only the most dangerous for the patients but is also more challenging to be
detected than other types of fault (Del Favero et al., 2014).

5.1.2 Literature Approaches to Detect Pump Faults in AP

Given the practical relevance of detecting faults affecting insulin pump, many works
in literature dealt with this problem. Methods to detect pump faults based on heuris-
tics and threshold values were proposed in (Howsmon et al., 2017) and (Cescon et al.,
2016), and tested on real data.

A natural approach to tackle this problem is via model-based techniques. In fact,
from a control systems perspective, a T1D patient can be thought as a dynamical
system whose output to be controlled is the glucose concentration gptq. The output is
affected by a control input, the insulin injection iptq, and by a process disturbance,
the meal mptq, that has to be rejected. These three signals, are available in current AP
systems1 and can be used for model-based fault detection schemes.

Facchinetti et al. (Facchinetti et al., 2013) proposed a fault detection method
that, based on individualized linear black-box models of glucose-insulin interactions,
builds a Kalman predictor of future glucose and checks if the measured glucose falls
within the prediction confidence intervals. Del Favero et al. (Del Favero et al., 2014)
extended such method domain from night-time to the whole day, considering also
the effect of the meals.

Other approaches employed different nonlinear physiological models to perform
predictions. A strategy based on the mechanistic physiological model developed
by Hovorka et al. (Hovorka et al., 2004) was formulated by Vega-Hernandez et al.
(Vega-Hernandez et al., 2009), and tested in two simulated scenarios of actuator faults.
A fault detection scheme based on modal interval analysis was applied by Herrero et
al. (Herrero et al., 2012) to a modified version of the physiological model developed
by Bergman et al. (Bergman, 1989) and was tested on simulated data to detect pump
faults. Kovacs et al. (Kovács et al., 2006) transformed the Bergman et al. model
in affine parameter-varying form in order to handle the dynamics and to estimate
unknown disturbance inputs of the system. Mahmoudi et al. (Mahmoudi et al., 2016)

1An estimate of mptq is provided by the patient at each meal and used to compute a feed-forward
control to better compensate postprandial glucose increase.



5.1. Articial Pancreas 55

provided an analysis of the performance of three nonlinear filters (Extend Kalman
Filter, Unscented Kalman Filter, Particle Filter), operating on the Medtronic Virtual
Patient model (Kanderian et al., 2009), for fault detection in CGM.

The performance of the above approaches, and more generally of any model-
based technique, are strongly dependent on the quality of the model of which they
leverage. Unluckily, having access to accurate models of T1D physiology is non
trivial. In fact, the physiology of each individual is significantly different from that
of other subjects (inter-patient variability), and even the same patient physiology
changes over time (intra-patient variability). This makes the usage of fixed, average
or population models without customization on the subject and periodic updates,
hardly viable. Unfortunately, identifying an accurate model for a specific patient
having access only to gptq, iptq and mptq is still a challenge. Unfortunately, identifying
an accurate model for a specific patient having access only to gptq, iptq and mptq is
still a challenge, (Oviedo et al., 2017).

An alternative, model-free, strategy is to employ data-driven classification ap-
proaches exploiting the availability of historical data. These methods can be divided
in supervised or unsupervised depending on whether they require or not the availability
of labeled data, i.e. data where the information ’Fault’/’Non Fault’ is present. To the
best of our knowledge, the only contribution that explored data-driven approaches is
(Rojas, Garcia-Gabin, and Bequette, 2011), where Rojas et al. used supervised methods
by training a classifier to detect insulin pump faults.

A drawback of supervised approaches is that labeled datasets are hardly available.
In fact, in month-long data collection during which a patient is using the AP, the true
functioning/faulty status of the pump is unknown. To reconstruct it, expert human
operators have to manually label the dataset with time-consuming a posteriori visual
inspections, in a challenging procedure prone to errors. Also, this procedure can only
be done on a small subset of subjects, therefore subject-specific labeled data are in
general not available for all patients.

This makes the use of unsupervised approaches particularly appealing for ad-
vanced monitoring problems.

5.1.3 Anomaly Detection: Model-Based vs. Data-Driven

In the context of Smart Monitoring, Anomaly Detection (AD) tools are fundamental
instruments to detect anomalous behavior in data (Susto, Beghi, and McLoone, 2017).
In many fields, the primary application of AD methods is to detect faults (Bastani et
al., 2013) or frauds (Hamlet et al., 2017), and, in complex/multi-dimensional systems,
AD-based tools are necessary to detect abnormal behaviour that cannot be captured
even by domain experts (Susto, Beghi, and McLoone, 2017).

Anomalies are data patterns that have different data characteristics from normal
instances (Beghi et al., 2014); a statistical terminology for anomaly is outlier, an
observation/instance that is "different" from others, while, on the other hand, non-
anomaly observations are referred as inliers. As hinted before, AD methods can be
categorized into two families: model-based and data-driven approaches. In this
work, we deal with the latter category given the advantages detailed before. We
underline that models of multi-dimensional and/or dynamical systems could be
costly, challenging, or even impossible to be accurately defined and, partially for
this reason, model-free approaches are generally a desired feature in many AD
applications (Broderick, Allen, and Tilbury, 2011). This is especially true in the
application considered here.
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In the field of data-driven algorithms, a classical monitoring approach is the
employment of univariate control charts (Jensen et al., 2006), where the crossing of
predefined control limits trigger alerts/warnings. However, one of the main criticisms
of monitoring a system only through control charts, is that multivariate aspects are not
captured. Moreover, mixture distributions are difficult to be automatically monitored
with such tools.

Nowadays, with the increasing availability of data in every aspect of our society,
the need for multi-variate, high-dimensional Anomaly Detection/Isolation techniques is
thriving; instruments to implement efficient ADs are provided by machine learning
(ML). ML approaches have proliferated in recent years for ADs in many sectors like
building automation (Cheng et al., 2016), manufacturing (Susto, Terzi, and Beghi,
2017), security (Hamlet et al., 2017) , and wearable (Veeravalli, Deepu, and Ngo,
2017); this was achieved thanks to the algorithmic advancements in the field and the
increased computational and storage capabilities of IT infrastructures and portable
devices (Barazandeh et al., 2017).

In this work, we employ modern ML approaches, Local Outlier Factor (LOF),
Connectivity-based Outlier Factor (COF), Isolation Forest (iF/iForest), to detect outliers;
moreover, we adapt such approaches, generally thought for ’static’ problem, to
problems that have a time-series evolution: the proposed framework is here called
4TSD (For Time Series Data).

5.1.4 Contributions and Organization

In this chapter, we tackle the problem of detecting insulin pump faults in an Artifi-
cial Pancreas with a novel approach that relies on advanced data-driven anomaly
detection algorithms. The main contributions are:

• Applying a model-free and unsupervised approach to monitor the AP. The use
of a model-free approach allows to avoid the complex sub-step of identifying
a model. The usage of an unsupervised approach in contrast with supervised
ones, prevents the need of labelled data (hardly available in practice).

• Proposing the 4TSD adaptation of the AD methods. This modifies the advanced
unsupervised model-free anomaly detection algorithm available in literature,
designed to work on static feature sets, to better deal with the dynamical nature
of the T1D physiology and other dynamical systems.

• Conducting an extensive validation of the proposed methods on simulated data,
leveraging one of the most accurate tool currently available for computer simu-
lation of T1D subjects, the “UVA/Padova Type 1 Diabetic Simulator” described
in Sec. 5.3.

• Conducting a proof-of-concept validation on real-patient data collected during
a prolonged, free-living experiment on the AP.

The reminder of this chapter is organized as follows: Sec. 5.2 reviews the AD
methodologies adopted and introduces the 4TSD adaptation for time series data
of such algorithms; moreover, in Sec. 5.2, the domain-expert designed features con-
sidered in this work are also detailed. Sec. 5.3 describes the datasets: SubSec. 5.3.1
illustrates the simulation environment (“UVA/Padova Type 1 Diabetic Simulator”)
and reports the details of the virtual experiment performed, while Sec. 5.3.2 presents
the real data and the processing requested to use them. The experimental results are
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FIGURE 5.2: Main phases of the adopted anomaly detection procedure.

presented and discussed in Sec. 5.4 (virtual data) and Sec. 5.5 (real data). Sec. 5.6 dis-
cusses some limitations of the proposed methods and outlines future developments.

5.2 Methods and Features

5.2.1 Anomaly Detection Procedure

The standard phases of an AD procedure are:

1. Feature Extraction – This stage involves the definition of features, quantities that
describes in a concise way the informative content of the underlying signals.
The choice of a proper feature set is fundamental in order to build a rich feature
space in which the informative content of the raw signals is captured and
possibly, anomalies are distinguishable from normal instances. In the definition
of the feature space it is generally fundamental to involve domain experts;

2. AD algorithm – Once the features are defined and extracted, AD algorithms are
applied and compared. Each AD algorithm returns an Anomaly Score (AS) for
each data point: an AS is a continuous value that characterizes the ’degree of
anomaly’ of a data point;

3. Anomaly Score (AS) Threshold definition – In an automatic monitoring system,
actions/alarms need to be associated with certain values of the AS. Here, a
typical approach of defining threshold on the AS is adopted: once the AS
oversteps such predefined threshold, an anomaly is flagged. The criterion for
the choice of the threshold τ0 is dependent on the particular performance metric
adopted, that is generally a trade-off between False Negatives (FN) - wrongly
identified as inliers - and False Positives (FP) - data points wrongly identified
as outliers. More details will be provided in Sec. 5.3.

The conceptual elements of the AD procedure adopted in this work is illustrated
in Fig. 5.2. It can be appreciated how a Root Cause Analysis (RCA) module is present
in the scheme; before going into the details of such procedure, a remark regarding
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the employed fault detection solution is due. The most powerful characteristic of
this approach is that it is unsupervised; as mentioned earlier, this leads to several
advantages, the most important being that no labeling procedures are required to
build the model. However, this comes at cost of sacrificing discriminative power of
supervised models: this means that our models find all the anomalous phenomena
regardless whether they are the fault under exam or not. In this work we report
worst case scenario results: all the identified outliers are reported as FP if no pump
faults are present, even if, from a statistical point of view such data point is in fact an
anomaly.

The aforementioned issue can be mitigated using prior information and a RCA
procedure. During the Root Cause Analysis (RCA), a deeper look at FP instances has
been made and we noticed that many FPs were in correspondence of relatively rare
situations such as hypoglycemia, that were not due to pump faults. We therefore
applied a procedure that "silence" the AS in time regions where glycemia is under a
given value. In turn, other than reducing FPs, this allows us to lower the anomaly
threshold and, then, possibly detect more true positives (TPs). As represented in the
right branch of the diagram of Fig. 5.2, the aforementioned procedure was adopted
in this work, leading to the heuristic rule for dealing with potential hypoglycemia
situations and the definition of a new threshold τRCA; both AD approaches will be
compared in the following.

5.2.2 Anomaly Detection Algorithms

Before illustrating the methods used in this work, we define the notation: x P Rp is
an observation of x (an individual data point) a set of p features characterizing the
problem. Let N indicate the number of points populating the dataset, denoted with
X “ txptq, t “ 1, . . . Nu. Finally, let k indicate the cardinality of the neighborhood
Nkpxq.

The unsupervised methodologies we investigate in this chapter are: (i) Local Out-
lier Factor (LOF) (Breunig et al., 2000), (ii) Connectivity-based Outlier Factor (COF) (Tang
et al., 2001) and (iii) Isolation Forest (iF/iForest) (Liu, Ting, and Zhou, 2008). LOF and
COF belong to the family of density-based methods. Such approaches are based on
the study of local neighborhoods: an observation in a dense region is considered an
inlier while a data point in a low-density region is considered as an outlier. The three
methods are now illustrated in the following.

[i] The basic idea of LOF is comparing the density of a point w.r.t. its neighbors
instead of considering all the points in the dataset; by doing so it is possible to
identify regions of similar densities and point (flagged as outliers) with significant
lower density than its neighbors.

LOF involves two steps:

1. evaluating the so-called Local Reachability Density (LRD);

2. computing the anomaly score sLOF.

The LRD of a data point x in the k´Neighborhood Nkpxq is defined as:

LRDkpxq “
k

ř

zPNkpxq rkpx, zq
, (5.1)

where rkpx, zq “ maxtdkpxq, dpx, zqu is the reachability distance and dkpxq is the dis-
tance from x of its k-nearest neighbor. The reachability distance rkpx, zq is used instead
of dpx, zq in order to reduce statistical fluctuations in the computation of the sLOF.
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It is straightforward to see that, when the set of coefficients trkpx, zquzPNkpxq are (on
average) low, LRDkpxq is high while, when neighbor points are far, LRDkpxq is low.

The correspondent anomaly score sLOF is defined as:

sLOFpx; kq “
1
k

ÿ

zPNkpxq

LRDkpzq
LRDkpxq

P r0,8s . (5.2)

The previous has to be interpreted as a local anomaly: a value of approximately 1
indicates that the data point is comparable to its neighbors (and thus not an outlier).
A value below 1 indicates instead a denser region (which would be an inlier), while
values significantly larger than 1 indicate outliers.

LOF is computationally expensive as it requires to find the nearest k neighbors for
each observation, and for the observation in its neighborhood: thus the complexity2

is OpN2q. For low-dimensional data, the complexity can be reduced to NlogN (on
average) using a k-d tree algorithm (Bentley, 1975).

[ii] LOF, and density-based algorithms in general, perform well when data are
distributed (as near) as isotropic clusters, but that they are not able to capture
low-dimensional and complex data structures . In order to overcome this issue,
Connectivity-based Outlier Factor (COF) was introduced (Tang et al., 2002). The main
contribution with respect to LOF is that it tries to capture if connected regions (in
the neighborhood of x) exist and computes the anomaly scores with respect to them.
More concretely, the difference between LOF and COF stands on the ability of the
latter to deal with cases where also low-density regions present a structure which
is assumed to be “not-anomalous”. For example, in a 2-D feature space, a line is an
example of low-dimensional structure. Thus, assuming that laying on the line is not
an anomalous behavior while points “outside” the line are outliers. In this case, LOF
would fail since it is a purely density-based approach while COF allows to implicitly
“learn” the normal structure using connectivity-based reasoning. The complexity is
OpNlogNq on average (with medium size datasets). We refer the interested reader to
the original paper (Tang et al., 2002) for more details on COF.

[iii] The last AD method considered in this work is iForest3, that is based on the
simple assumption that anomalous points xi must be few and isolated. The main
idea of this method is based on the concept of space partitioning: an isolated point
(anomaly) requires (on average) less iterations than an inlier to be isolated through
partitioning.

This partitioning procedure (for isolation) can be implemented by a particular
binary tree, called iTree, that is the result of a random partitioning procedure obtained
by splitting the data based one of their feature at each iteration of the algorithm. Thus,
we expect that, in the case of anomalous points, the path to reach a leaf node is shorter
than the one for a normal point. However, a single tree can give an estimate of the
path length which has high variance. Thus, similarly to Random Forest, an ensemble
of T trees is constructed in order to provide low-variance estimation. More in detail,
an iTree is built as follows:

1. a sub-sample of data S Ă X is randomly selected;

2. a feature v P t1, . . . , pu is randomly selected and a node in the iTree is created
where the value of v is evaluated;

2Here we drop the dependency of p as it is considered small and fixed.
3Isolation Forest is inspired and should not be confused with the popular supervised method

Random Forests.



60 Chapter 5. Unsupervised Model-Free Fault Detection in Artificial Pancreas

3. a random threshold x˚v is chosen in the domain txmin
v , xmax

v u of variable v;

4. two children nodes are created: the left node corresponds to points with xv ă x˚v ,
the right one to xv ě x˚v ;

5. procedures from 2 to 4 are repeated until, either a data point is isolated, or the
height limit log2 |S| is reached4.

The training stage requires OpT|S|2q.
Then, the anomaly score sIFpxq is computed for every point x P X (evaluation

phase). This is done by evaluating the length hpxq of the path from the root to x for
each tree and computing

sIFpxq “ 2´
Ehpxq

c P r0, 1s ,

where Ehpxq is the average path-length hpxq on the forest and c is an adjustment
factor which is set to the average path length of unsuccessful searches in a binary
search tree procedure. When Ehpxq " c, the anomaly score approaches 0, meaning
that x is considered a normal instance. On the other hand, when Ehpxq is small,
the sIFpxq approaches 1, meaning that x appears to be an anomaly. Other than the
advantages already exposed, iForest does not utilize distances or density measures
to detect anomalies: this eliminates a major computational cost of distance calcula-
tion. Moreover, for each data point, the evaluation stage has linear time complexity
OpT|S|q.

The parameters to be tuned in iForest are:

• the sub-sample size ψ of S, which can remain relatively small;

• the number of trees T, which should be enough to allow path length conver-
gence.

The original paper of iF (Liu, Ting, and Zhou, 2008) reports as typical values for ψ
and T, 100 and 256 respectively.

Furthermore we considered other anomaly detection methods such as Angle
Based Outlier Detection (ABOD) (Kriegel, Zimek, et al., 2008), and Over-Sampling
PCA (OSPCA) (Yeh, Lee, and Lee, 2009). In our preliminary analysis they were clearly
outperformed by the methods presented here and hence we exclude them from our
comparison.

5.2.3 Anomaly Detection for Time-series Data

The methods presented above, are usually derived in a set-up where the features
are independent from each other. On the contrary, our problem involves time-series
describing the evolution of biological systems in which features at a given time
depend strongly on the previous ones. This means that features "close" in time are
very likely close also in the feature space. As a consequence anomalous points will
not be completely separated from normal points, but they will be instead connected
to the cluster of normal points by thin, tail-shaped, structures, see Fig. 5.3.

Both isolation-based and density-based methods are challenged in the anomaly
evaluation by the presence of these tails, that make the anomaly less isolated in the
feature space. This behaviour is identified in AD literature as the masking effect (Liu,
Ting, and Zhou, 2008).

4Such value for the height limit is chosen as it is the average length of a binary tree.
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FIGURE 5.3: Illustration of the functioning of 4TSD adaptation

To ease this problem, when evaluating an observation xptq P Rp, we propose to
remove the previous TP points and the future TF points from the dataset, i.e. evaluate
x(t) using XzSt instead of X, with

St “ txpt´ TPq, . . . , xpt´ 1q, xpt` 1q . . . , xpt` TFqu.

In such a way, normal data points will be still embedded in a clustered region, while
the anomalous points will be more isolated and possibly far from the cluster, see
Fig. 5.3. The parameters TP and TF, are tuned in the experimental phase.

We applied this modification, called “procedure For Time Series Data” (4TSD), to
LOF and COF, see Algorithm 5.

Algorithm 5 Algorithmic representation of 4TSD adaptation for LOF. Identical for
COF.
Require: X P RNˆp, TP, TF

1: for t “ 1, . . . , N do
2: Select the current point xptq P X
3: Compute sLOFpxptq; kq on restricted dataset XzSt
St “ txpt´ TPq, . . . , xpt´ 1q, xpt` 1q . . . , xpt` TFqu

4: end for
5: Return sLOF “ tsLOFpxp1q; kq, . . . , sLOFpxpNq; kqu

Regarding iForest, the application of the 4TSD adaptation is not expected to bring
any improvement, since iF is already designed to handle masking effects by building
the isolation trees on a sub-sampled dataset S of size ψ, (Liu, Ting, and Zhou, 2008).
In our case both ψ and the number of excluded points |St| are much smaller than N.
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As a result, sampling ψ points from XzSt rather than X has little impact. For this
reason, we don’t present results of 4TSD for iForest.

5.2.4 Online Evaluation and Training

It is apparent that AD approaches have to be exploited on-line in the application at
hand. The computational burden of the proposed approaches is compatible with
on-line usage, i.e. it is possible to perform the evaluation of the AS when a new
data-point becomes available in an acceptable amount of time.

As a matter of fact, thanks to the relatively large sampling time in AP systems, one
viable possibility is to consider a ’brute force’ implementation of the proposed AD
methodologies, that consists in updating all anomaly scores on all data whenever a
new data sample becomes available. In Sec. 5.4.1 we will evaluate the computational
time of this ’brute force’ implementation on a 30 days dataset, a representative size
for the problem at hand. As illustrated in Table 5.2, the computational time is in the
worst case smaller than 40s, and hence compatible with real-time use, since new data
are typically available every 5 minutes in AP systems.

Moreover, less computational intensive implementations can be adopted. Let us
first consider iForest. In this case, the AS score of a new data point can be evaluated
without recomputing the whole AD model. The time for evaluating the anomaly
score is completely acceptable since its computational cost is Oplog ψq for each tree.
Regarding LOF and COF, an additional complexity has to be considered, since simple
evaluation cannot be performed without re-training of the model. However the time
burden reported in Table 5.2 can be abated by employing online versions of COF and
LOF. Such versions provide solutions constructed in an incremental fashion each time
a new data is available (Pokrajac, Lazarevic, and Latecki, 2007; Salehi et al., 2016).

5.2.5 Feature Extraction

As depicted in Fig. 5.2, a Feature Extraction procedure is necessary to apply the AD
methods considered in this work. Feature Extraction can be done exploiting domain
expert knowledge or be performed in a data-driven manner (Susto et al., 2016). Here,
we opted for the domain expert approach, and the rationale behind the two-step
design procedure adopted is described in the following.

Features Accounting for Dynamics

As previously mentioned, a T1D patient can be thought as a dynamical system whose
output to be controlled is the glucose concentration gptq. The output is affected by
the control input, insulin injection iptq, and the disturbance to be rejected, the meal
mptq, illustrated in Fig. 5.4a. Therefore a potential set of features describing the status
of system at time t could be the quadruple rgptq, 9gptq, iptq, mptqs.

However, insulin injected at a certain time t has little or no impact on the behavior
of the system at the same t, but rather on the behavior of the system in the next
[1-8] hours. This is due to the slow absorption dynamics and to the persistence
of past insulin, whose concentration exponentially decreases in the next 4-8 hours.
To account for such dynamics, diabetologists introduced the concept of Insulin-On-
Board (IOB), that is a rough estimate of residual insulin present in the blood at a given
time. Mathematically, IOB is obtained by convolution of the injected signal iptqwith
an exponentially decaying function, as defined in (Ellingsen et al., 2009). Similarly,
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meals ingested at a certain time have no impact on the behavior of the system at the
same time, since meals are absorbed in 15-45 minutes and then gradually fade in
« 4/6 h. Hence, we introduce the Carbohydrates-On-Board (COB), also defined as
the convolution of mptq with a suitable exponentially decaying function provided
in (Schiavon et al., 2014). IOB and COB are illustrated in Fig. 5.4b. The first set of
features describing our system and accounting for the physiological dynamics is
therefore:

xdptq “ rgptq, 9gptq, IOBptq, COBptqs.

Optimized Features for Pump-Faults Detection

Since the aim of this chapter is to detect insulin pump malfunctioning, instead of
considering the generic 4-dimensional feature set xdptq, describing the state of the
system at time t, we introduced a nonlinear transformation of the feature set aimed
to better highlight the anomaly of interest.

In particular, during a pump fault, blood glucose increases steadily despite the
absence of COB. Therefore we introduce the feature

DCOBptq “
α 9gptq

βCOBptq ` 1
,

with α and β being two positive constants. DCOBptq could be seen as a weighted
glucose derivative: the weight decreases the importance of the glucose variation 9g
when COB is large. In fact, in non-anomalous conditions, large COB values leads
to large glucose variations. On the contrary, when COBptq “ 0, DCOBptq is simply
proportional to 9gptq. Hence, large positive values of DCOBptq occur when glucose
increases in absence of carbohydrates on board and are symptoms of pump faults. α
and β are used to magnify the impact of one signal over the other.

Furthermore, to keep patients in good metabolic control, new carbohydrates
entering in the system should be compensated by extra insulin administration. The
ratio between these two quantities changes as a consequence of control actions, for
instance when extra insulin is delivered to decrease glucose. When a fault affects the
closed-loop, the controller attempts to counteract glucose rise (without success, since
insulin is not actually administered) and the alleged IOB increases significantly with
respect to COB. In view of this, we introduce the feature

ICOBptq “
γIOB

δCOB` 1
, (5.3)

with γ and δ being two positive constants. ICOB is a weighted version of IOB: the
denominator in (5.3) decreases the importance of IOB when COB is large; in fact,
simultaneous large values of this quantity are expected in well-controlled patients.
On the contrary, the denominator in (5.3) does not penalize IOB when COBptq “ 0,
hence large positive values of ICOB are symptomatic of a large effort to lower glucose.
Large unsuccessful attempts to lower glucose are symptoms of a pump fault. γ and δ
are tuned to magnify the impact of one signal over the other.

Together with DCOB and ICOB , ad hoc designed for failure detection in pumps,
we retained in the feature set the glucose concentration, gptq, since large and pro-
longed values of this quantity are nowadays considered by T1D subjects as the main
indicator for a potential pump occlusion.
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In this work, we therefore adopt the features set

xptq “ rgptq, DCOBptq, ICOBptqs.

Constants value were tuned manually, we set α “ γ “ β “ δ “ 10. DCOB and
ICOB are illustrated in Fig. 5.4c. Furthermore, a 3D plot of xptq collected in a 30 days
simulation of subject #001 is depicted in Fig. 5.5a. In this example, faulty points,
depicted in red, are visibly separated by non-faulty ones, depicted in blue.

5.3 Dataset

The algorithms proposed in this manuscript have been tuned and tested on two large
synthetic datasets (N=100 virtual patients, 1-month), generated using a well-accepted
computer simulator of T1D physiology, the so called UVA/Padova T1D simulator,
(Man et al., 2014). These data are far from being a toy-example and the simulator was
approved by the US Food and Drug Administration as a substitute of animal testing
prior to AP clinical trials on humans. This tool has been broadly adopted in diabetes
technology research. Furthermore, a proof-of-concept validation has been conducted
on a real dataset (N=7 real patients, 1 month), collected during a real-life test of the
AP, (Renard et al., 2016).

It should be noted that the data chosen to tune or test AD algorithms must
contain accurate labels on the functioning/faulty status of pump, to be used as
ground-truth to assess the methods. Unless dedicated experiments are performed
(e.g. (Cescon et al., 2016; Howsmon et al., 2017)), real-data collected using AP system
lack of this crucial information. The only option is retrospective label assignment
via visual inspection. Even if performed by domain experts, this procedure lacks of
both sensitivity and specificity. On the contrary, synthetic data allow to create faults
in perfectly known positions and hence provide a perfectly accurate ground truth.
Notably, such dataset can be generated without posing the safety of the patient at
danger.

5.3.1 In-silico data

The UVA/Padova T1D simulator captures inter-patient variability (the large dif-
ferences in the physiology of different T1D subjects) by providing a population of
N “ 100 adult subjects, whose physiological parameters are distributed to replicate
the variability observed in T1D subjects. In this work, we use an updated version of
the simulator (Toffanin et al., 2017), capable to account for variation, intra-patient
variability (i.e. changes over time in a patient’s physiology, (Visentin et al., 2015)).

In-silico protocol: for each subject, we simulated twice a 30 day protocol, with 3
meals per day, taking place with uniform probability in the intervals [06:30, 08:30]
(breakfast), [12:00, 14:00] (lunch) and [19:30, 21:30] (dinner) with carbohydrates
consumption uniformly distributed in [20, 60]g, [50, 90]g and [50, 90]g respectively.
Throughout the day, insulin is administered to the patient by a PID closed-loop
algorithm (basal insulin administration) with aim to keep patient blood-glucose in
the nearly-normal range. At each meal, the patient delivers himself an additional
insulin dose (insulin bolus), proportional to the estimated carbohydrates amount.
We described the possible carbohydrates estimation errors performed by the patient
as a Gaussian error with zero-mean and standard deviation 20% of the true meal
amount. Blood glucose measurements and insulin data were available each Ts “

5 min, a typical sampling time in AP systems, for instance (Kropff et al., 2015).
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The measurement error of CGM sensor is modeled as proposed in Facchinetti et al.
(Facchinetti et al., 2014).

In the 30 days period we simulated N f “ 1 episode per subject of complete insulin
pump fault, i.e. a complete undesired suspension of insulin delivery of which the
control algorithm is not aware of, that creates a discrepancy between the commanded
and injected insulin values. This frequency of the faulty event matches the incidence
reported in literature, (Bon et al., 2011). In this work, we consider only suspensions
occurring at night, as they are more challenging to detect than those blocking the
large insulin boluses occurring during the day. The fault lasts for 6 hours after which
we assume that the fault is detected and repaired by the patient.

For illustration purposes, a 3 day portion of data from patient #001 is reported in
Fig. 5.4a. It can be noticed that, as a consequence of the malfunctioning, the controller
is unable to counteract the raise of glycemia.

5.3.2 Real data

We considered a dataset collected during a clinical trial aimed to test the sustained
use of AP in real-life (Renard et al., 2016). We will focus on the N=7 adult patients
recruited in Padova, Italy. The patient uses the AP system for 24h a day over approxi-
mately 1 month. No protocol restriction was imposed to the patients, who were free
to have meals and exercise as desired.

Unluckily, whether or not the pump was correctly functioning is unknown in
this dataset. A further limitation of the dataset available is due to the fact that the
patients were encouraged to respect the manufacturer guidelines for pump catheter
replace (replacement every 3 days). Noncompliance with this 3-day replacement
schedule is common among the patients and known to increases the likelihood of
occlusions (Bon et al., 2011).

To address the first limitation, a team of two experts (an engineer and an clinician)
who have been in charge of the trial (Renard et al., 2016), were asked to visually
inspect the collected data and retrospectively label them. Due to the complexity of
the task, a faulty/non-faulty labeling was not possible and was instead replaced with
a four-class labeling, reported in Table 5.1.

TABLE 5.1: Classes for retrospective data labeling

Label Description
Fault Anomalous hyperglycemia possibly due to a pump fault

or caused by another issues producing similar effect (e.g.
unreported CHO ingestion)

Other Anomaly not due to a pump malfunctioning but rather to
other issues, e.g. large CGM variation due to calibration

Unclear Suspicious data portion lacking clear evidences to be classi-
fied as certainly anomalous

Not
Fault

Non anomalous data

Beside this first dataset, obtained by retrospective labeling, a second dataset
was generated. It was obtained in in two steps: (i) portions labeled as faulty were
discarded and (ii) one fault per patient was introduced a-posteriori. This was done
with the intention of removing uncertainties on the retrospective manual labeling.
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(A) Original dataset: time evolution of gptq,
iptq and mptq

(B) Features accounting for dynamics: time
evolution of gptq, IOBptq and COBptq

(C) Optimized features for fault detection:
time evolution of gptq, DCOBptq, ICOBptq.

FIGURE 5.4: A 3-day portion of data from the simulated patient #001. An insulin pump fault
occurs around day 3 (highlighted by the yellow box). Left panel (a) displays unprocessed
data, the central panel (b) displays the feature accounting for dynamics and the right panel
(c) the feature designed to highlight the fault. The undesired drop in insulin levels causes
a raise of glycemia. The controller attempts a counteraction (blue) but no actual insulin in

injected (red).
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FIGURE 5.5: Simulated patient #001, 3D scatter-plot of φ f ptq “ rgptq, DCOBptq, ICOBptqs.

Unluckily, hyperglycemic episodes associated to prolonged insulin suspension can
not be recreated a-posteriori. Instead, unexplained hyperglycemia episodes were
emulated by removing from the data a meal and removing also the associated insulin
bolus.

A more solid real-data analysis requires the design of complex ad-hoc experiments,
such as those performed in (Cescon et al., 2016; Howsmon et al., 2017), and has to be
deferred to future extensive clinical validations.

5.4 Algorithms Tuning and Testing on synthetic data

5.4.1 Evaluation Criteria

While assessing the performance of the algorithms, it is crucial to account for the
delayed effect of insulin on glucose, that makes it impossible to immediately detect
a pump fault. Instead, we are interested in detecting a fault within Tmax from the
event start. Hence, we define a True Positive (TP) event when at least one alarm
is produced within at most Tmax from when the fault begins and a False Negative
(FN) event when a fault occurs, but no alarm is raised in the following time-window
of length Tmax. A False Positive (FP) event occurs when an alarm is produced, but
no fault occurred in the previous time-window of length Tmax. Furthermore, given
that the system remains in an anomalous state for some time after the restoration
of the pump normal functioning, we suspend the evaluation for a time-window of
length Tsus after the end of the fault and possible alarms occurring in that time slot
are not labeled as FP. Reporting True Negatives (TN) for this problem is complex and
of limited interest, given that we are dealing, as in real-world scenarios, with highly
unbalanced dataset. For such reason, TNs are not reported here.

Beside TP, FN and FP events count, we also consider the standard metrics Recall
(REC) “ TP

TP`FN ; Precision (PR) “ TP
TP`FP ; F1-score (F1) “ 2 PR¨REC

PR`REC .
Tmax is set to Tmax “ 6 hours, since after this time the impact of the fault on blood

glucose is expected to be apparent even to the patients, making alarming superfluous.
Similarly, we define Tsus “ 6 hour, as this represents the time needed to re-establish
a non-anomalous physiological condition in the patient after the termination of the
fault and the restoration of the normal functioning of the pump.

First of all, we illustrate in Fig. 5.5 the results produced by the algorithms by
depicting the anomaly score they assign to each point of the dataset, on a case study
subject of the simulator. Inliers are concentrated in a medium-high density cloud,
while outliers belongs to the tail-shaped region. We observe a difference in the
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behavior of LOF and iF, since iForest tends to assign a larger anomaly score at the
borders of the main points cluster with respect to LOF.

5.4.2 In-silico Tuning
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FIGURE 5.6: PRC analysis for threshold selection and parameters tuning of the methods.
Results reported for LOF (a), COF (b) and iForest (c). Different points in each PRC curve

corresponds to different threshold value for respective anomaly scores.

We tune each of the proposed algorithm analyzing the Precision-Recall Curve
(PRC), the better analysis tool when dealing with imbalanced datasets. (Saito and
Rehmsmeier, 2015). The results are shown in Fig. 5.6a, Fig. 5.6b and Fig. 5.6c for LOF,
COF and iForest, respectively. Each method has specific tuning parameters: LOF and
COF require to choose a suitable value of k (the neighborhood cardinality); iForest
requires to chose the parameter ψ (subsample size), while we kept fixed the number
of trees T “ 100, as it proved to be of little impact on the method performance. For
each value of this tuning parameter, various values of the threshold τ0 on the anomaly
score are considered, drawing a curve in the PRC.

Fig. 5.6a shows that as k increases from k “ 50 to k “ 300, the curves move
towards the top-right corner, meaning simultaneous increase of both precision and
recall, at the expenses of an increased computational cost. For larger values of k, no
significant improvement is observed, since k has become big enough to make the k-
neighborhood representative of the entire dataset. COF ( Fig. 5.6b) presents a similar
response when increasing k, but a worse overall performance w.r.t. LOF. This is most
likely due to the fact that COF is designed to consider connected structures (such as
tail-shaped) as normal instances, hence resulting in lower score in anomaly regions
of the problem under investigation. Fig. 5.6c shows that, for the iForest, performance
increases up to medium sub-sample sizes (ψ “ 512), then stabilizes (ψ “ 1024) and
even decreases when (ψ “ 2048). This is due to the fact that when the sample size
is too small, iForest sub-sampling is not able to capture the real distribution of data,
while, when the sample size is too large, anomalies appear too often in the sub-sample
causing the, so-called, masking effect mentioned before. Moreover, we recall that
higher k and ψ result in linearly higher computation costs.

5.4.3 Impact of 4TSD Adaptation & Root Cause Analysis

Fig. 5.7 investigates the effect of 4TSD adaptation. The parameters TP and TF were
manually tuned and set to TP “ 180 min and TF “ 360 min. When using a very low
value of k, LOF-4TSD and COF-4TSD are able to reach comparable performance
to normal LOF/COF with a higher k (« 3 times). This means that it is possible to
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FIGURE 5.7: Impact of the 4TSD adaptation on the detection performances on LOF (a) and
COF (b). Different points in the PRC curve corresponds to different threshold values for

respective anomaly scores.
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maintain the same AD performances while remarkably decreasing the computational
burden. On the other hand, for higher values of k, the effects of 4TSD vanishes.

Based on the above analysis, for each algorithm we chose the hyperparameter
settings that granted the best trade-off between computational costs and performance:
for LOF and COF this was obtained with the use of the 4TSD adaptation and by
setting k “ 100 and k “ 200 respectively; for iForest, this was obtained with ψ “ 512.

Setting these optimal hyperparameters values, we tested the computational time
of the presented algorithms. In Table 5.2, we report the results obtained on a desktop
PC.5, when considering a computationally demanding algorithm implementation
that, whenever a new data is read, re-evaluate the anomaly score on all the previously
collected points (30 days of simulated data). While this will likely be overoptimistic
with respect to the implementation of the same algorithm on a wearable AP hardware,
the proposed estimate is very conservative with respect to case of implementation on a
remote server. It should also be taken into account that the code was Matlab based and

5Specifications: Windows 10, Intel(R) Core(TM) i7-7700K CPU @ 4.20 GHz 4.20 GHz, RAM 16 GB,
simulation performed in MATLAB
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not optimized, e.g. with a dedicated C implementation. Finally, a substantial further
reduction of the computational time can be achieved by resorting to implementations
of the algorithms optimized for on-line use (Ding and Fei, 2013) (Goldstein, 2012).

Computational times obtained are remarkably shorter than the application sam-
pling time (5 minutes) in the case of LOF and iForest. In the case of COF is sufficiently
shorter than the application time but better analysis are needed to ensure its portabil-
ity.

Regarding the choice of the anomaly score threshold value, τ0, we chose the
value that maximized the F1 score. This criterion gives the same importance to both
precision and recall. Other criteria could be used in cases in which recall is more or
less important than precision; for instance, in a remote monitoring context, FP could
be considered less critical than FN given that human experts will monitor the AP
systems and analyze the alerts.

As anticipated in the Methods section, the anomalous data portion detected by the
algorithms might simply correspond to rare events (most relevantly hypoglycemia)
and not necessarily to events associated to insulin pump faults. For this reason, based
on the observations performed with RCA, we introduced a simple heuristic, specif-
ically aimed to distinguish between pump faults and hypoglycemia. We obtained
this by impeding the algorithms to produce an alarm when a concomitant gptq value
lower than gth “ 120mg{dl was observed. We will refer to the usage of this strategy
as "RCA" from here on.

The impact of RCA in each AD technique is shown in Fig. 5.8, where, for each
algorithm, we report the PRC obtained by varying the anomaly score threshold to
τRCA, before the application of RCA (dashed line) and after (continuous line). Each
algorithm was used considering its optimal setting, previously identified. Fig. 5.8
shows that only iForest benefits from this procedure, pointing out that this algorithm
is the one that detected most anomalies not associated to faults. This is supported by
comparing Fig. 5.5b and Fig. 5.5c where that iForest tends to assign a larger anomaly
score at the borders of the main points cluster with respect to LOF, thus being more
inclined to produce FPs.

Finally, in Fig. 5.8 we highlighted with a black marker the point in the precision-
recall space with the highest F1 score value; the threshold sth associated with that
point will be considered as the optimal threshold value for the AD method and will
be used in the following.

5.4.4 Algorithm Comparison and in-silico testing

This section reports a comparison between the AD algorithms presented and a tra-
ditional multivariate control chart (MCC) approach, used as a baseline approach.
Specifically, using the same feature set described before, we fitted a multivariate
Gaussian distribution to all data-points xptq “ rgptq, DCOBptq, ICOBptqs P R3 of a
patient and we evaluated the cumulative distributive function at each data point,
using its percentile as the anomaly score. Alarms are issued when the anomaly score

TABLE 5.2: Time needed for anomaly score computation, 30 days of data on a desktop PC.

Algorithm Time (s)
iForest 11.43 ˘ 0.19

LOF (4TSD) 5.58 ˘ 0.08
COF (4TSD) 35.70 ˘ 0.79
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surpassed a threshold tuned with the same rationale used in the previous section
(Fig. 5.8).

The methods are tested on a new 30-day dataset (test-set), completely disjoint
from the dataset used to tune the methods parameters (training-set). This test-set is
obtained using the same physiologic simulator and simulation scenario described in
Sec. 5.3 and different random extraction of all the random parameters.

Methods performance in these configurations are reported in Table 5.3. At the
optimal sth and before RCA application, similar performances were observed between
iForest and LOF: the recall is „60% and precision „95%. COF performance was
inferior: „50% recall with „75% precision. Applying the proposed RCA rules to
iForest allows to reduce the number of FPs, hence decreasing the value of sth that
maximizes F1. In this new configuration both sensitivity and precision are increased:
81% recall, together with „92% precision, outperforming LOF.

In Table 5.4, we report the distribution among the simulated subjects of false
positives occurred in the test-set, obtained by each algorithm with the optimal set-
ting choice. We can observe that the distribution of FPs is distributed among the
virtual subjects. This excludes the possibility of the statistics being unfairly biased by
hypothetical "bad" subjects.

Finally, we investigated the possible association of FPs and the patients error in
computing the pre-meal bolus. In Fig. 5.9, we report a box-plot of the error estimating
the carbohydrate content (eCC) of the meal, that in turn results into an error in the
calculation of the associated bolus. A positive value represents an overestimation of
carbs, hence an overdosing of insulin. A negative value represents an underestimation
of carbs and hence an underbolus, likely to result in hyperglycemia. Of note, this
information is known only in simulated data. Over imposed to the box-plot, a scatter
plot of the errors, depicted as big red diamonds when followed by a FP committed
by the algorithm or by a small gray circles when not followed by a FP. In the case
of iForest, it can be noticed that there are numerous underestimation errors with
absolute magnitude similar or larger than those that were followed by a FP. This is
reassuring on the functioning of the algorithm, since it proves that this method is
not systematically fooled by large under-boluses and the resulting hyperglycemia
is not systematically confused with a pump fault. On the other hand, the fact that
6 out 7 FP occurred after an underestimation error supports the very reasonable
conjecture, suggested by the anonymous reviewer, that bolus underestimation and
the resulting unexplained hyperglycemia represent a major source of error for fault
detection methods and one of the key challenge in this problem. LOF data seem to
suggest analogous considerations, but there is no sufficient statistical evidence to
draw solid conclusions.

In the case of COF, the results show that carb-counting underestimations are

TABLE 5.3: Comparison of algorithms performance on the test-set

LOF COF iForest MCC
τ0 τRCA τ0 τRCA τ0 τRCA τ0 τRCA

TP 58 58 50 50 65 81 60 60
FP 4 4 14 14 5 7 13 13
FN 42 42 50 50 35 19 40 40

REC [%] 58 58 50 50 65 81 60 60
PREC [%] 94 94 78 78 93 92 82 82

F1 [%] 72 72 61 61 76 86 69 69
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TABLE 5.4: False positives (FP) per patient

LOF COF iForest MCC
# FP τ0 τRCA τ0 τRCA τ0 τRCA τ0 τRCA

1 4 4 7 7 5 5 1 1
2 0 0 2 2 0 1 1 1
3 0 0 1 1 0 0 0 0
4 0 0 0 0 0 0 1 1
5 0 0 0 0 0 0 0 0
6 0 0 0 0 0 0 1 1
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FIGURE 5.9: Association between carb-counting error eCC and the possibility of FP. Scatter
plot data point are randomly located on the x axis to help the visualization.

a major cause of FP for the algorithm, since 13 out of 14 FPs are associated with
underestimations, and 11 out of 14 FPs are associated with underestimations below
the 75th percentile.

Finally, in Fig. 5.10 we report the boxplots of detection time distribution of our
algorithms, showing a median of „4 hours from the fault start for all three methods.
It is important to remark that these results are obtained knowing the exact fault start,
which is possible only in simulation, while in a real dataset the detection time can only
be computed based on the first visible impact on blood-glucose, occurring „2h after
the pump stops delivering insulin (see Fig. 5.4a). Therefore, the observed median
detection time of „4 h from the ”true” fault start (known on only in simulation)
corresponds to „2 h from the first visible effect on blood-glucose.
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FIGURE 5.10: Boxplot of detection time obtained with LOF, COF and iForest
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In conclusion, the simulated-data analysis empirically showed iForest as the most
effective method for our problem. In the following section we will therefore focus on
this algorithm and the baseline method MCC.

5.5 Real-data Testing

Fig. 5.11 shows the data of patient #06 in the feature space. Each data point is colored
according to the anomaly score assigned by iForest. A visual comparison with the
synthetic data of Fig. 5.5c shows that, in real-data, is still present a well clustered
cloud of non-anomalous points but the deviation from such cluster are more frequent
than in simulated data, due to the higher complexity and larger uncertainties.
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FIGURE 5.11: Scatter-plot of data of patient #06, coloring based on iForest anomaly score

As for the retrospectively labeled dataset, the domain-expert team identified 6
“Fault” episodes , i.e. anomalous hyperglycemic episodes caused by a pump fault or
other issues producing similar effects, 3 “Other” episodes, i.e. anomaly not due to a
pump malfunctioning and 29 “Unclear” events, i.e. suspicious data portions lacking
of sufficient evidence pointing out a fault. That amounts to ă 1 “Fault” and “Other”
episodes per patient per month and „ 4 ”Unclear” episodes per patient per month.

As before, we define a TP event when at least one alarm is produced within at
most Tmax “ 6h from when the fault begins and a FN event when a fault occurs, but
no alarm is raised in the following time-window of length Tmax “ 6h. On this dataset
two types of false positives were considered: the standard FP, occurring when an
alarm is produced but no “Fault” episode occurred, and the certain “False Positive
(cFP)”, in which we count only false alarms which did not occur within Tmax form an
“Unclear” episode. Apparently, cFP ď FP.

Table 5.5 reports the performance of iForest vs MCC in each of the seven patients.
At the population level, iForest is able to detect 5 “Fault” episodes out of the 6
identified in the dataset. This high recall is maintained with low FP rate, in fact 8
episodes were incorrectly labeled as faulty and 3 of these 8 were considered suspicious
also by the human operators. This amount to an average of 1 FP per patient in a
month of use. A total of 8 episodes were incorrectly labeled as faulty and 3 of these 8
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TABLE 5.5: Performance on retrospectively labeled dataset

Label iForest MCC
Subject Faults Unclear TP FN FP cFP TP FN FP cFP
Sub01 0 4 0 0 0 0 0 0 6 6
Sub02 2 5 2 0 1 0 2 0 6 4
Sub03 0 6 0 0 2 0 0 0 6 4
Sub04 0 5 0 0 1 1 0 0 9 9
Sub05 1 4 1 0 0 0 1 0 8 6
Sub06 2 2 2 0 2 2 2 0 4 3
Sub07 1 3 0 1 2 2 0 1 8 7
Total 6 29 5 1 8 5 5 1 48 33

were considered suspicious also by the human operators. Considering the length of
the dataset, the obtained incidence of FPs is very satisfying in practice: in average
only 1 FP per patient per month, that seems highly acceptable in practice. iForest
clearly outperforms MCC that has similar recall but drastically higher incidence of FP,
incorrectly labeling 48 events („ 7 per patient) out of which only 15 were considered
suspicious by the operators (cFP“ 33).

Finally, we consider the dataset with faults introduced a-posteriori. In this dataset,
data portions labeled as “Fault” and “Unclear” by the operator were removed, hence
FP always equals cFP. One fault per patient was included by canceling a meal (and
the associated bolus). Table 5.6 shows the detection performance the methods at a
patient level. At the population level, iForest shows good recall, detecting 6 faults
out of the 7 introduced a posteriori. Equal recall is obtained by MCC. Table 5.6 also
reports the number of FP recorded since, due to the dataset changes, the number of
FP is expected to change form the previous case. In fact, iForest commits only 2 FP
largely outperforming MCC, that commits 37 FP.

As a concluding remark, it should be noted that these performances were obtained
without retuning the parameters of the algorithms, i.e. the parameters ψ and τRCA

of iForest and the parameters τRCA of MCC used in this section are those previously
tuned on the simulator.

TABLE 5.6: Performance on a-posteriori modified dataset

iForest MCC
Detected? FP Detected? FP

Sub01 YES 0 YES 6
Sub02 YES 0 YES 6
Sub03 YES 0 YES 5
Sub04 YES 0 YES 9
Sub05 YES 0 YES 4
Sub06 NO 2 NO 2
Sub07 YES 0 YES 5
Total 6/7 2 6/7 37
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5.6 Future directions

In this thisis, we first proposed a (low-dimensional) feature set capable to account for
the dynamics in T1D physiology and then, via a nonlinear transformation, modified
it into a feature set capable to highlight anomalous behaviors associated to pump
faults. Further feature crafting, possibly including additional signals such as physical
activity or delivery of other hormones/drugs, and extensive feature engineering,
albeit appealing for its potential impact on the detection performances of the method,
goes beyond the scope of this work and it is differed to future investigation. In this
respect, we should also point out that the employed techniques, especially iForest, are
able to cope with medium-high feature dimensions p (e.g., p “ 100): this flexibility
allows to easily add new features and then increasing the performance without
incurring in computational issues.

Furthermore, in this work we assumed the availability of 30 days of patient’s
historical data. This could be an issue at the start-up on a new patient. However,
in practical implementation (both embedded in the AP or in Internet-of-Things
implementations) AD methods could exploit pre-loaded population data, instead of
patient data.

We also remark that here we used a unique pre-computed threshold for all patients.
However personalized thresholds can be envisioned for enhanced accuracy.

Additionally, the present work focused on insulin pump faults, however, the
method proposed can be extended to the detection of anomalies caused by other
malfunctioning such as sensor faults or communication errors and to detect incorrect
patient-provided information. Covering these cases is of major interest and will be
investigated in future works.

Finally, an interesting future work is to investigate the performance improvement
achievable on labeled datasets potentially available by resorting to supervised or
semisupervised methods.

5.7 Comments

The most effective of the proposed methods, iForest, underwent a proof-of-concept
validation on real-data of seven patients that have used an AP system for 1 month in
free-living condition. This dataset lacked of labels on the functioning/faulty status
of the pump, so it was retrospectively labeled by a team of domain experts. Since
this procedure is prone to errors and uncertainties, we also consider a modified
a-posteriori dataset, where only certainly not-faulty data were retained and where
a fault per patient was introduced a-posteriori tampering with recorded data and
canceling a meal (and the associated meal-bolus). Albeit affected by several limita-
tions, this proof-of-concept validation on real-data complements the in-silico analysis
proposed and shows very encouraging performance. Notably, these performances
were obtained without need of retuning the algorithm.

This results pave the way for more extensive and solid testing on real-data. The
presented anomaly detection approaches can be used embedded locally on AP sys-
tems but they can also be deployed in remote health-care monitoring systems (Arsand,
Varmedal, and Hartvigsen, 2007; Islam et al., 2015), by exploiting the potential of an
AP system, one of the medical devices more suitable to be used as Internet-of-Things
device. The introduced method expands the landscape of existing fault detection
strategies, with the possibility to construct more sophisticated fault detection solu-
tions that exploit multiple fault detection techniques in parallel.
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Chapter 6

Conclusion and Perspectives

Time series-classification (here we also include anomaly detection) is a broad field of
research that demands algorithms tailored to the specific application.

An important factor to bear in mind is the trade-off between decentralized and
centralized systems. In decentralized systems, one has to employ cheap algorithms
that do not require high computation and memory capability. In this part of thesis,
we focused on such algorithms in the context of AR/GR and AP.

Among the issues that characterize these applications, the following have been
addressed:

• Parsimony. Wearable devices are generally resource constrained. This calls for
parsimonious but effective algorithms. We used sparse representations that
either use few support vectors or a symbolic description that allow to easily
signals with a ridiculous amount of memory and computations, keeping models
interpretable and cheap.

• Invariance. There are many factors to which algorithms have to be invariant.
In this context, we addressed invariance to rotation and time warping.

• Data heterogeneity. Data come from many users in different forms and thus
models have to be flexible enough. We provided models that are effective also
with new users.

• Time-correlation. Regarding AP, we introduced a simple technique that allows
to apply ”static” anomaly detection approaches to time-series data.

The second part will be devoted to deep learning approaches that normally run
on the centralized system. In such framework, there are few constraints on memory
and computational power. However, as we will see, other issues arise.

In the following, we will present future perspectives of the research presented in
this part. In Sec. 6.1 we present a preliminary idea about how to ameliorate current
limitations of the SAX method. Sec. 6.2 is devoted to present future perspectives of
anomaly detection for AP using deep learning methodologies.

6.1 Action/Gesture recognition trough elementary actions

Despite its effectiveness, SAX is not optimal from an information-theory point of view,
because the procedure to create symbols is poorly data-driven. Moreover, contiguous
symbols are created independently, losing the information given by the dynamics.

How can we create data-driven alphabets? The first problem to be solved is how
to segment the signal. Then, once a segmentation method has been chosen, symbols
are built through canonization, that is normalization of signals; however, in most
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of real scenarios and specifically in the problem at hand, normalization approaches
(both in time and amplitude) may not yield satisfying results because the nuisance
factors act in a such a way that signals representing unique gestures are not trivially
"deformed". Fig. 6.1 depicts this fact: the "true" alignment is not well defined since
deformation of real signals does not follow linear affine transformations.

FIGURE 6.1: Atomic gesture normalization. Left figure represents the original atomic gestures:
they have different time and amplitude scales. Moreover, these deformations are not linear
since are they change in different portion of the gestures. Right figure represents the canonized
gesture: blue signal was taken as reference gesture and the amplitude normalization factor is
the maximum amplitude w.r.t. the reference signal amplitude. Time scale was normalized
using resampling and translation was evaluated using the pontifical feature. The canonization

is not able to align the gestures: the deformations are not of the kind at` b.

As we can see that sub-signals are deformed in different ways yielding global
non-linear deformations. On the other hand, this give us the intuition the each atomic
gestures may be thought as a sequence of sub-gestures or actions. In fact, most
activities can be decomposed in gestures that may be performed with different speeds
and power, reflecting local time and space deformations on sensor’s signals. The first
problem to face is how to perform the decomposition, that is, how to recognize the
complex actions in a gesture: we can think actions, in turn, composed by elementary
actions. Thus, each atomic gesture is a sequence of elementary actions. These actions
can be retrieved using the so-called border features, that is the ones that define how to
individuate the delimiters of elementary actions. The simplest ones are local extrema.
A natural way to define an atomic actions is the same with which we define an
atomic gestures, i.e., the trajectory around a local extrema. In fact, there are several
procedures to define elementary actions, among which the four simplest ones are:

1. representing these as fixed-length segments of K ` 1 sample around the ex-
tremum (i.e. K{2 towards left and K{2 toward right),

2. representing these as the segments with borders left and right extremum and
center the current extremum,

3. representing these as the segments growing symmetrically from the center
extremum and up to the first encountered extremum,

4. representing these as the segments between to local extrema.

Method 1 is simple but the fixed length means that is not able to capture both
slow and fast dynamics with the same effectiveness. Method 2 has the advantage to
be adaptive to variations of activity frequencies but is not symmetrically distributed
around the center. Methods 3 is adaptive and symmetrically distributed around
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the center. Methods 4 may have the advantage to be more (locally) invariant to
deformation but it may yields in a set too fragmented and uniformative signals.

The crucial idea of this work consists on forming a canonical basis ta1, . . . , aku
n
k“1

of elementary actions, such that each atomic gesture is an ordered sequence ai1 , . . . , aik ,
ij P t1, . . . , ku. In forming this basis, we need to define a distance between elementary
signals: as claimed above, the same action can be performed with different time
and space scales and then euclidean distances are not directly applicable and DTW-
like distances may be used. The canonization step aims to normalize time and
space scale in order to make signals comparable with a simple L1-distance. Once
defined a distance, a basis may be formed by clustering K different elementary
signals. In recognising complex activities, that may be similar, temporal e spatial
information could be crucial to distinguish gestures: in this case, reducing, apparently
same signals, on the same time or space scale may discard useful information. For
example, walking and running could be comparable once normalized to the same
scale. Thus spatial and temporal information must be accounted for when modelling
a recognition model. Intuitively, different persons have their own signature on
performing a gesture but, normally, they act similarly, i.e., temporal and spatial scale
should not be very different. Therefore, we may assume that two signals similar in
the shapes but very different on time and space scales represent two distinct activities.

Thus, under this rationale, we can think time and space domains as clustered in Kt
time and Ks space scales, respectively. Each 2d-scale (time and space, jointly) admits
a certain number S of shapes that distinguish different gestures or actions. Thus the
canonical basis shall be composed by K “ Kt ¨ Ks ¨ S signals. Another feature that, at
least in general, has to be considered is the mean: different means scales may represent
distinct gestures. The simplest way to consider this feature is to quantize it in Km bins
analogously to time scales. This yields to K “ Km ¨ Ks ¨ Kt ¨ S. A more efficient way to
consider the feature mean is to form the canonical basis with zero-mean segments
and exploit this information directly in the classification phase adding it as feature.
This simplification has as by-product that when the feature mean is uninformative can
be automatically discarded by the classifier. However, even with this simplification,
K may easily reach order 100 (e.g. K “ 5 ¨ 5 ¨ 5 ) resulting too memory-expensive for
wearable devices. In order to reduce the complexity of models we could:

1. considering the space scale analogously to the mean quantization, i.e. subdivid-
ing the space scale in Ks bins and considering this as an additional feature. This
method has the great advantage that the number K reduces by a factor Ks;

2. encapsulating space scale information in the S different shapes for each time
scale, i.e. setting up S such that enough space information is extracted.

All the gestures can be represented as strings (sequence of elementary actions):
thus, the gesture recognition problem is essentially a string matching problem, in
which similarity between string can be evaluated from string kernels. Then, the last
step consists on the classification phase using SVM or RVM classifier. In the following
we describe the algorithm procedures more in detail.

6.1.1 Canonization

First extract all the detrended sub-segments appertaining to the training set represent-
ing the elementary actions, then quantize in Kt equal intervals and define a canonical
length Ti: this could be chosen simply selecting a particular sub-segment as canonical
(specially easy with off-line learning) or imposing T

1

i :“ Tmax
Kt
pi´ 0.5q where Tmax is
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the longest sub-segments’ length. A more conscious choice is Ti :“
řKt

i“1 ciT
1

i
ř

i ci
where ci

is the number of sub-segment laying in interval i; Ti is nothing else that the centroid
of cluster i. Then quantize the means of sub-segments in Km bins and space domain
in Ks bins (otherwise follow method (b)).

Once formed the basis of K elementary signals, when a new sub-segment is
detected it is locally1 normalized in time and space domains as described above.

There are two main shortcomings:

1. The parameters Kt, Km, Ks (if any) and S must be chosen a priori. Often, prior
knowledge is needed in order to select optimal parameters. On the other hand,
other clustering techniques as hierarchical clustering (Hastie, Tibshirani, and
Friedman, 2009) do not need a choice of the number of cluster a priori. However,
we prefer K-means due to its low time-complexity;

2. the number of shapes S is equally fixed for all time scales: this may lead to a
loss of information on one side and redundancy on the other side. In fact, some
time scale could be dense of information, i.e. with a dense number of distinct
shapes, and, by contrast, other time scales could be over-represented.

6.1.2 Classification

The above procedure yields the basis ta1, . . . , aKu of the elementary signals. Then,
all gestures will be projected into this basis space resulting in a collection C “ tsi, |
i “ 1, . . . , Nu of strings s “ taj1 ¨ ¨ ¨ ajnu, |s| “ n, where N is the number of training
predictors, n is the sequence length and i P IK “ t1, . . . , Ku. The simplest way to
perform the classification task is to count the frequency of elementary actions in each
gesture. The resulting predictor is a vector of K frequency counts. Thus the resulting
design matrix D is N ˆ K where K is the cardinality of the canonical basis. This
method does not capture the temporal information, i.e. it does not induce an order
constraint: for example string aab and aba are treated as equivalent albeit they may
represent two different gestures. Temporal information can be exploited using string
kernels vastly used for protein classification (Leslie and Kuang, 2004) and a standard
classifier (such as SVM).

6.1.3 Elementary Actions

Here we shall describe the procedure that only considers time-scale canonization and
not amplitude-scale: the method is easily extendable. For the sake of simplicity, we
assume to use the K-means algorithm for clustering.

First, extract all the sub-segments around local extrema and group all their dura-
tion and run Kt-means clustering, i.e. quantize in Kt representative time scales. Then,
resample retrieved signals to the nearest time scale. This permits to avoid using DTW
techniques given that we compare signals over the same time scale. Here the crucial
idea is to be locally invariant to small deformations but not to large time deformations.
In some application, this rationale is not applicable and a unique time-scale should
be considered.

Different gestures or actions present different shapes: thus for each time-scale,
Ks different elementary actions will be considered. The total number of elementary

1The term locally means that the signal is not totally invariant but it is invariant only for small
deformations. Remember that this properties is consequence of considering signals at remarkable
different scales as representing distinct signals even though shapes are similar.
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actions is K “ Kt ¨ Ks. In order to identify this basis, for each time-scale a Ks-means
clustering is run using the L1-distance. The input matrix is Nt ˆ pt where Nt is the
number of training signals at the given scale and pt is the number of samples of
signals at the given scale.

Some particular actions may present equal shapes but different means, that is,
the mean can be a distinctive feature to identify gestures. On the other hand, in
some other activities, the mean is uninformative. In fact, an athlete performing a
gesture in inclined planes yields different accelerations than one in a flat plane. Here
we suppose the mean is informative: if not, it is sufficient not to consider it. Each
basis signal si can be represented by a symbol ai and then the basis is ta1, . . . , aKu.
Each gesture can be represented by a variable-length sequence of elementary actions.
The result of the procedure presented above is a collection C “ txi, | i “ 1, . . . , Nu
of sequences x “ taj1 ¨ ¨ ¨ ajnu, |x| “ n, where N “

řKt
t“1 Nt is the number of training

predictors, n is the sequence length (not fixed) and j P IK “ t1, . . . , Ku.
The canonization procedure can be tailored to the specific application. For in-

stance, in gesture recognition, we may be more interested in shapes rather than
amplitude or time scales or both.

6.2 Future works for AP

As a future work we plan to tackle the anomaly detection for AP using Deep Learning
techniques. As we already showed in Chapter 5, one of the standard approaches is to
fit a physiological model using Kalman filters and then detect the anomaly by means
of statistical tests on the prediction residuals. However, real physiological systems
are very complex and very variable (e.g. child vs adult). And usually, these models
fit well an average trend, but fail in capturing peculiar signatures, making the test of
residuals ineffective and unreliable.

In the context of Deep Learning, there are two lines that can be followed:

• using common generative frameworks, such GANs (Sec. 7.4) with the task of
fitting CGM data conditional to input signals

• solve an unsupervised problem as a supervised classification. For example,
instead of trying to match and predict the CGM signal, we could set artificial
classes on future windows such as "decreasing/increasing", "derivate more/less
than" etc. This approach has two advantages: the first is that training a super-
vised model is much easier than training a GAN and the second is that we can
easily design classes by exploiting domain expert knowledge.

We will explore both the directions.
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Part II

Robust and interpretable Deep
Representations
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Chapter 7

Motivation and background

In the last years, with the emergence of large datasets, such as (Deng et al., 2009),
Deep Learning (DL) led to a revolution in many different research areas, such as
Computer Vision (Krizhevsky, Sutskever, and Hinton, 2012), Natural Language
Processing (Young et al., 2018), Speech Recognition (Nassif et al., 2019) and Health-
care (Esteva et al., 2019). State-of-the-art results of deep learning on these fields,
overwhelmed fifty years of careful expert feature engineering. However, the no free
lunch theorem holds: we always have a price to pay for. Indeed, although results for
DL are impressive, it is not trivial to ’open’ the black-box. Especially in applications
where humans are involved, robust and interpretable models are paramount. Un-
fortunately, as we will show, common state-of-the-art DL models do not share these
two key properties. This fact motivated recent research directions (Alvarez-Melis
and Jaakkola, 2018; Madry et al., 2017) and the following two chapters. In Chapter 8
we will review recent results on robustness of DL and we will propose an algorithm
which provides a tool to control the accuracy-robustness trade-off, given a cost that
is tailored for the application at hand. Chapter 10 is devoted to the definition of
intepretable classification models. Moreover, we will establish a connection between
transportation theory, robustness and interpretability. Before continuing, we would
like to focus on the definition of interpretabilility: in the literature it is often vacuous
and not precisely stated. In this work, we informally say that a model is interpretable
if its output aligns with a human point-of-view. Thus, in principle, we are not inter-
ested in what happens inside the model but only in its input-output mapping. We
will formalize this concept later on.

7.1 Notation and background

The objective of this section is to fix the notation used in the following two chapters
and to provide the minimum but necessary background in order to produce a self-
contained elaborate to facilitate the reader.

7.1.1 Artificial Neural Networks

Artificial Neural Networks are the foundation of DL technologies. An ANN is the
interconnection of simple units called neurons in a multilayer structure that emulates
a simple brain. We can distinguish three different types of network layers: input,
hidden and output. The input layer provides the input values to the network. The
output layer provides the output of the network and its structure is chosen in order to
match the characteristics of the output; in particular, a regression function is employed
when the output is continuous i.e. y P R, while a classification function (e.g. softmax)
is used (Friedman, Hastie, and Tibshirani, 2001) when the output is categorical which
means t P t0, 1, ¨ ¨ ¨ , Ku where K is the number of classes; hidden layers apply a
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FIGURE 7.1: Generic structure of a FNN. It is possible to distinguish the input layer (blue)
output layer (green) and L hidden layers (red).

transformation to the previous layer’s output, the transformation depends on the
structure of the hidden layer itself. Various ANN structures have been developed
over the years; the simplest one is the so-called Feedforward Neural Network (FNN)
(Fig. 7.1) where the neurons are connected in a directed graph without any feedback
loops. In this case, the hidden neurons apply a non-linear activation function σ to an
affine transformation of the previous layer’s output. We can thus associate a matrix
W l and a bias vector bl to each hidden layer l whose output can be computed as
follows:

yl “ σpW lyl´1 ` blq (7.1)

here σp¨q denotes element-wise application of the activation function σ. Given
the number of neurons at lth layer ql , and the number of neurons at layer l ´ 1 ql´1,
the matrix W l has size ql ˆ ql´1 and the bias vector b has length ql . The output of the
pl ´ 1qth layer is a column vector of dimension ql´1.

i

yl�1
ql�1

yl�1
1

...

...

yli = �(W l
i,: · yl�1 + bli)

FIGURE 7.2: Output of the ith neuron of the kth layer of a FNN. The notation W l
i,: indicates the

ith row of the matrix W l

Common choices for activation functions σ are the sigmoid, tanh and rectifier linear
unit (ReLU) (Nair and Hinton, 2010). Usually, the ReLU function is a good choice
because of its similarity with a linear function and thanks to its consistent gradient
that does not vanishes during training (Goodfellow, Bengio, and Courville, 2016b).
The ReLU function is defined as:

σpxq “ maxt0, xu (7.2)

In recent years, more complex networks called Convolutional Neural Networks
(CNNs) have gained more and more popularity thanks to the advancements obtained
in Computer Vision. CNNs, exploit a multilayer structure similar to FNNs but with
different types of hidden layers, which are alternated. In particular we can distinguish
three kind of hidden layers: (i) convolutional, (ii) pooling, (iii) fully connected.
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(i) Convolutional layers are similar to the one employed in FNNs but in this case,
each neuron applies the activation function to the convolution of the previous layer’s
output with a kernel W l plus a bias term bl . The output of the lth convolutional layer
can then be computed as follows:

yl “ σpW l ˚ yl´1 ` blq (7.3)

Usually, multiple kernels are employed; therefore (7.3) is computed multiple times.
The main motivation of using the convolutional operation is that is equi-variant: if the
input image is translated, the activations of the network in each layer will translate in
the same way. More, formally an operator f is equivariant to g if:

f pgpxqq “ gp f pxqq

Remarkably, operators that are equivariant to shift, can be represented using the
Fouries basis. Since the convolution operation can be applied in any dimension, it is
common, in the presence of 2D data (images) to preserve the original input structure.
The different outputs obtained using different kernels are then stacked and treated
as channels (more details available in (Goodfellow, Bengio, and Courville, 2016b)).
(ii) Pooling layers perform a subsampling of the previous layer’s output, usually
by averaging (average pooling) or taking the maximum value (max-pooling) over a
contiguous region of values. In Fig. 7.3 a graphical explanation of max-pooling is
provided.

MAX

FIGURE 7.3: Representation of the max pooling operation over a two-dimensional input using
2ˆ 2 regions.

(iii) Fully Connected (FC) layers are the same employed in FNNs therefore the
same description applies here. Usually FC layers are placed at the end of the network.
Since the structure of a FC layer is one-dimensional, usually multi-dimensional data
are flattened into a 1D vector for processing by this layer.

ANNs provide an approximation function y “ f ˚px; θq, parametrized by a set of
parameters θ P Θ (matrices and biases in FNNs, kernel/matrices and biases for CNNs)
to an arbitrary complex continuous function f (Goodfellow, Bengio, and Courville,
2016b). The creation of the predictive model thus requires the estimation of the pa-
rameters θ that best approximate the desired output; this is achieved by minimization
of a cost function defined according to the output layer properties; common choices
are Mean Squared Error for regression and cross-entropy for classification. Usually, a
stochastic gradient-descent (SGD) based algorithm is used, exploiting backpropagation
(Rumelhart, Hinton, and Williams, 1988). The term stochastic derives form the fact
that gradients are computed over random mini-batches of data. With the term Deep
Neural Networks (DNNs) we refer to NNs with more than 2 layers (usually > 10).
The success of CNNs for image recognition tasks led to the development of many
variants of convolutional architectures. The most notable are the so-called Residual
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Networks (ResNet) (He et al., 2016) whose internal layer has a residual form:

xt`1 “ xt ` gθpxq

whereas the last (classification) layer is a simple affine transformation Ax` b. Thus
the global form of ResNet is:

fθpxq “ Arθpxq ` b

where rθpxq can be seen as a feature extractor. We will refer to rθpxq as features or
representations. The main advantage of the residual structure is the ability to train
very deep networks with more than 1000 layers due to its implicit regularization
of the landspace (Li et al., 2018). In fact, its form has natural interpretations from
dynamical systems point-view (Lu et al., 2017) and optimal transport (Sonoda and
Murata, 2019). We will also give an optimal transport interpretation of the role of
ResNets in the context of generative frameworks and robust training. Throughout this
work, we will use only ResNets and their variation called Wide-ResNets (Zagoruyko
and Komodakis, 2016).

The last important ingredient of state-of-the-art architectures is Batch Normaliza-
tion (BN) (Ioffe and Szegedy, 2015). Its original motivation was to alleviate the the
so-called internal covariate shift of features statistics during training: the distribution
of each layer’s inputs changes during training, as the parameters of the previous
layers change. And for the authors, this may slow down the training by requiring
lower learning rates and careful parameter initialization. In order to solve this issue
they define a post-activation (applied element-wise) layer:

yt “ γx̂t ` β

where, γ and β are parameters to be learnt and x̂t is the whitened statistic of xt:

x̂t “
xt ´E xt
a

Varpxtq

In practice, expectation and variance are computed over mini-batches and are up-
date on an online fashion. BN allows for higher learning rate and faster training
convergence. However, despite its pervasiveness, the exact reasons for BatchNorm’s
effectiveness are still poorly understood and recent empirical results show it makes
the optimization landscape significantly smoother (Santurkar et al., 2018).

Throughout this thesis, we represent a dataset of N samples and K classes as D “
tx, tuN

i“1, where x P X Ă Rp and t P T , |T | “ K are the input and targets respectively.
The classifier c is of the form cθpxq “ arg maxtPT fθpt|xq where fθp¨|xq is a parametric
model with parameters θ P Θ. The standard risk is: LSTpθq “ Ex,tPD ` p fθpxq, tqwhere
` is the standard cross-entropy loss (Negative Log Likelihood) corresponding to the
class tpxq:

` p fθpxq, kpxqq “ ´ log pθpxqtpxq (7.4)

where:

pθpxqk “
exp fθ ,kpxq

řK
j“1 exp fθ ,jpxq

where by p¨qk we indicate the k-th component of the vector. In order to ease the
notation, from now on will use fθpxq to represent both fθpxq itself and pθpxq. The
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actual meaning will be either not necessary or clear from the context.

7.2 Optimal transport

Since the following two chapters are based on Optimal Transport (OT) theory, we
will review here its main theoretical results obtained since its introduction in 1781
by Monge (Monge, 1781). For an exhaustive review of the main topics of Optimal
Transportation, we suggest to the reader (Villani, 2008).

Informally, the Optimal transport theory tries to give an answer to the following
question: Given a prescribed cost cpx, yq, how can we transport a mass from a source x
to a target destination y in the optimal way? For military reasons, Monge formulated
the optimal transport problem:

min
T

ż

X
cpx, Tpxqqdµpxq

over the set of all measurable maps T such that T#µ “ ν. Thus, it aims at finding the
best plan to move mass µ to mass ν, fixed a cost cpx, yq : X Ă Rp ˆ Y Ă Rp Ñ R.
However, this problem is very intractable as it requires a 1-to-1 transport map T. In
the 1940s, Kantorovich introduced the relaxation of Monge’s problem (Villani, 2008).
Any strategy for sending µ onto ν can be represented by a joint measure ρ on XˆY,
such that

ρpAˆYq “ µpAq, ρpXˆ Bq “ νpBq, (7.5)

ρpAˆ Bq is called a transportation plan, which represents the share to be moved from
A to B. We denote the projection to X and Y as πx and πy respectively, then πx#ρ “ µ
and πy#ρ “ ν. The total cost of the transportation plan ρ is

Cpρq “
ż

XˆY
cpx, yqdρpx, yq. (7.6)

This problem is formalized (in its relaxed form) with the Monge-Kantorovich
problem. It consists in finding the plan ρ, among all the suitable transportation plans,
minimizing Cpπq in (7.6)

Wcpµ, νq :“ min
ρ

!

Cpπq “
ż

XˆY
cpx, yqdρpx, yq : πx#ρ “ µ, πy#ρ “ ν

)

(7.7)

where π denote the projection operator πx : px, yq Ñ x. Its applications goes from
Economics (Figalli, Kim, and McCann, 2011) to Physics (McCann, 1997). In the last
decade, OT gained attention from the Machine Learning and Computer Vision fields
resulting in interesting applications such as color-transfer, shape matching, image
generation and many others (Peyré and Cuturi, 2018).

Problem (7.7) is called the primal formulation of the OT problem. Its dual form (Vil-
lani, 2008) is:

Wcpµ, νq :“ max
ϕ,ψ

!

ż

X
ϕpxqdµpxq `

ż

Y
ψpyqdνpyq

)

, ϕpxq ` ψpyq ď cpx, yq (7.8)
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where ϕ : X Ñ R and ψ : Y Ñ R. Re-defining ϕ Ð ´ϕ and ψ Ð ´ψ, (7.8) can be
rewritten as:

Wcpµ, νq :“ min
ϕ,ψ

!

ż

X
ϕpxqdµpxq `

ż

Y
ψpyqdνpyq

)

, ϕpxq ` ψpyq ě ´cpx, yq (7.9)

In this (more counter-intuitive) formulation´cpx, yq is a negative cost, that is, a utility
or profit bpxq: the constraint ϕpxq ` ψpyq ě bpx, yq requires that the total profit is at
least bpx, yq. A simple way to ensure the optimality constraint is satisfied is to set a
ψpyq given by the so-called c-transform:

Definition 2 (c-transform). Given a real function ϕ : X Ñ R, with X compact and c
strictly convex, the c-transform of ϕ is defined by

ϕcpyq “ max
xPX

´cpx, yq ´ ϕpxq “ min
xPX

cpx, yq ` ϕpxq (7.10)

.

The constrained problem (7.9) can written as the unconstrained problem:

Wcpµ, νq :“ min
ϕ

!

ż

X
ϕpxqdµpxq `

ż

Y
ϕcpyqdνpyq

)

(7.11)

Let ϕOTpxq the potential solving (7.11), then the c-transform corresponds to the
transportation map (Villani, 2008) Tpxq from µ to ν:

Tpxq “ arg max
yPY

´cpx, yq ´ ϕOTpyq (7.12)

and
Tpyq “ arg max

xPX
´cpx, yq ´ ϕc

OTpxq

is the "backward" optimal map from ν to µ. In case of quadratic cost cpx, yq “
1
2}x ´ y}2, if we agglomerate 1

2}x}
2 and 1

2}y}
2 with their respective potentials ϕpxq

and ψpyq, the c-transform specializes to the Fenchel-Lengendre transform:

ϕ˚pyq “ max
xPX

xJy´ ϕpxq (7.13)

that is convex in y (Boyd and Vandenberghe, 2004). Finally, we introduce the so-called
Wasserstein metrics, defined in the following:

Definition 3. Let X a Polish space endowed with a metric d. For p ě 1, let PppX q
denote the collection of probability measure with finite p-th moment. We define the
p-Wasserstein distance between µ and ν as:

Wppµ, νq :“
ˆ

inf
ρ

ż

XˆX
dpx, yqpdρpx, yqq

˙
1
p

(7.14)

such that πx#ρ “ µ, πy#ρ “ ν.

When p “ 1, we have the equivalent Kantorovich-Rubinstein formulation:

W1pµ, νq :“ min
ϕPLippϕqď1

!

ż

X
ϕpxqdµpxq ´

ż

Y
ϕpyqdνpyq

)

(7.15)
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where the maximum is taken over the set of 1-Lipshitz functions. Informally, if c is
a distance, a function ϕ is c-convex function if and only if is 1-Lipshitz. Thus the
c-transform is ϕc “ ´ϕ and the transport map becomes:

Tpxq “ arg max
yPY

´cpx, yq ` ϕOTpyq (7.16)

7.2.1 Brenier’s theorem

Brenier (Brenier, 1991) gave an important contribution to the Monge-Kantorovich
problem, providing an explitit form of the transportation map:

Theorem 4 (Brenier’s theorem). Let µ and ν on a compact domain X Ă Rp. Assume µ
does not five mass to small sets, and that the cost cpx, yq “ hpx´ yq with h strictly convex.
Then, there exists a unique transport map with form:

Tpxq “ x´ p∇hq´1p∇ϕpxqq.

When cpx, yq “ 1
2 |x´ y|2, we have

Tpxq “ x´∇ϕpxq “ ∇
ˆ

x2

2
´ ϕpxq

˙

“ ∇upxq.

In this case, the Brenier’s potential u and the Kantorovich’s potential ϕ is related by

upxq “
x2

2
´ ϕpxq. (7.17)

This theorem says that once we have our estimate of the convex potential ϕ, then
the transportation is a simple function of its gradient evaluated in the source point x.

7.2.2 Displacement interpolation

A fundamental concept known in optimal transport theory is displacement interpolation
of probability measures.

Definition 5 (Villani (2008)). Let µ and ν two probability measures on Rp. Consider
the cost cpx, yq “ }x´ y}2. Let ∇ϕ be the optimal transport map such that ∇ϕ#µ “ ν.
Define:

ρτ “ rp1´ τqId` τ∇ϕs# µ

The path defined by probability measures pρτq0ďτď1 is the minimum cost path
(geodesic) from µ to ν. Moreover, we have:

ρτ “ arg min
$

p1´ τqWpµ, $q ` τWp$, νq

Displacement interpolation and displacement convexity was fundamental concept
to show that certain potential functional used in physics, such as for interacting gas,
that are not convex in Rp, they are convex in the the space of Wasserstein space of
interpolations (McCann, 1997).
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7.2.3 Discrete Optimal Transport

In many real-world applications, we do not have (access to) continuous probability
measures, but usually to empirical estimates or directly discrete measures. Suppose
the existence of two discrete spaces X and Y with measures:

µ “
n
ÿ

i“1

δxi , µ “
n
ÿ

j“1

δyj

where δ represents the Dirac delta. Any measure on the set of admissible plans must
be represented by a bi-stochastic matrix nˆ n π “ pπi,jq, which means that:

ÿ

i

πi,j “ 1 and
ÿ

j

πi,j “ 1

The transportation cost is represented by a nˆ n matrix C:

Definition 6 (Cost matrix Cdp). A symmetric positive semi-definite matrix C P Rnˆn
`

defines a pseudo-Riemannian metric on the domain, an entry Ci,j is the cost of
transporting unit probability mass from class i to class j. Note that Ci,i “ 0. The
notation Cdp denotes the element-wise pth-power of C.

Thus, in the discrete domain, p-Wasserstein distance between µ and ν for p P
r1,8q becomes:

Wp
p pµ, νq “ inf

π P Πpµ,νq

@

π, CdpD (7.18)

where Πpµ, νq “
!

π P RKˆK
` : µ “ π1, ν “ πJ1

)

is the set of joint probability dis-
tributions with q as the right marginal and q1 as the left marginal; 1 denotes the
all-one vector and x¨, ¨y is the Frobenius inner product on matrices. For 0 ă p ď 1,
the Wasserstein distance in (7.18) is defined to be Wp pµ, νq “ infπ P Πpµ,νq xπ, Cdpy;
note the absence of pth power on the left-hand side. For any separable complete
metric space pX , dq and p ą 0, the metric space pPp, Wpq is complete and separable,
Pp being the set of probability distributions supported on X (Ambrosio, Gigli, and
Savaré, 2008).

Problem (7.18) takes OpK3q operations to be solved using linear programming or
interior point methods. (Cuturi, 2013) proposed a smoothed alternative to (7.18) by
adding a convex negative entropic term

λWp
p pµ, νq “ inf

πPΠpµ,νq

@

π, CdpD´ λ´1Hpπq, (7.19)

Hpπq “ ´
řn

i,j“1 πi,j log πi,j that enables an efficient algorithm based on Sinhorn-
Knopp iteration (Sinkhorn, 1964) to approximate π˚. Large values of λ give better
approximation to the exact distance Wp

p and it can be shown that λWp
p converges to

Wp
p as λ Ñ8 (Peyré and Cuturi, 2018).

7.2.4 Gradient flows

Let F : Rp Ñ R be a function and an initial point x0 P R
p. A gradient flow (Santam-

brogio, 2015) is an evolution starting from x0 and always moving in the direction
where F decreases (increases) the most, thus “gradually minimizing (maximizing)” ϕ.
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More precisely, it is just the solution of the Cauchy problem:
"

9xptq “ ´∇Fpxptqq
xp0q “ x0

if it is a minimizing flow or
"

9xptq “ ∇Fpxptqq
xp0q “ x0

if it is a maximizing flow. In the following we will use the maximizing gradient flow.
The minimizing one is obtained by trivial changes.

The discritization of the flow is given by the sequence:

xτ
k`1 P arg max

x
Fpxq ´

|x´ xτ
k |

2

2τ

This discretized formulation can easily be adapted to metric spaces. If we have the
metric space pX , dq and a upper semi-continuous function (u.s.c.) F : X Ñ RY t`8u

bounded from above, we can define:

xτ
k`1 P arg max

x
Fpxq ´

dpx, xτ
k q

2

2τ
(7.20)

This argument can be extended also to functionals F : PpΩq Ñ R, with Ω compact,
in the 2-Wasserstein spaceW2.

xτ
k`1 P arg max

x
Fpxq ´

W2
2 px, xτ

k q

2τ
(7.21)

7.3 f-divergences

Another tool we will consider are the so-called f -divergences. Given two distributions
µ and ν defined on the domain X , we define the f -divergence,

D f pµ}νq “

ż

X
f
ˆ

dµ

dν

˙

dν, (7.22)

where the generator function f : R` Ñ R is a convex, lower-semicontinuous function
satisfying f p1q “ 0. The KL-divergence is a particular case of (7.22):

Definition 7. Let µ, ν P PpRpq The KL-divergence is given by:

DKLpµ, νq “

ż

log
dµ

dν
dµ

if µ is absolutely continuous with respect to ν pµ ! νq and `8 otherwise.

Thus the DKL is obtained with the generation function f ptq “ t log t. For a sum-
mary of the most common f-divergences please see (Nowozin, Cseke, and Tomioka,
2016).
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FIGURE 7.4: Illustration of generative framework using the Minimum Kantorovitch Estimator
or f -divergences.

f-divergences can be expressed by their dual formulation:

D f pµ}νq “ sup
gPG

"
ż

gdµ´

ż

f ˚pgqdν

*

, (7.23)

where G is an arbitrary class of functions g : X Ñ R and f ˚ is Legendre-Fenchel
transform. In view of this, let us remind the dual variational formulation of the KL
divergence:

Proposition 8. Let ν, µ P PpRpq. Then:

DKLpµ}νq “ 1` sup
gPG

"
ż

Rp
gdµ´

ż

Rp
egdν

*

(7.24)

Proof. This proposition is result of the convexity of ´ log x and by recognizing that it
can be obtained by the Legendre transform:

´ log x “ sup
yă0
txy` 1´ logp´

1
y
qu “ sup

g
“ tg´ xegu ` 1

7.4 Generative Adversarial Networks

The objective of generative frameworks is to learn a probability distribution by
a parametric model from which it is easy to sample. In the context of DL, the
two most well-established generative frameworks are Generative Adversarial Net-
works (GANs) (Goodfellow et al., 2014) and Variational Auto-Encoders (Kingma and
Welling, 2013). Here we will overview only GANs, since they are mainly related to
this thesis which is focused on discriminative models.

The idea of common generative frameworks is quite simple: choose (for GANs)
or learn (for VAEs) a distribution µ from which it is to sample and map it to a target
distribution ν through a parametric model.

More precisely, one wants to find the parametric map Tξ that transports µ to ν
solving the problem:

min
Tξ

DpT#µ}νq (7.25)

where D “ D f if using f -divergences or D “ Wc if using Wasserstein metrics. The
latter are called Minimum Kantorovich Estimators (MKE). In general, the maximum
likelihood estimator is undefined or difficult to compute (because the support of the
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measures T#µ are singular) while MKEs are preferable because they are always well
defined (Arjovsky, Chintala, and Bottou, 2017). Moreover, when the target density ν
is not known and it is in a high-dimensional setting, the divergence cannot be easily
estimated.

GANs try to overcome these issues by playing an adversarial game. In fact, a
GAN model consists of a generator T and a discriminator ϕ, both represented as deep
networks. The generator samples from a simple distribution and generates samples,
while the discriminator estimates the probability that a sample came from the training
data rather than T. Both generator and the discriminator are trained simultaneously.
For a given f -divergence the f -GAN problem amounts to solve (Nowozin, Cseke,
and Tomioka, 2016):

Lrθ, ξs “ min
θ

max
ξ

"
ż

ϕθpxqdνpxq ´
ż

ϕ˚θ pTξpxqqdµpxq
*

(7.26)

where f ˚ represents the Legendre transform defined as shown in Sec. 7.3 and µ is
usually an isotropic noise, such as a Gaussian in Rd and d ! p. Moreover, the form ϕ
and its corresponding domain depends on the D f used. For example, the original
GANs, that are equivalent to Jensen-Shennon divergence (up to a translation) assume
the form:

min
θ

max
g

Lrϕ, ξs ” ´ E
Z„µ

“

log
`

1´ fθpTξpZqq
˘‰

´ E
X„ν

log fθpXq (7.27)

and fθ is given by the sigmoidal output of the distriminator. With an optimal transport
point of view, this consists in a minimax where:

• fixed the generator T, the player ϕ will (try to) to balance the mass: it will move
mass from the regions where T is large (that is, T#νpyq ě νpyq) to regions where
T is small (that is, T#νpyq ď νpyq);

• conversely fixed ϕ, T will try to reach the optimal T˚ “ log f 1
´

T#µpyq
νpyq

¯

, where
we remember that in this context f represents the generator function of the
divergence and not the output fθ of the network. The previous term is large
where there is a lack of mass and it is small where there an extra portion of
mass.

The game converges where the two players do not have mass to move anymore.
In other words, the game finishes when the generator is not able to fool anymore
the discriminator and the latter is not able to distinguish a real sample (e.g. image)
from a one generated by T. It is easy to see that the point of equilibrium is a Nash
equilibrium.

GANs are able to generate very realist images (see for example Fig. 7.5). Fur-
thermore, we would like to remark that they do not need an explicit expression of
the distribution of real data. Due to its effectiveness, this framework received much
attention in numerous computer vision tasks such as image inplainting (Pathak et al.,
2016; Yeh et al., 2017), object detection (Radford, Metz, and Chintala, 2015), semantic
segmentation (Luc et al., 2016), image super resolution (Ledig et al., 2017). These are
only very few examples of fields that have benefited from using GANs.

The major limitations of GANs are mode collapse and the instability of training.
Mode collapse simply means that the training may converge to regions where data is
not defined. This usually happens when trying to fit multi-modal distributions. One
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FIGURE 7.5: GANs can generate realist images. Images are adapted by Brock, Donahue, and
Simonyan (2018).

FIGURE 7.6: Illustration of GANs model.

way to partially fix this issue is to make, at every step of generator update, multiple
steps of gradients update for the discriminator in order to assure optimality of ϕ. In
this way, gradient updates for the generator are more reliable. Instead, instability also
depends on the divergence used: as we mentioned above for maximum likelihood
approaches, common divergences such KL or Total Variation, are not always well
defined. In fact, when are dealing with distributions supported by low dimensional
manifolds (like images), the KL distance is not defined (or simply infinite) because the
model manifold and the true distribution’s support may have negligible intersection.
A remedy was was to inject noise to input. However, a common noise was a Gaussian
noise that tends to make the image blurry. In order to tackle this issues, (Arjovsky,
Chintala, and Bottou, 2017) introduced Wasserstein GANs (WGANs) which are
simply GANs where the employed divergence is the 1-Wasserstein distance (7.15),
which is always well-defined.
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Chapter 8

Robustness of DL models

In this chapter will discuss the main problem that motivated the research presented
in Chapter 9: the robustness to input perturbations. Moreover, we will present the
most effective framework to achieve robust models as it will be the baseline for our
experiments and new algorithms.

8.1 What is an adversarial example?

Szegedy et al., 2013 was the first paper which discovered that DNNs are susceptible
to adversarial perturbations, i.e., modifications to the input image that although
imperceptible to the human eye cause the network to mis-classify, confidently, the
image. In Fig. 8.1 we provide an example of adversarial perturbations adapted
from Moosavi-Dezfooli, Fawzi, and Frossard, 2016.

At the time, this worst-case perturbation x‹ around a point x was computed by a
first-order procedure called Fast Gradient Sign Method (FGSM). FGSM is an attack
for an }¨}8-bounded adversary and computes an adversarial example as

x‹ “ x` ε sign∇x` p fθpxq, tq
l jh n

δ

(8.1)

where the perturbation has to respect the condition }δ}8 ď ε. Of course, this attack
ca be generalized to other norms. We can interpret this attack as a simple one-step
scheme for maximizing the inner part of the saddle point formulation. After the
original work, many other attacks were proposed, e.g. DeepFool (Moosavi-Dezfooli,
Fawzi, and Frossard, 2016) which consists on a iterative first-order projections on the
boundaries. Despite its simplicity, it is very effective to find bounded perturbations.
Adversarial perturbations are easy to synthesize and they may even generalize
across different networks (Moosavi-Dezfooli et al., 2017). This suggests surprising
vulnerabilities in these state-of-the-art classifiers and it has resulted in a flurry of
activity towards understanding this phenomenon (Schmidt et al., 2018; Fawzi, Fawzi,
and Frossard, 2018), building robustness and defenses against it (Goodfellow, Shlens,
and Szegedy, 2014; Madry et al., 2017), as also discovering new attacks (Carlini
and Wagner, 2017; Athalye, Carlini, and Wagner, 2018; Papernot, McDaniel, and
Goodfellow, 2016; Papernot et al., 2016).



98 Chapter 8. Robustness of DL models

FIGURE 8.1: Adversarial example. Top row: an original image x classified as a whale. Bottom
row: (left) adversarial image x ` δ classified as a turtle, (right) δ perturbation found by

DeepFool.

8.2 Adversarial training

All of these approaches used to find adversarial perturbation can be considered as an
attempt to solve the maximization:

E
x,tPD

max
δPM

` p fθpx` δq, tq (8.2)

whereM a opportune set, that commonly consists on the ball

M “Mε “

!

δ : }δ}p ď ε
)

.
In order to solve the inner problem of (8.4), a powerful adversary is a multi-step
variant, which is essentially projected gradient descent (PGD) on the negative loss
function:

xt`1 “ Πx`M8

`

xt `∇x` p fθpxq, tq
˘

(8.3)

where Πx`M8
is the projection operator that guarantees that adversary is bounded

on the the fixed ball.
Thus, with a robust optimization point of view, the most natural way to obtain a
robust model is to solve the saddle point problem (Madry et al., 2017):

Lrobpx; θq “ min
θ

E
x,tPD

max
δPM

` p fθpx` δq, tq (8.4)

Thus the previous problem corresponds to replacing the input point x by its
corresponding adversarial perturbations x‹ and then training the network on the
new perturbed input. However, the gradient ∇θ` p fθpx‹q, tq is not guaranteed to be a
valid (descent) direction for the saddle point problem (8.4). In general, this guarantee
is provided by the Danskin’s theorem (see Appendix A.1) which requires the loss
` to be continuously differentiable in θ. However, due to ReLU and max-pooling,
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the loss function is not continuously differentiable. Nevertheless, one argument also
provided by Madry et al., 2017 is that since the set of discontinuities has measure zero,
we can assume that this will not be an issue in practice, as we will never encounter
the problematic points. Moreover, Danskin’s theorem assumes that the inner max-
imization is solved which cannot be guaranteed (due to not concavity of the inner
problem) and PGD will converge to local maxima. However, if the inner maximum
is a true adversarial example for the network, then SGD using the gradient at that
point will decrease the loss value at this particular adversarial examples, thus making
progress towards a robust model and making the network progressively smoother.
In fact, as empirical findings show, local maxima found from PGD are already good
in the sense the they maximize the loss very well.

Solving the saddle-point problem allows to achieve adversarial robustness. However,
the the no free lunch theorem holds: robustness has a price, that is, robust models
have low classification accuracy even on clean data. This is a fundamental trade-off
under certain analyses (Tsipras et al., 2018b; Fawzi, Fawzi, and Fawzi, 2018). For
example, on CIFAR-10, with the }¨}8 norm, an ε “ 8{255 causes a decrease of accuracy
of 8%, passing from 96% to 88% for a W-28-10. This is the key point that motivated
the next chapter: an adversarially robust classifier with low accuracy is unlikely to be
used in practice, since practical applications require both.
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Chapter 9

Directional robustness

In many real-world applications of Machine Learning it is of paramount importance
not only to provide accurate predictions, but also to ensure certain levels of robustness.
Adversarial Training is a training procedure aiming at providing models that are ro-
bust to worst-case perturbations around predefined points. Unfortunately, one of the
main issues in adversarial training is that robustness w.r.t. gradient-based attackers is
always achieved at the cost of prediction accuracy. In this chapter, a new algorithm,
called Wasserstein Projected Gradient Descent (WPGD), for adversarial training is
proposed. WPGD provides a simple way to obtain cost-sensitive robustness, resulting
in a finer control of the robustness-accuracy trade-off. Moreover, WPGD solves an
optimal transport problem on the output space of the network and it can efficiently
discover directions where robustness is required, allowing to control the directional
trade-off between accuracy and robustness. The proposed WPGD is validated in this
work on image recognition tasks with different benchmark datasets and architectures.
Moreover, real world-like datasets are often unbalanced: this chapter shows that
when dealing with such type of datasets, the performance of adversarial training are
mainly affected in term of standard accuracy.

9.1 Related work

As we summarized in Sec. 8.2, the most common approach to provide models ro-
bust to adversarial examples is Adversarial Training (Madry et al., 2017), a training
procedure belonging to the class of minimax problems, in which a inner loop finds
the worst-case data point x‹ and the outer loop minimizes the target loss on x‹. An
adversarially robust classifier with low accuracy is unlikely to be used in practice,
practical applications require both. Although much effort has been devoted to theo-
retically understand robustness, its practical consequences in industrial applications
received few attention from the literature only recently (Ibitoye, Shafiq, and Matrawy,
2019). In particular, in many industrial applications such as IoT, autonomous driv-
ing (Qayyum et al., 2019) and predictive maintenance (Susto et al., 2014), errors and
faults have different priorities and importance: for example, if a recognition system of
an autonomous car misclassifies a cat as a dog there should be reasonably no damage.
On the contrary, if it classifies a human as a truck or a dog, the decision may cause
dramatic consequences.

This chapter is mainly related to Madry et al., 2017; Tsipras et al., 2018a. Although
they give theoretical and practical results on the connection between robustness
and accuracy for adversarial training, they don’t analyze how the accuracy gap is
distributed. They also argue that adversarial training requires extra capacity in order
to build complex boundaries (Kolter and Wong, 2017). In contrast, Moosavi-Dezfooli
et al., 2018 have recently argued that adversarial training leads to flatter decision
boundaries and in fact, explicitly penalizing the curvature of the decision boundary
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is a good technique to train robust classifiers. Our results corroborate these findings.
The accuracy gap of adversarially trained networks with respect to standard cross-
entropy trained networks can be explained, very well as our experiments show, by
the network getting these pairs of classes incorrect. Semantic metrics, e.g., those
derived from WordNet (Miller, 1995) to aid visual classification have been popular to
introduce a new data-modality in standard supervised learning (Deng et al., 2010;
Deng et al., 2014). We identify the inherent visual metric that the network induces
while being trained using cross-entropy loss or the adversarial loss. Lastly, our
method of using an optimal transport formulation to impose a metric on the label
space of deep networks bears close resemblance to the work of Frogner et al., 2015.
This work uses the Wasserstein loss computed using the Sinhorn-Knopp iteration to
predict multi-label images. The present work is the first to use the optimal transport
formulation to induce a cost-sensitive adversarial training of deep networks. Further,
for single-label images, we show that the optimal transport problem has a closed
form solution which makes it computationally equivalent to the cross-entropy loss;
this simple but powerful property may be of independent interest for problems
like hierarchical classification (Girshick et al., 2013; Wu, Tygert, and LeCun, 2017;
Bagherinezhad et al., 2018).
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FIGURE 9.1: CIFAR-10. Fig. 9.2a is a matrix of pairwise distances between classes as computed
by averaging a first-order estimate of the distance of the images to the decision boundaries.
Classes from top to bottom are: airplane, car, bird, cat, deer, dog, frog, horse, ship, truck.
Fig. 9.2b shows the difference in the confusion matrix of a Wide Residual Network trained
using Projected Gradient Descent (PGD) and that of the standard cross-entropy loss. The
accuracy gap is well-explained by such a “visual metric”; the correlation of entires in the two

matrices is ´0.65.

In view of these issues, the main contributions of this chapter are:

• we show that the quantitative and qualitative difference between robust and
standard models correlates with the visual metric of classes, ie. it is aligned with
the human notion of distance between classes. Adversarially trained networks
learn to (mostly) ignore fine-grained classification and confuse classes with
samples that are close to the decision boundaries. This result is corroborated
by Moosavi-Dezfooli et al., 2018 where it is shown that adversarial training
leads to boundaries with low curvature;

• we show that robust models are less confident in their predictions than standard
models are;
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• inspired by the previous observation, we present Wasserstein Projected Gradi-
ent Descent (WPGD), an algorithm for adversarial training of deep networks.
WPGD improves the efficiency of the inner loop in gradient-based defences such
as Projected Gradient Descent (PGD). WPGD formulates an optimal transport
problem on the label space with the underlying metric given by the distances
of the classification boundaries between classes. This metric guides the search
for adversarial perturbations towards classes that are visually dissimilar. It is
shown that training deep networks using WPGD is effective in shaping bound-
aries to maintain direction robustness where required will maintaining accuracy
on similar classes.

Moreover, we would like to notice that, although our experiments regard image
recognition tasks, the WPGD framework can be easily extended to other types of data
such as time-series.

The rest of this chapter is organized as follows. We discuss building blocks of
our approach, viz., estimating the distance to the boundaries and optimal transport
in Sec. 9.2. Properties of adversarial training are discussed in Sec. 9.3, Sec. 9.4 dis-
cusses the WPGD algorithm and experimental results on MNIST (LeCun et al., 1998),
CIFAR-10 and Tiny Imagenet datasets for different deep networks. Related work and
discussion are provided in Sec. 9.1 and Sec. 9.6 respectively.

9.2 Building blocks

This section describes the building blocks of our approach. We will refer to the
standard cross-entropy loss as `CE in order to distinguish it with the wasserstein
loss Def. 13 and to cθpxq “ arg maxtPT fθpt|xq as the predicted class. We remind that
adversarial training consists on solving the saddle-point problem:

min
θ
E
X

”

max
x1 PMpxq

`CEpx1, t; θq
ı

; (9.1)

In this work, we only consider Mpxq “ M8pxq “ tx1 : }x1 ´ x}8 ď εu to be the
infinity-norm ball around x to obtain an algorithm based on projected gradient de-
scent (PGD) (Boyd and Vandenberghe, 2004). We would like to remark that the
theoretical properties described in the following are generally applied to general
setting and not only Euclidean perturbations. We refer to natural error (NE) and
adversarial error (AE) as the errors obtained with natural images and adversarial
images, respectively. In this thesis, we only use `8 perturbations for all the experi-
ments regarding real datasets while we use `2 perturbations for the synthetic example
in Sec. 9.3.4.

9.3 Properties of adversarial training

In this Section some effects and properties of adversarial training on various aspects
are reported. Such aspects are:

• the qualitative and quantitative description of classification errors, measured
by the accuracy gap (Sec. 9.3.1);

• unbalanced classification problems (Sec. 9.3.2);

• the characterization of output confidence ( Sec. 9.3.3);
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• the characterization of boundaries (Sec. 9.3.4).

The aforementioned effects are supported by experiments reported in this Section.
The properties and effects of adversarial training reported here have motivated

WPGD that will be presented in the following Section.

9.3.1 Accuracy gap

In order to ease the understanding of the results on this Section, the notion of accuracy
gap is defined as the following:

Definition 9. Let Cpgd and Cce be the confusion matrices of robust and standard
models, respectively. The accuracy gap G is defined as the absolute difference between
the confusion matrices:

G “ |Cpgd ´ Cce|

Although it is known that robustness is obtained at cost of accuracy (Madry et al.,
2017; Tsipras et al., 2018b), it is not still clear in the literature whether this gap can be
mitigated1. In this work, a first step into tackling this problem is taken by studying
how errors are distributed between images and classes: it is shown in the following
that mis-classification errors are distributed following the visual metric, meaning that
robust networks tend to destroy fine-grained classification. Qualitatively, the visual
metric is a distance between classes that can be easily interpreted by humans. One
approach for defining such visual metric is to employ the distance from boundaries
of a deep neural network: in fact, Saxe, McClelland, and Ganguli, 2019 showed that
NNs learn representations that are well-aligned with our idea of visual similarity.

Due to high-dimensionality of input, obtaining a good approximation of the
visual metric is not easily feasible. However, it can be replaced by the semantic metric
provided by WordNet (Miller, 1995), which is a good proxy for the visual metric as
also showed by Deng et al., 2010. For MNIST, we use a linear classifier on the input
pixels whereby we can compute the boundaries accurately.
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FIGURE 9.2: CIFAR-10 dataset. In panel (a) it is reported a matrix of pairwise distances
between classes. Classes are (top to bottom): airplane, car, bird, cat, deer, dog, frog, horse,
ship, truck. Panel (b) shows the accuracy gap between a Wide Residual Network (Zagoruyko
and Komodakis, 2016) trained using PGD and one trained with the standard cross-entropy

loss.

1On MNIST dataset, high capacity networks reduce the accuracy gap to near zero. However, in more
complex datasets, such as CIFAR-10, this gap exists even with very large networks.
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Fig. 9.2 illustrates results for CIFAR-10. In particular, Fig. 9.2b shows the accuracy
gap between a Wide Residual Network (Zagoruyko and Komodakis, 2016) trained
using PGD and one trained with the standard cross-entropy loss. From this figure, it
is easy to see a visual correlation between metric and accuracy gap. Interestingly, the
errors that are explained by such metrics, correspond to classes which are visually
similar. For instance, Fig. 9.2 shows a gap on the pair bird-airplane which are visually
similar but semantically different. Analogously, in Fig. 9.3, Fig. 9.4 and Fig. 9.5 it is
shown the WordNet metrics and the relative accuracy gaps for MNIST, Tiny-Imagenet
and CIFAR-100, respectively. Similar results are identifiable also for these datasets. In
fact, regarding MNIST, not surprisingly, digits "0" and "1" hardly fool each other. The
most similar digits are "4" and "9": in fact, a small manipulation of such digits can be
sufficient to make them indistinguishable. Also, regarding CIFAR-100, as an example,
from indices 8-11 there is an evident cluster composed by the classes man, boy, woman
and girl. Other very connected classes are bridge, skyscraper, house, castle and road.
Moreover, there are animals that are semantically different but which are visually
similar, such the couple 32-90 that are seal and otter respectively. The bottom-right
cluster represents flowers and plants.

In Table 9.1 a quantitative measure (supporting the aforementioned ’visual’ re-
sults) of the correlation between accuracy gap and relative metric is provided. The
minus sign is due to the fact that confusion matrices and distances are inversely
correlated: when the values of diagonal increase of the confusion matrices, then
the distance between classes decreases, on average. For MNIST the correlation is
higher since we are using an approximation of the actual visual metric, while for
CIFAR-10 and CIFAR-100 the correlation is lower because some pairs, for example,
bird-airplane are semantically different. Moreover, it is remarked that with high
output dimension, the correlation decreases even when there are well-correlated
structures.

MNIST CIFAR-10 CIFAR-100 Tiny-
Imagenet

Correlation -0.88 - 0.65 -0.35 -0.22

TABLE 9.1: Correlation ρ between accuracy gap and relative metric for all the datasets.
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FIGURE 9.3: MNIST dataset: Accuracy gap G between baseline model and PGD-trained
model with ε “ 20 Fig. 9.3b and ε “ 38 Fig. 9.3c. The gap in accuracy caused by PGD training
correlates with the visual metric. This causes the network to be less effective in fine-grained

classification.

Given these premises and observations, the following conjecture can be made:
when the number of classes is high then boundaries among similar classes becomes
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FIGURE 9.4: Accuracy gap between baseline model and PGD-trained model with ε “ 8 for
TinyImagetNet.
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more complex. Thus, as an ablation study, two 2-classes problems with the CIFAR-10
dataset are reported in the following: the first problem is to distinguish classes airplane
(id: 0) and horse (id: 7) while the second is cat (id: 3) vs dog (id: 5). The cat-vs-dog
classification problem is intrinsically difficult since the two classes have many features
in common. Moreover, CIFAR-10 have low-resolution images making (sometimes)
this classification task not trivial also for human classifiers. On the contrary, airplane-
vs-horse is a simple task and thus one should expect that adversarial training does
not decrease much natural accuracy. This is confirmed in Fig. 9.6, where it is shown
that even in simple settings, adversarial training affects dramatically fine-grained
classification.

9.3.2 Unbalanced classification

Although real-world datasets are long-tailed (Deng et al., 2009), most of the experi-
ments and theoretical findings on the accuracy-robustness trade-off in the literature
were performed with balanced datasets (Tsipras et al., 2019).

Through an experimental analysis, we show that when classes are unbalanced, ad-
versarial training can have dramatic effects on natural accuracy. For this analysis, the
same 2-classes problems of the ablation study reported in subsection 9.3.1 are selected:
cat-vs-dog and airplane-vs-horse. Classes are artificially randomly unbalanced such
that their ratio is 0.3.

The results of these two experiments are shown in Fig. 9.6: two different consider-
ations are here reported. The first is that when classes are similar, as mentioned above,
PGD heavily impacts on the performance with respect to standard training. Instead,
for dissimilar classes, the effect is much less pronounced. This a solid argument for
supposing that using a single ε may be not optimal. The second consideration is that
when dataset is unbalanced, PGD further amplifies the difficulty of the classification
task. For example, for cat-vs-dog (Fig. 9.6d), in presence of unbalance, the model
can’t be fit at all.

9.3.3 Entropy of softmax outputs

One of the issues of ’standardly’ trained network, is that they are over-confident, that
is, they tend to predict classes with with high probability even when images are not
clear (Guo et al., 2017). Adversarial training can be seen as an implicit regularization
and thus it is legitimate to analyze confidence of predictions on robust models.
Indeed, in Fig. 9.8 it is shown that another characteristic of adversarial training is
reducing confidence of predictions; in fact, the entropy of class logits of the robustly
trained network is much higher. This suggests that confidence scores obtained by
thresholding the softmax predictions should be changed. Thus, it may seem that
robust representations are less discriminative than standard ones. 2 It turns out that
this intuition is true and supported by Fig. 9.7. In order to assess the structure of
representations, it has been employed t-SNE (Maaten and Hinton, 2008), a technique
that allows to visualize high-dimensional data in 2 or 3 dimensions. From Fig. 9.7,
it is clear that robust representations are less clustered with respect to natural ones.
Each coloured cluster correspond to one particular class.

2For those who are not used to deep learning language, in this context a representation is the vector
(output of the feature extractor) that is feed to the last layer which is a linear classifier.
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FIGURE 9.6: Panel (a) and Panel (b) report validation curves for the problems 0-7 and 3-5,
respectively. Panel (c) and Panel (d) are the same curves with a randomly unbalanced dataset.
For classes (3) and (5), when the dataset is unbalanced the validation error remains constant

to random choice (50%).
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FIGURE 9.8: Entropy histograms of prediction confidence for W-16-10 with ε “ 8 of class
airplane. Robust networks provide more conservative predictions. Adversarial training
prevents the network to provide high confidence predictions. This is a consequence of

simplifying boundaries as shown in Sec. 9.3.4. Other classes follow the same trend.

9.3.4 PGD flattens boundaries

In order to better understand the behavior of PGD and also to compare it with WPGD
defined in Sec. 9.4, a simple classification problem with three classes is considered. In
Fig. 9.9 we show the boundaries for PGD for different ε. Fig. 9.10a represents the
standard training that achieves almost zero error. As ε increases boundaries are more
flattened as orthogonal as possible to the gradient direction. We adopt the cost matrix

C “

»

–

0 10 0.01
10 0 1

0.01 1 0

fi

fl. Related this results, Moosavi-Dezfooli et al., 2018 showed

experimentally that the main effect of PGD is to reduce the curvature of boundaries.
However, it can be easily shown that even when the curvature is zero, robust training
still has an effect. Moreover, it is noticed that gradients are more aligned to the vector
which connect two classes. This is due to the "isotropic" effect of PGD which tend to
estimate more isotropic distributions. This is in accordance with Tsipras et al., 2019 in
which authors observed that gradient on the robust model are more meaningful. This
argument is also in accordance to results on fine-grained classification present on this
work, suggesting that visually similar are separated by more complex boundaries.
Instead, WPGD controls the the regularization of boundaries through the cost matrix:
boundaries for couple of classes considered more similar are mostly preserved.

Remark 10. One may find the claim that since visually similar classes are separated
by more complex boundaries, it obviously hurts robustness. However, the range
of values of ε used for robust training are much smaller than the minimal distance
between two images in the dataset. Thus, at least in principle, it is not still clear why
it is not possible to obtain robustness and accuracy at the same time.

9.4 Wasserstein Projected Gradient Descent

The core motivation of WPGD is that many applications have cost-sensitive errors.
For example, in a recognition system of an autonomous car, predicting an image of
cat as a dog is not problematic but predicting a human as truck may be very harmful.
Ensuring robustness only in prescribed directions have to main advantage of not
destroyed accuracy for couple of classes where cost is low. Moreover, PGD uses an
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FIGURE 9.9: Effect of robust `2-training on a simple classification problem. PGD training
flattens the boundaries.
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FIGURE 9.10: Effect of directional robust `2-training on a simple classification problem.
WPGD flattens the boundaries where the cost is low and preserves them where the cost is

high.
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isotropic ball and this may be very inefficient. In fact, for certain couples of classes,
ε may be too high (e.g. cats and dogs that present very similar structures) and for
another the opposite.

With this premises, how can we inject a semantic robustness to the problem? A
very elegant way is to leverage (discrete) optimal transport tools described in Sec. 7.2.3.

9.4.1 Wasserstein metric and optimal transportation

The first thing we require is the cost that describes the semantic robustness: low-cost
couples can be not robust, high-cost couples must be robust. Thus, the label metric is
defined as Def. 11. Here, we represent it and the OT loss (7.19) in the context of our
problem. The matrix cost between classes is:

Definition 11 (Label metric Cdp). A symmetric positive semi-definite matrix C P

RKˆK
` defines a pseudo-Riemannian metric on the domain, an entry Ck,k1 is the cost

of transporting unit probability mass from class k to class k1. Note that Ck,k “ 0. The
notation Cdp denotes the element-wise pth-power of C.

In standard classification frameworks, the target is in the so-called hot-encoding
form, which simply means that we give probability 1 to the "true" class k and "0"
to the other components. Thus loss equal to 0, means that the output fθpxq is 1 in
its k-th component and 0 in the others. While (7.19) is for general targets, for our
classification problems, this form of target vectors leads to a simplification showed
by the following lemma.

Lemma 12 (Closed-form Wasserstein distance). For any normalized µ, if the target
probability distribution ν is a one-hot vector, the Wasserstein distance Wp

p can be computed
in closed form and is given by

Wp
ppµ, νq “ Cdp

t˚ µ

where t˚ “ arg maxk ν. The optimal transport is such that its pt˚q th column is µ.

The proof of this lemma follows from the observation that the set Πpµ, νq is
degenerate for one-hot ν, the constraints πJ1 “ ν and π1 “ µ force the pt˚q th column
of π to be simply µ. Note that the Wasserstein distance is symmetric and therefore the
same statement holds for Wp

ppν, µq. The previous lemma tells us that one can avoid to
run the Sinhorn-Knopp algorithm.
Thus, the loss (7.19) is specialized to our final loss defined in Def. 13.

Definition 13 (Wasserstein Loss). The Wasserstein Loss can now be defined as

`Wpθ; xq “ Cdp
tpxq fθpxq ´

λ´1

log K
Hp fθpxqq; (9.2)

here Cdp
tpxq denotes the tpxqth row of the matrix Cdp P RKˆK

` and fθpxq is the normalized
output of the classifier. Note that computing `Wpθ; xq and back-propagating through
it has the same computational complexity as standard cross-entropy.

9.4.2 WPGD

The saddle point formulation for the Wasserstein loss (9.2) can be modified to lead to
the following definition.
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Definition 14 (Robust Wasserstein loss). The Robust Wasserstein loss is defined as

min
θ
E
X

`CEpx˚; θq, x˚ “ arg max
}x1´x}8ďε

`Wpθ; x1q (9.3)

The outer loop remains the same while the inner loop is responsible to find the
adversarial example which maximize the Wasserstein loss `W. This implies that at the
beginning of training WPGD will prefer directions connecting visually distant classes,
such as, cat and truck, preventing to flatten regions between similar classes. It is
important to note that during training there is an implicit trade-off between choosing
directions suggested by the metrics and gradients directions. In fact, the loss gradient
is nothing else that an inner product of the K logit’s gradients and the the row k-th
row of C.

Imposing an approximation of the real visual metric, helps to efficiently explore
the `8-ball which, especially for high-dimensional input can be hard to explore,
leading to better results. For WPGD experiments we will use that metrics described
previously.

9.5 Experiments

This Section provides the experimental findings of the WPGD approach.

9.5.1 Algorithms

We will compare the following four algorithms:
(i) CE: This is the standard cross-entropy loss `CE defined in (7.4).

(ii) PGD: This is the standard adversarial training algorithm; we solve the saddle-
point problem (9.1) with 8 steps in the inner loop to compute the adversarial
image.

(iii) WPGD: This is the robust Wasserstein loss described in Def. 14 where the
inner loop in PGD searches over the adversarial image that maximizes the
Wasserstein transport cost. The computational complexity of WPGD is the same
as that of PGD. We compared WPGD with three different value of p “ 1, 2.5, 10.

By W-s-10, we represents the wideresnet architecture with s layers. In order to
test robustness we perform 20-steps PGD attacks starting from a random (uniformly
sampled) position inside the `8 ball of the test image x. All the WPGD experiments
are run with the cost matrix provided by the WordNet metric (Miller, 1995).

9.5.2 Directional robustness of WPGD

In Table 9.2 we report the main results of natural training (CE) and robust training
(PGD) for CIFAR-10 and TinyImageNet. In Sec. 9.5.3 we report a summary table
for quantitative results on directional robustness. Instead, in Fig. 9.11 we show the
trade-off arising from WPGD training. As p increases, fine-grained classification is
more preserved. In addition to standard accuracy, we compare the characterization
of adversarial robustness of PGD ad WPGD. In Fig. 9.12 we show that WPGD-trained
networks with a strong metric tend to be more robust between visually distant classes,
which supports our claims. For sake of clarity, we report only results for CIFAR-
10 and TinyImageNet and W-16-10. Interestingly, WPGD is less robust than PGD for
classes bird and airplane: thus, imposing a metric, even if it is only approximately
correct, seems to help to obtain more visually meaningful errors.
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C10 CE PGD
16-10 28-10 16-10 28-10

NE 4.4 3.9 14.11 13.9
AE 100 100 34.5 31.25

Tiny CE PGD
16-10 28-10 16-10 28-10

NE 37.7 36.9 55.3 36.9
AE 99.9 100 70.4 70.5

TABLE 9.2: Summary of errors in [%] for W-16-10 and W-28-10, with ε “ 4 and k “ 20 under
`8 perturbations.
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FIGURE 9.11: Accuracy & robustness trade-off: Results for W-16-10 and ε “ 4, for CIFAR-
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FIGURE 9.12: CIFAR-10. Characterization of adversarial robustness for WPGD and PGD
defenses. We apply a perturbation of norm ε “ 16 on W-28-10. WPGD is performed using
p “ 2.5. Fig. 9.12b shows the WPGD obtains directionally robustness: in this case the network

is more robust for perturbations between two visually different classes.
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9.5.3 Supplementary comparisons for CE, PGD and WPGD

In Fig. 9.13 we report curves plot for PGD and WPGD for CIFAR-10 and TinyIma-
geNet. Moreover, in Table 9.3 we report the summary of weighted robustness score S
defined as:

S “
ÿ

i,j

ci,jmi,j (9.4)

where M “ tmiju
K
i,j“1 is the adversarial confusion matrix, C “ tciju

K
i,j“1 is the metric of

the given dataset. Attacks are computed maximing the loss (9.3), that is considering
the worst-case scenario in which the attacker knows the metric. This score weighs
more errors in correspondence of high cost. In order to make results legible we set
the zero reference to the PGD-trained model. As we can see increasing p, results in
reducing the score S, which means that, on average, less similar classes are reached.
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FIGURE 9.13: CIFAR-10. Comparisons: (Left) standard training vs PGD; (Middle) different
architectures on robust training; (Right) PGD vs WPGD. WPGD is slightly better in terms of

accuracy.
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FIGURE 9.14: TinyImageNet. Comparisons: (Left) standard training vs PGD; (Middle)
different architectures on robust training; (Right) PGD vs WPGD. WPGD is slightly better in

terms of accuracy.

9.6 Conclusions and future work

While the literature on adversarial training is flourishing, profound studies towards
understanding its implication and sensitivity to common real-world applications are
still lacking. In particular, we focused on applications that are cost-sensitive or the
dataset is unbalanced. Moreover, due to an intrinsic trade-off between robustness
and accuracy, it is of paramount importance to be able to govern such trade-off when
designing and implementing machine and deep learning-based applications where a
certain amount of accuracy is required. In lieu of this, in the chapter we made several
advances towards understanding better robustness from one side and being able to
semantically control it from the other side.
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AE [%] p dataset S

W-16-10 34.53 0.0 CIFAR-10 -0.14
W-16-10 34.62 1.0 CIFAR-10 -0.26
W-16-10 34.98 2.5 CIFAR-10 -0.34
W-16-10 39.76 10.0 CIFAR-10 -0.53
W-28-10 31.24 0.0 CIFAR-10 0.00
W-16-10 70.23 1.0 TinyImageNet -6.33
W-16-10 73.61 2.5 TinyImageNet -12.45
W-16-10 92.62 10.0 TinyImageNet -55.17
W-28-10 69.84 1.0 TinyImageNet -9.62
W-28-10 69.69 0.0 TinyImageNet -9.48

TABLE 9.3: Summary of weighted robustness score S defined in (9.4) for ε “ 4. In order to
make results more legible we set the zero reference (for each dataset) to the PGD-trained
model with W-28-10. As we can see increasing p, results in reducing the score S, which means

that, on average, more similar classes are reached.

In particular, we identified that the accuracy gap in adversarial training comes
from the loss of fine-grained classification capabilities in neural networks. This
observation motivates the optimal transport formulation: a metric on the label space
that measures the distance to the boundary for standard cross-entropy training or,
often equivalently, a semantic metric obtained from external data modalities such as
WordNet, reduces the search space and makes it easier to discover—and fix—these
classes during adversarial training, resulting in an improvement of accuracy at the
cost of (directional) robustness. It is conceivable that, although a high-dimensional
classifier may always remain vulnerable to adversarial perturbations, it is possible
to build robust, real-world systems by incorporating such diverse data. Thus, this
work is a first step toward a principled robust training for real-world applications
involving artificial intelligence and deep learning.

Future works will regard the study of methodologies or heuristics to system-
atically control the robustness-accuracy trade-off without the need of tuning ε by
hyper-parameter tuning. Moreover, another future direction of research is the appli-
cation of the WPGD approach to other problems like fraud detection and Predictive
Maintenance.
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Chapter 10

Interpretable representations
through minimality

In the context of DL, in the last few years, discriminative models, at least in their clas-
sic formulation, have not attracted much attention from the literature. Unfortunately,
for various reasons which are out of the scope of this thesis, the community tends to
assume a behavior that is not optimal from the research point-of-view: most effort is
devoted at creating more and more sophisticated methodologies or variants of very
recent methodologies, instead of proceeding with a principled approach that science
should require. This led to paradoxical situations where results are not clear because
benchmarks are not well-established. For example, in the few-shot learning field,
it is not clear what are baseline results to which compare new approaches and the
”variance” of results is so large that a simple careful parameter tuning and very simple
approaches can outperform very sophisticated models. This fact (in the context of
few shot learning) has been recently pointed out by (Chen et al., 2019) and (Dhillon
et al., 2019) where they show that a simple approach or appropriate hyper-parameters
tuning can outperform results of a vast variety of complex approaches.

Similarly to few-shot, for discriminative models there has been an exploding
literature of complex models (Tan et al., 2018) that try to easily transfer features of
models trained on a given task to similar tasks/datasets. This is referred to as transfer
learning.

In view of this, in the following two chapters we will show that a principled
training methodology allows discriminative models to solve different tasks, such as
data generation and to transfer better with respect to models obtained by standard
training.
In particular, the first part of this chapter is devoted to show that adversarial training
and GANs are more similar than what one may think at a first glance. In practice
this means that discriminative models can generate new images and potentially can
solve other related Computer Vision tasks. Our results are related to a concurrent
work (Engstrom et al., 2019)1 where they present very similar results mostly from a
experimental point of view and giving a theoretical argument using simple Gaussian
distributions, which are not able to describe the complexity of real image.
The second part has several contributions:

• We define a new concept of minimality that led to a new approach for training
robust and interpretable models, which we will refer to them as minimum
energy models or natural models. As we will see, minimality in our framework
has several advantages with respect the well-known minimality concept in
Information Theory expressed through Information Bottleneck (Tishby, Pereira,
and Bialek, 1999; Achille and Soatto, 2018);

1The first draft of this thesis has been written before this concurrent work appeared on ArXiv.
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• inspired by desirable properties of natural and robust models, we define desider-
ata for discriminative models in order to consider them interpretable.

10.1 Adversarial training, GANs and Optimal Transport

This section wants to provide a theoretical connection between adversarial training
and GANs, which demonstrates that with a single classifier it is possible in practice
solve different problems, such as interpolation between images, generations and
transportation between classes. Before establishing the connection between OT, AT,
and GANs, let us state the following proposition:

Proposition 15. Let µ, ν P PpRpq. The ψ : Rp Ñ R be a set of convex potentials. By
Brenier’s theorem we have that the problem:

ϕ “ arg min
ψ

D f p∇ψ#µ, νq (10.1)

is minimized uniquely by ϕ and ∇ϕ is the optimal transport map, that is:

W2
2 pµ, νq “

ż

X
}x´∇ϕpxq}22dµpxq

Proof. By definition, it always holds D f pµ, νq ě 0. By Jensen’s inequality we can
see that the only solution is given by dµ

dµ “ 1, implying µ “ ν. On the other hand,
by Brenier’s theorem we know that, if ϕ is convex, it is the only minimizer of the
Monge-Kantorovich problem with quadratic cost.

Proposition 15 can be generalized to other strictly convex costs with a slightly
different transport map (Villani, 2008). In solving the problem in Proposition 15 we
encounter two main problems: the first is that we require a convex map and deep
learning models are not convex neither in the parameters nor in the input. We will
come back to the relation between convexity and ResNets in Sec. 10.7. In any case, in
order to solve the optimal transport problem (7.9) it is not necessary for the potential
ϕ to be convex. In that case, the map is not expressed by the gradient of convex
potential but by (7.12). The other problem is that we are assuming the we have a
good estimate of D f . However, this is not true and it will be clarified in the next two
subsections.

10.1.1 Standard training

Finding a classifier cθpxq “ arg maxtPT fθpt|xq which distinguishes µ and ν is equiva-
lent to correctly estimate a divergence (or distance) D between them.

While a generative model has the objective of estimating pθpxq or pθpx | tq for
conditional generators, the objective of a classifier is to provide a parametric estimate
of ppt | xq. How are generative models related to classifiers?
Standard training using cross-entropy loss amounts to solve:

LST “ min
θ

ż

xPX
ϕpxqdµpxq `

ż

yPY
ψpyqdνpyq (10.2)

with ϕpxq “ ´ log fθpt “ ´1 | xq, ψpyq “ ´ log fθpt “ 1 | yq and fθpt “ i | yq,
i “ t´1, 1u, are the result of the softmax function on the network (not normalized)
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output. Remembering that the final total mass is conserved, we have:

LST “ min
θ

ż

xPX
´ log fθpt “ ´1 | xqdµpxq `

ż

yPY
log p1´ fθpt “ ´1 | yqq dνpyq

(10.3)
As we can see it has a very similar form of (7.27). Thus, from the previous arguments,
we can see that the estimation of a classifier can be seen equivalent to estimate
the divergence/metric between two distributions. Throughout this thesis we will
consider a binary classification problem between distributions µ and ν. In general,
the optimization objective to be solved for a classifier is:

Lcl “ min
ϕ,ψ

ż

xPX
ϕpxqdµpxq `

ż

yPY
ψpyqdνpyq (10.4)

s.t. Fpϕpxq, ψpyqq P Ωpx, yq,@x P X , y P Y , (10.5)

where ϕ and ψ are potentials relative to the respective distributions, F is a function,
that, together with the set Ω defines the constraint and the domains depending on the
divergence used. For example, the estimation of a classifier using the cross-entropy
loss can be seen equivalent to estimate (up to an additive constant) the DJS divergence
between two distributions µ and ν. Thus, a good classifier that minimizes loss (10.4)
should be also able to estimate its relative divergence. Now let us consider the
problem (10.2). If we seek a distribution ρ maximizing the classification loss, we
should have that:

min
ρ
LSTpρq

is solved by ρ ” ν, since DJSpρ}νq ě 0 and we have DJSpρ}νq ą 0 for ρ ‰ ν. However,
with standard classifiers it is well-known that this is not true. In fact, we can find
small perturbations from examples generated by µ (that we assume still belong to the
same distribution) that are classified as belonging to ν. In order words, we can find
points where the estimation of the corresponding divergence is not valid. In order
to reduce this problem, one may add isotropic noise to the input. However, since
input data is high-dimensional, its effect is very mild. Fortunately, there exists a more
efficient way to inject noise, as we will see in the following section.

10.1.2 Adversarial training

Adversarial Training (AT) was originally introduced to make classification models
robust. However, we will show that it has a direct connection with GANs. AT
amounts to solve the following mini-max problem:

Lrob “ min
θ

ż

X
ϕpx˚qdµpxq `

ż

Y
ψpy˚qdνpyq (10.6)

where:

x‹ “ arg max
x1PBεpxq

ϕpx1q

y‹ “ arg max
y1PBεpyq

ψpy1q
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and Bεpxq “ ty : }y´ x}2 ď εu. Here we maintained ψ and ϕ general. With cross-
entropy loss, we have ϕpxq “ ´ log fθpt “ ´1 | xq and ψpyq “ log r1´ fθpt “ ´1 | xqs
as in (10.2).

The main idea under AT is that a small perturbation of a sample drawn from
a class µ still belongs to µ. That is, a perturbed image representing a cat is still a
cat. In particular, from a training point-of-view, we have the following intuition:
fixed the model’s parameters θ, the adversary tries to find the bounded directional
perturbation dµ such that DJSpµ` dµ, νq decreases most. Then, the model is updated
to take into account of this mismatch. This results in an adversarial game (similar
to GANs) where the adversary has more and more difficulty to find an effective
perturbation. At convergence, we expect that the estimation of DJS is (at least locally)
much more stable and smoother, and that gradient direction points to the other class.
If we consider the sample-based version of DKL

2 (7.24):

D̂KLpµ, νq “ 1`max
g

$

&

%

1
nx

ÿ

i

gpxiq ´
1
ny

ÿ

j

egpyjq

,

.

-

and g0 is the true maximizer, the inner maximization of (10.6) is equivalent to find a
sample (or a batch of samples) x‹ from the distribution µ such that:

x‹ “ arg max
x1PBεpxq

!

D̂KL
`

µpx1q}ν
˘

´ D̂ĝ
KL

`

µpx1q}ν
˘

)

“ arg max
x1PBεpxq

1
nx

ÿ

i

“

g0px1iq ´ ĝpx1iq
‰

In other words, with a general f -divergence the adversary aims at finding a region
where the current ĝ does not approximate well the true divergence D̂ f pµpx1q}νq «
D̂ f pµpxq}νq. When the divergence is symmetric, like JSD, the same automatically
applies for the direction ν Ñ µ.

10.1.3 Computation of the adversarial transport map

Once the robust classification model is trained and the estimate of the f -divergence
D f pµ}νq is good enough we can transport x „ µ to a y „ ν solving the usual problem
problem:

x‹ “ Tεpxq “ arg max
x1PBεpxq

ϕpx1q (10.7)

with the difference that ε is now set to bigger values that enable to transport enough
mass from µ to ν. The solution of this problem is different from the solution x of
maxxPX ´cpx, yq ` ϕpxq, which is the transport map on the OT problem. This map is
not optimal in general. In fact, it may exists a point x‹‹ P ν such that }x´ x‹‹}2 ă
}x´ Tεpxq}2, where we made explicit that x˚ depends on ε. In other words, while
for OT the transport map consists of a maximization that entails a trade-off between
cost and potential, for AT, the the adversary is allowed to spend all the budget inside
the ball. Hence, it is optimal in the sense that, fixed a budget, it extracts the best
profit. In the generation task, this is not a problem since we are only interesting in
getting a realist image describing a given class. Instead, if we want to solve to optimal

2We use the KL divergence for simplicity and the argument does not change using the JS divergence.
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transportation, it is necessary to tune an ε optimal for the task/dataset or for the
single image. In order to ensure optimality one should solve:

x‹ “ arg max
x1PBε‹pxq

ϕpx1q s.t. x‹ „ ν

where ε‹ is the minimal value possible such that x‹ „ ν.

10.1.4 Relaxation of adversarial training

In order to gain more insights on the effects of adversarial training, we consider the
relaxation of its inner loop:

φλpxq “ max
x1

 

ϕpx1q ´ λcpx1, xq
(

(10.8)

where the penalty constant λ fixed. Contrary to AT, its relaxed version has a soft
constraint that allows to trade off between ϕ and the cost c.
The transportation map becomes:

x‹ “ arg max
x1

 

ϕpx1q ´ λcpx1, xq
(

(10.9)

and we immediately recognize that x˚ “ Tλpxq coincides with the transport map
defined by (7.16). This is not a case. In fact, Blanchet and Murthy, 2019 showed
that the surrogate surrogate φ is intimately connected with optimal transport. This
connection is provided by the following proposition, where we consider X ” Y .

Proposition 16. Let ϕ : X Ñ R and c : X ˆ X Ñ R` be continuous. Consider the
surrogate version (10.8). For any distribution ν and any δ ě 0, we have

max
µ:Wcpµ,νqďδ

E
x„µ

ϕpxq “ min
λě0

"

λδ` E
yPν

φλpyq
*

(10.10)

where Wc is the Wasserstein metric with cost c. Moreover, for λ ě 0, we have:

max
µ

"

E
x„µ

ϕpxq ´ λWcpµ, νq

*

“ E
ν

φλ. (10.11)

The previous proposition shows that the expectation over a distribution ν of the
surrogate (10.8), is equivalent to find the transport from the distribution ν to µ.

Moreover, we would like to understand the role of φpxq from a geometrical point
of view. The following proposition shows that using the relaxed version of AT
corresponds to an implicit regularization similar to manifold regularization (Belkin,
Niyogi, and Sindhwani, 2006).

Proposition 17 (Implicit regularization). Let φpxq defined as in (10.8) and assume that
its optimization problem is strongly-concave. This can be guaranteed for example when
∇x ϕpxq is L-Lipschitz and λ ą L, for some L. Moreover, assume a quadratic cost cpzq “ }z}22
Then, the problem (10.9) is equivalent to minimize the regularized loss (for the class k):

Lpx; θqk “ ϕpx; θqk `
1
2
}∇x ϕJk pxq∇x ϕkpxq}F̄´1 `O

ˆ

1
λ2

˙

(10.12)

where F̄ “ F´ λI and F is the hessian of the negative log-likelihood Fpxq “ ∇2
x log ppxq.
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The proof is given in Appendix A.1. Proposition 17 shows that AT provides a
data-dependent regularizer which depends on the local geometry defined by F̄´1 and
λ controls the smoothness scale. In order to give a more direct insight, we consider a
simple linear classifier with a logistic regression loss:

ϕkpxq “ ´ log f pxqk, f pxqk “
exp θt

kx
řK

j“1 exp θt
j x

of the k-th class. As we can easily see, H “ 0 and the loss gradient is:

∇x ϕkpxq “ ´θk `

K
ÿ

j“1

f pxqjθj

which implies the, with a linear classification model (A.1) becomes:

Lpx; θqk “ ϕpx; θqk `
1

2λ
}θk ´

K
ÿ

j“1

f pxqjθj}
2
2.

The second term in the rhs acts as a regularizer that penalizes the distance of the
barycenter model to the linear classifier for the true class k.

10.1.5 Role of ε

Setting a good a value of ε is not trivial for several reasons: there are pairs of classes
that are very similar and others that are very different suggesting that a unique
value of ε may not be optimal. Moreover, it is not even clear what it is purpose of
setting ε. From a semantic point-of-view, ε has to be set to a value that allows to
not discard discriminative features of classes. The more ε, the more the structure
of image manifold is destroyed towards an isotropic shape. Moreover, the effect of
increasing ε, is to increase the overlap between the supports of different classes. In
fact, in low-dimensional manifolds, like images, the probability of finding a classifier
that separates the two classes tends to 1, since classes have disjoint supports with
high probability. Actually, this is one of the reasons for which standard training does
not estimate well the divergence between classes. A clear example is the cat-vs-dog
classification task: standard models can be very accurate but robust models even
with a small ε have a much lower accuracy. This is due to the fact the manifold of cats
is very close to the one of dogs. From a more mathematical point-of-view, adversarial
training softens the divergence used that usually is the DJS. In fact, as already
mentioned above, a common strategy to solve the problem of disjoint manifolds is
to inject noise, usually Gaussian. However, since that data lies in a low-dimensional
manifold, but input is high-dimensional, the effect of the noise is very low and thus a
large bandwidth is required to obtain a smoothing effect. Instead, adversarial training
is optimal since at every iteration of training excites the most informative directions,
given by the gradient flow. In Fig. 10.1 we show an example of adversarial training
on the landscape of a simple classification of two Gaussians distributions: while the
standard model have an uninformative landscape that saturates very quickly, the
robust model present a softer and smoother landscape.

This argument leads us to two interesting ideas. The first is, when training GANS,
to adopt a robust discriminator instead of the standard discriminator. This will allow
to stabilize gradients and making them more meaningful.
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FIGURE 10.1: Softening effect of adversarial training on two Gaussians of form µ “ N pm, Σq
and ν “ N p´m, Σq. The colormap represents the output probability of the two classes.

(Top-Left): Standard training. (Top-Right): AT with ε “ 1.8. (Bottom): AT with ε “ 2.

The second idea comes from the following point: while the divergence is softened,
AT requires the model to be stable around a ball defined with a given norm. The
training procedure imposes that the probability of a given class inside this ball is
fixed and constant, going to possibly affect directions that should be preserved and
not perturbed. One solution to solve this problem is to anneal ε while training. We
will investigate this ideas in a future work.

10.1.6 Differences between AT and GANs

A natural question to ask is what are the differences between AT and GANs from the
from the transportation point-of-view.
The main differences are:

• AT applies the same adversarial game of GAN but the adversary is bounded
to Bεpxq, while for GANs there is no bound and moreover, the AT adversary
is optimal because it follows the gradient directions. Instead, for GANs the
alternate update of discriminator and generator may lead to uninformative
gradients leading to mode collapse;

• For GANs, the source distribution is a noise distribution, usually an isotropic
Gaussian, while for AT the source distribution is already a real distribution
corresponding to a class;

• this in turn causes a different transport map. In fact, GANs estimate the trans-
port maps Tξ directly using a parametric model while for AT it is Tpxq “
arg maxy ϕpyq ´ cpx, yqwhich is the c-transform (7.10). In words, AT estimates
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the Kantorovich potential. Estimating the potential has an advantage in the
context of DL: deep networks compute differentiable maps however the true
transport may be not so smooth. While the generation network in GANs is
differentiable (almost everywhere) by construction, a differentiable (almost
everywhere) potential can have a discontinuous transport map. For example,
let us consider a convex potential ϕ solving the optimal transport problem (7.8).
Then, for the Brenier’s theorem we have that the optimal transport is the gradi-
ent of this convex potential Tpxq “ ∇ϕpxq. Now assume ϕpxq “ |x|, which can
be easily approximated by a NN. Its gradient is sign x that is highly discontinu-
ous. Moreover, another advantage of AT with respect to GANs is that training
is stable without all tricks required for training generative networks.

• the optimization objective: in fact, in the classification problem there is no
explicit requirement to match the input data, that is, to give high probability
ppy | xq to real images. In fact, in Sec. 10.4.6 we will show that features of real
images and generated images are not aligned;

• AT justifies linear interpolation in the representation space. This is not true for
GANs and VAEs since they have to explore taking into account of the sampling
distribution. In fact, in the generation of images, especially in GANs, many
tricks are applied to overcome this and other issues (Brock, Donahue, and
Simonyan, 2018) We will clarify it in Sec. 10.1.7.

10.1.7 Linear interpolation

With generative models such as GAN and VAE, the characterization of the latent space
is an open problem and recent literature attempted to perform inference exploiting
linear interpolation. For example, Agustsson et al. (2017) finds a measure-preserving
map which enables to explore the latent space through linear interpolation. We will
see that with models that solve the optimal transport problem, the latent space is
optimally explored using linear interpolation. In fact, as a natural consequence of
displacement interpolation in the input space, the optimal displacement in the space
of latent representations is linear. The next well-known proposition gives the tools
we need.

Proposition 18 (Straight lines). If cpx, yq is a convex cost function in Rp, then:

inf

#

ż 1

0
cp 9zτqdτ; z0 “ x, z1 “ y

+

“ cpy´ xq

Moreover, if c is strictly convex, the infimum is uniquely given by straight lines:

zt “ x` τpy´ xq

Proof. By Jensen’s inequality we have:
#

ż 1

0
cp 9zτqdτ; z0 “ x, z1 “ y

+

ě c

˜

ż 1

0
9zτdτ

¸

“ cpy´ xq

The infimum depends only on the displacement y ´ x which means that optimal
paths are straight lines. The strict convexity guarantees that the solution is unique.
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The previous proposition tells us that, in a Euclidean space, the optimal transport
is composed by straight lines. For example:

C rp 9zτqs “

ż 1

0
} 9zτ}

2dτ ñ cpx, yq “ }x´ y}2

C rp 9zτqs “

ż 1

0
} 9zτ}dτ ñ cpx, yq “ }x´ y}

We recall that rp¨q is the representation network before the last linear layer Arp¨q `
b. Thus, we can write ϕpxq “ wJrpxq ` b. Now, it is immediate that if ϕ solves the
the optimal transport for a given cost cpx, yq, then the linear model pA, bq solves the
optimal transport for cprpxq, rpyqq. Since the model is linear then the optimal transport
in the representation space must be linear:

rpzτq “ p1´ τqrpxq ` τrpyq,

where 0 ď τ ď 1. We will provide an example of image interpolation in Sec. 10.4.3.

10.2 Natural models

Although adversarial training can help solve the optimal transportation problem,
setting the optimal ε is challenging and requires to be tailored to the particular dataset.
Proposition 18 gives us an alternative formulation of the classification problem (10.20).
Informally, our aim is to map (or transport) data lying in a complex manifold to a
global Euclidean space.

Let `CE be the usual cross-entropy loss ` p fθpxq, tq “ ´ log fθpxq. The constraint to
be satisfied in order to solve the optimal transportation problem is that features rt are
linear along the unconstrained gradient flow that is:

rpzτq “ p1´ τq ¨ rpxq ` τ ¨ rpyq s.t.
"

9zτ “ ∇`CEpzτq

z0 “ x (10.13)

where x, y and zτ are the initial, final and intermediate (at time τ) images, respectively.
In order to provide a fair comparison with adversarial training we use the }¨}2 norm.

Thus, the discretized flow amounts to compute T steps:

zk`1 “ zk ` η
∇`CEpzkq

}∇`CEpzkq}2

where η is the step size.We would like to remark that there is no constraint on inter-
polates to fall in a predefined ball.

Unfortunately, obtaining a global linear output is very hard and moreover, there is no
guarantee that it is even possible with a finite amount of parameters. However, re-
quiring local linearity can be sufficient for our task. In order to satisfy such constraint
we impose the following loss ` f low:

` f lowpx; θq “ }rθpzτq ´ rp1´ τq ¨ rθpxq ` τ ¨ rθpyqs}
2 (10.14)
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or the normalized loss:

`n
f lowpx; θq “

}rθpzτq ´ rp1´ τq ¨ rθpxq ` τ ¨ rθpyqs}
2

}rθpxq}
2 (10.15)

We empirically found (10.14) to be easier to set up, thus from now on we will only
consider (10.14). The total ”Lagrangian” loss becomes:

LNAT “ LCE ` λL f low “ (10.16)

“ E
x,tPD

“

` p fθpxq, tq ` λ` f lowpxq
‰

(10.17)

where λ has to be set big enough in order to guarantee the constraint (10.13) is
satisfied.

We refer to this procedure as Natural Training (NT). Minimality here is expressed
by the triplet (λ,η,T). These three are not independent of each other: for example, in
first approximation, computing n ¨ T steps with a given η is equivalent to perform T
steps with step size n ¨ η. Instead, λ determines how strict the linearity constraint is.

10.3 How does minimality manifest itself? A comparison
with Information Bottleneck

In the recent years, literature studied DL from an information-theoretic point of
view (Achille and Soatto, 2018) through the concept of Information Bottleneck (IB).
Before showing the math under IB, it is worth giving an informal idea on the prob-
lem under exam. Assume we want to solve a particular task, that in our case is a
classification task. In order to do so, we have to find a representation of the input
data that is sufficient for the task via the minimization of an empirical risk. This is
what standard training does, where the risk is expressed through the cross-entropy
loss. However, among all the sufficient representations, we would like the one that is
invariant to parts of the data that are not important for the task.

More formally, we want to find a random variable r satisfying the following
conditions:

1. r is a representation of x; that is, its distribution depends only on x

2. r is sufficient for the task t, that is Ipx; tq “ Ipr; tq

3. among all random variables satisfying these requirements, the mutual informa-
tion Ipx; rq is minimal. This means that r discards all variability in the data that
is not relevant to the task.

It is easy to see that the aforementioned conditions are equivalent to finding a distri-
bution ppr|xqwhich solves the optimization problem

minimize Ipx; rq
s.t. Hpt|rq “ Hpt|xq.

where H denotes the entropy and I the mutual information. In general, this mini-
mization is very difficult. A natural relaxation of this problem is the usual Lagrangian
relaxation, that is this context is called Information Bottleneck (IB), was introduced
by Tishby, Pereira, and Bialek, 1999:

L “ Hpt|rq ` βIpx; rq. (10.18)
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where β is a positive constant that controls the trade-off between sufficiency (the
performance on the task, i.e. the cross-entropy loss, as measured by the first term)
and minimality (the complexity of the representation, measured by the second term).

As we can see, the way in which we arrived to the "Lagrangian" loss (10.16) is
very similar to the rational under IB: β and λ are intimately related and they represent
the strength of the relative constraints. In fact, both their original formulations
are burdensome: our formulation would like global linearity, IB wants minimum
complexity.

Now two questions remain unanswered:

1. what are the differences between IB and NT?

2. How does minimality manifest itself in our approach?

IB and NT, not only differ conceptually but also technically. First, IB requires a
stochastic representation to be well-defined, while NT can be defined generally with
measures: in principle, neither it requires probability distributions nor the network
to be stochastic. Moreover, IB-minimality means that the representation r stores the
least amount of information possible about x. Instead, NT-minimality means that
the model (through its representations r) spends the least energy possible passing
from one distribution the other. This is more natural from a physics-oriented point-
of-view. Actually, NT-minimality does not require that information about the input
is discarded, and r can be possibly an invertible map of the input. We will show it
in the experiments. In the case of invertible map, the mutual information between
representations r and input x, would be `8. Now, coming back to the second
question: how do we see the effect of NT-minimality? First we need to compare the
effect of β and λ: when β Ñ `8, we constrain the model to remove almost all the
complexity. For example, for the reconstruction task (that is, generating images on
VAEs), this amounts to pushing towards a solution that only maintains low-order
statistics of images, removing all the details. When λ Ñ `8, we requires more and
more local linearity, where "local" tends to "global" as η ¨ T Ñ `8. Thus, where
this is very hard to obtain (e.g. cat-vs-dog), the model discards features that do not
allow for a linear flow. We remark that, at least in theory, there is no requirement
of reducing complexity in natural training. As an effect of this procedure (valid
also for adversarial training) is that the high-probability examples are the minimal
examples. Sec. 10.4.7 will better clarify this fact with examples. Moreover, this is
confirmed also by Sec. 10.4.6 where we will see that features (representations) of real
and generated images are distinguishable.
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10.4 Experiments

In this section, we will provide experimental results that support our previous ar-
gumentation about the connection between AT and GANs through Transport the-
ory and results for NT. In order to produce fair experiments (NT-vs-AT), we set
hyper-parameters in such a way to obtain a similar natural accuracy for both the
approaches with the same number of PGD steps. Since the results of our approach
proposed Sec. 10.2 are qualitatively similar to the ones obtained via AT, we will
present them only when they are different. In this context, we found in all the ex-
periments that less iterations are required for natural models with respect to robust
models. For simplicity, we set all the hyper-parameters (e.g. number of iteration of
the optimization) in common to the same values. Moreover, we found that trans-
portation is more natural, especially when a smaller ε is used. Fig. 10.5 are examples
of transportation using natural models.

We propose four experiments: image transportation, image interpolation, im-
age generation and image inversion. All the experimental setup for the following
experiments is reported in Appendix B.

Moreover, in Sec. 10.4.7 we will show the effects on increasing λ, i.e. enforcing
more minimality.

10.4.1 Image transportation

Image transportation simply consists on starting from a source class µ and maximiz-
ing the probability of a target class ν by solving (10.7):

x‹ “ Tεpxq “ arg max
x1PBεpxq

ϕpx1q

Here we will show results only for CIFAR-10 Fig. 10.2 and RestrictedImageNet Fig. 10.3.
While for CIFAR-10 transportation leads to images that reasonably belong to the target
class, for RestrictedImageNet results are less satisfactory. While there may be several
reasons for this result for RestrictedImageNet, here we identify one of them, that, as
will see, is the reason for unsatisfactory on data generation experiment. Inspecting
the gradient flow of the transport optimization problem, one can see that the loss
converges to 0 after few steps, implying that also the norm of the gradient approaches
zero. This may be the manifestation of the masking effect also noted while training
GANs (Arjovsky, Chintala, and Bottou, 2017). In view of this, instead of minimizing
the loss for a given target class, we maximize the loss for all the other classes but
the target. We refer to it as reverse optimization. Results for image transportation
on RestrictedImagenet are reported in Fig. 10.4 and shows that transport images are
more realistically belonging to the target classes.

The main difference we noticed between AT and NT is that the latter obtains
more satisfactory results in the transportation problem. Fig. 10.5 is an example of
transportation for NT-trained models. We have not been able to obtain the same
quality of results for AT.

10.4.2 Image generation

Since now we have seen how to transport one image of class µ to an image of class
ν. Is it is natural to ask whether is possible to generate images similarly to GAN
and VAE. A trivial solution to generate a new sample for a given class k is to fit
a simple distribution such as a normal distribution N px̄k, Σkq where x̄k and Σk are
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FIGURE 10.2: CIFAR-10. Examples of image transportation using ResNet-18. Left column:
Original images with their respective classes. From second to last column: transport image

with respect the given target class. Hyper-parameters are reported in Appendix B.1.4.
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FIGURE 10.3: RestrictedImageNet. Examples of image transportation using ResNet-18. Left
column: Original images with their respective classes. From second to last column: transport
image with respect the given target class. Hyper-parameters are reported in Appendix B.1.4.
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FIGURE 10.4: RestrictedImageNet. Examples of image transportation using ResNet-18. Left
column: Original images with their respective classes. From second to last column: transport
image with respect the given target class. Hyper-parameters are reported in Appendix B.1.4.
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FIGURE 10.5: Optimal transport example with natural models. Starting from a seed image
(left), we find the optimal transport to the target class (right). (Top) Unknown to bird, (bottom)

frog to turtle.

the empirical Euclidean mean and variance of class samples. As a second step, the
generated sample is found by maximizing the probability of class k:

x “ arg max
y

f k
θ py | y0q, y0 „ N px̄k, Σkq

However, data distribution is not normal and discards higher-order statistics. A better
approach would to fit a simple distribution on the latent space R such as N pr̄k, Skq

and then compute the new sample x by "inversion":

x “ arg min
y

}rpyq ´ r̃}2, r̃ „ N pr̄k, Skq

Here, for sake of simplicity, we only employ the first method since it already provides
reasonable results. In Fig. 10.6 and Fig. 10.7 we present the results for CIFAR-10 and
RestrictedImageNet, respectively.
Similarly to the image transportation experiment, the masking effect causes images
to be low-quality. In Fig. 10.8 one can see that applying the same ’reverse’ procedure
discussed in Sec. 10.4.1, quality of images increase.

10.4.3 Image interpolation

In Fig. 10.9 we show that, linear interpolation in the representation space, leads to a
semantically meaningful interpolation in the image space.

We compute the interpolates in the simplest manner. Let x and y be the source
and target images, respectively. At time τ, the optimizer starts from the seed image
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FIGURE 10.6: CIFAR-10. Examples of generate images. Hyper-parameters are given in Ap-
pendix B.1.6.
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FIGURE 10.7: RestrictedImageNet. Examples of generate images. Hyper-parameters are
given in Appendix B.1.6.
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FIGURE 10.8: RestrictedImageNet. Examples of generate images with reverse optimization.
Hyper-parameters are given in Appendix B.1.6.
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FIGURE 10.9: RestrictedImageNet. Example of image interpolation. Differently from linear
image interpolation, images obtained by matching the linear interpolation of representations
are more semantically meaningful. While linear image interpolation overlaps in transparency
the two images, the optimal interpolation of the robust/natural models keeps the image

cleaner. We suggest to zoom the image.
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xτ “ p1´ τqx` τy, and finds the image zτ that matches rτ, i.e.

z̄τ “ arg min
z

}rpzq ´ r̄}2

where r̄ “ p1´ τqrpxq ` τrpyq.

10.4.4 Image inversion

Are representations invertible? First, let us define invertibility. Assume that an input
x has a representation r̄. Let x‹ be the result of the following optimization problem:

x‹ “ arg min
y

}rpyq ´ r̄}2

where rpyq the usual output (representation of x) of the feature extraction network.
We say that the model is invertible if }x‹ ´ x} ď γ, for a small gamma. In other
words, we would that the (pseudo) inversion x‹ looks like x. Fig. 10.10 shows that
the invertibility assumption is approximately satisfied.

FIGURE 10.10: CIFAR-10. ResNet-50. Representation are approximately invertible.

10.4.5 Transferability

All the previous results suggest that features in robust and natural models are more
transferable. In fact, let us consider the representation output as the new input fea-
tures to the linear classifier. Indeed, since linear classifier is optimal (by construction)
for a task (e.g. CIFAR-10), it optimally "linearly" interpolates among classes, and
features are "invertible" (in a weak sense), we should aspect that the feature extractor
is sufficient to linearly classify another dataset (via a new linear classifier). In order
to test this hypothesis we run a simple experiment: we retrained the final linear
layer of a pre-trained robust/natural and standard networks for a new task. For this
experiment, we used a ResNet-50 trained on CIFAR-10. The new tasks are CIFAR-100,
CINIC-10 (Darlow et al., 2018) and SVHN (Netzer et al., 2011). Results on Table 10.1
supports the above argument but for CINIC-10. The latter is an extended version of
CIFAR-10, with additional ImageNet images. Moreover, some of the training CIFAR-
10 images are present on the CINIC-10 test test. This is why results for CINIC-10 are
not in favour of the robust model. These results suggest that the standard network
is an expert for a particular task while robust/natural models are more similar to a
meta-learner. Moreover, we noticed that simply updating BatchNorm (BN) statistics
of the feature extractor can provide a not-trivial improvement on the performance.
However, for sake of clarity, for all datasets but CIFAR-100, we only report results
obtained with the feature extractor completely freezed.
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CIFAR-10Ñ CIFAR-100 CINIC-10 SVHN

Standard 70.0 (64.0) 20.5 63.0
Robust 61.0 (55.0) 24.5 41.3

TABLE 10.1: Transferability of a robust models trained on CIFAR-10 on new tasks. Trans-
ferability is measured by the percentage top-1 error: the lower, the better. The standard
network performs better on CINIC-10 since this is an extended version of CIFAR-10 and,
moreover, some of the training CIFAR-10 images are present on the CINIC-10 test test. Results
in parenthesis are obtained by updating the BN statistics: simply "registering" the statistics

allows to reduce the error of 6% on CIFAR-100.

10.4.6 Registration

Although we have seen that robust training helps to obtain transportability there
is no guarantee that the generated images belong to the actual distribution. In fact,
from a network-like point of view there may be no difference for a "stylized" cat
and a real cat. In order to experimentally verify it, we trained a linear discriminator
Dξpzq whose objective is classify real images versus generated images through their
representations. It is worth noting while discriminators in GANs receive in input an
image x, Dξpzq receives the image representation rpxq. What we found for both the
datasets that the discriminator achieves almost zero error confirming that features of
real and generated images are different.

Is it is legitimate to suppose that the robust network discarded details and features
that are present in real images. An approximate way to check this is to train a robust
discriminator real-vs-generated and then trying to computed the usual transport map
with respect this new 2-classes discriminator. Fig. 10.11 shows images generated by
transporting seed images to the class ’real’. As we can see, although some details are
present, images are not realistic, especially in how parts of the animals are connected
together. Interestingly, when trying to transport to the class ’fake’ (Fig. 10.12), images
contain parts of different classes. This experiment preliminary suggests that high-
order features of real images are discarded. In fact, as we already remarked, from
the classifier point-of-view there is no need to maintain the spatial order between
patches. However, this is not a definitive results: an ablation study is required to
distinguish the roles of the discriminator (here we only employed a linear classifier)
and the robust network. This will be subject of future work.

10.4.7 Effects of NT-minimality

In order to assess the effect of minimality, we trained a ResNet-18 on CIFAR-10 with
λ “ 106, almost 10 times bigger than the standard λ. We observed that accuracy
of the model decreases of 6% passing from 10% error to 16%. In fact, this a natural
consequence of the fact that we imposed too much linearity for the given dataset and
network. A more interesting effect showing clearly the role of the imposed constraint
is given in Fig. 10.13: minimality reveals itself by requiring that maximum probability
is given to only to ”stylised” examples, removed of uninformative details.

10.5 Extensions

In this section, we briefly present two extensions of our approach to tackle semi-
supervised and unsupervised scenarios. A detailed study of these problems is left as
a future work.
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FIGURE 10.11: RestrictedImageNet. Images generated by maximizing the probablity of the
class ’real’ inside a 2-ball of radius ε “ 40. Some classes, especially dogs present a destructured

parts.

10.5.1 Semi-supervised training

The constraint (10.13) is independent of the label t and it is only a property of the
representations. Thus, it is natural to exploit information from unlabelled examples,
possibly coming from different probability distributions. In fact, Raghunathan et
al., 2019; Stanforth, Fawzi, Kohli, et al., 2019 recently showed that Unsupervised
Adversarial Training helps to improve generalization and robustness, by requiring
stability of the output (unknown) prediction. Let X “ Xs Y Xu be the union of
supervised (s) and unsupervised (u) examples, then the total loss becomes:

Lsemi “ LCE ` λL f low “

“ E
xs,tPD

` p fθpxsq, tq ` λ E
xPX

` f lowpxq

In this case ` f lowpxq is evaluated along the flow which maximizes the f -divergence
between a virtual fθpxq : Rn Ñ R target distribution and the current f pxq:

x˚ “ arg max
x1

D f
“

f pxq} f px1q
‰

.

This approach has two advantages:
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FIGURE 10.12: RestrictedImageNet. Images generated by maximizing the probability of the
class ’fake’ inside a 2-ball of radius ε “ 40. As we can see they are result of a mix of features

of different classes.

• by jointly exploiting supervised training and regularity on unsupervised data,
it is possible to obtain smoother and more meaningful representations;

• it is possible to reduce the size of the labelled dataset, since the unsupervised
loss acts as an implicit regularizer preventing overfitting.

10.5.2 Unsupervised training with self-representations

At this point one may push the previous problem to the limit, that is, to a complete
unsupervised setting. From one side, it seems ill-posed since only applying the
linearity constraint would lead to degenerate and singular solutions, e.g. a constant
output. On the other side, some of the issues characterising supervised problems
are not present, as for example, the noisy and ambiguous labels. Moreover, in the
common benchmark datasets, the number of effective classes is always bigger: for
example, say CIFAR-10, has more than 10 classes, because there are different types
of cars, cats, frogs, etc. As a consequence, a classifier can perfectly solve the task
removing information that allow to distinguish the effective classes.

At the limit, we may think training images belong to different classes (e.g. 100
images means 100 classes). In this case we could resort again to (10.16) where the new
dataset D̃ is D̃ “ txi, tiu

N
i“1 , ti ‰ tj when i ‰ j. This approach does not scale well with
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FIGURE 10.13: CIFAR-10. For a highly regularized model (to achieve minimality), the
most-likely samples are "stylized" and have only the necessary features.

the number of images N as it scales linearly with it. A simple solution sampling from
the dataset a large number of images e.g. 1000 and then classify them. Without the
linearity constraint, the model would overfit the data (Zhang et al., 2016) since only
one sample per class is given. But, enforcing the linearity constraint as a regulariser,
this overfitting phenomenon would not happen.

Thus, if we consider the new dataset Du “ tui, tiu
M
i“1, where t P t0, M´ 1u, we

have:

Lsemi “ LCE ` λL f low “

“ E
x,tPDu

` p fθpxq, tq ` λ E
xPDu

` f lowpxq

In Fig. 10.14 we provide the results of a preliminary experiment3 showing that
learnt features are almost invertible.

FIGURE 10.14: CIFAR-10. ResNet-18. Inversion of representations of the unsupervised
model.

10.6 Desiderata for classification models

How do we define interpretability? What are the properties a model should have
to be considered interpretable? Informally, we can say a model is interpretable if
its behavior is easily understandable and correct from the human point of view. Of
course, this is too vague. Alvarez-Melis and Jaakkola, 2018 proposed three desiderata
for interpretability:

1. Explicitness/Intelligibility: Are the explanations immediate and understand-
able?

2. Faithfulness: Are relevance scores indicative of "true" importance?

3. Stability: How consistent are the explanations for similar/neighboring exam-
ples?

3Hyper-parameters were set without a careful tuning. Hence, we expect that results have a large
margin of improvement.
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They introduce a structure called Self-Explaining neural networks (SENNs) which
are based on the idea that models locally should behave like linear models and
that output decision should depend of few sparse concepts. The drawback of their
approach is that they require to minimize multiple losses and to set a particular
structure to ensure the given constraints.

In view of the nice properties of robust and natural models, we propose four
desiderata that do not require a change of structure of existing models and that can
be precisely defined: Stability, Transportability, Minimality and Transferability.
These properties are not independent. For example, we experimentally showed that
models that are stable, minimal and transportable are also more transferable.

10.6.1 Stability

The concept of stability is not new and informally says that a model output does not
change much under a small perturbation applied to the input. More formally:

Definition 19. We say a classification model fθ is pδ, εq-stable under a norm p at point
x, if, given a small dx, with }dx}p ď ε, it holds: |`p fθpx` dxqq ´ `p fθpxqq| ď δ.

We would like to point out that ε and δ depend on x, which means that we require
that the model is locally linear but the bandwidth of ’locally’ depends on the point x.
Do robust models trained with adversarial training (PGD) satisfies stability? Partially.
Indeed, robust models ’guarantee’ to be stable under a ball Bε for a given norm }¨}p.
However, e is fixed, that is the ball both isotropic and fixed for all the points x P X .
Thus, in principle, the couple pδ, εqmay not optimal for a given point x.

10.6.2 Transportability

Informally, we say a classification model is transportable if, starting from the distri-
bution of one class, the gradient path obtained by maximizing the loss leads to the
actual distribution of another class. More formally this means that the solution of the
problem:

z‹pxq “ arg max
zPBεpxq

ϕθpzq (10.19)

must satisfy the condition z‹pxq „ ν.
The reason under this requirement is simply that the gradient path must be mean-

ingful and the an increment of the loss must correspond to a true visually meaningful
change towards the target (or nearest) class. It is well-known that standardly trained
classification models don’t satisfy this property even locally: in fact, there exist small
perturbations along the gradient path that change the predicted class even if the true
class is unchanged. The perturbed examples are said to be adversarial. We would like
to remark that: (i) we do not only require that the gradient path leads to a plausible
image but to its more plausible counterpart, and (ii) this definition only requires a
transport map T such that T#µ “ ν without any optimality constraint, that is ϕ may
be not optimal.

10.6.3 Minimality

As we already discussed before, from a physical point of view, we may think the most
natural (optimal) model is the one at minimum energy. But how do we define the
concept of minimality? In fact, there are many different ways of defining this property
in the context of Machine Learning. Good examples are all the forms of parameter or
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information-theoretically based regularization (Achille and Soatto, 2018). However,
here we prefer a more natural and dynamical definition of minimum energy:

Definition 20. Consider the problem of distinguishing two classes represented by
the distributions µ : X Ñ R and µ : Y Ñ R respectively. With an abuse of notation,
let fθ a classifier solving the optimization problem

min
θ

E
x,tPD

` p fθpxq, tq

We define the minimum energy model as the one minimizing the following quantity:

E
x„µ

ż 8

0

1
2
} 9zpτ, xq}p dτ (10.20)

s.t. T#µ “ ν

where T is defined by the end point of the gradient flow of the loss function.

In words, Def. 20 reads: the minimum energy discriminator is the one for which
starting from the distribution µ, gives the shortest path to the distribution ν, fixed
the cost }¨}p. For example, if we are trying to classify cats and dogs, this definition
requires that the flow given by the loss ` results in a minimum energy path, causing a
meaningful and natural interpolation between these classes. Under mild assumptions,
among all the feasible classifiers, only one is optimal.

Minimality as defined here is strictly connected to optimal transport. In fact, it
coincides with the dynamical formulation of optimal transport proposed by Benamou
and Brenier, 2000.

10.6.4 Transferability

One of the main reserach topics in Machine Learning is model transferability. Infor-
mally, a model is transferable if its representations are sufficient for a task similar to
the one it has been trained for. For example, in our context, we expect that a model
trained on CIFAR-100 should transfer well to other datasets such as CIFAR-10. More
formally:

Definition 21. Let rT1p¨q be the representations in output to the feature extractor
obtained by training on task T1. In the same manner, let rT2 be the representations
obtained by training on T2. Let pAT1ÑT2 , bT1ÑT2q be the parameters of the linear
classifier trained to fit task T2 using the representation rT1 . We say that the model θT1

is α-transferable to the task T2 when:

LT1ÑT2 “
1
α
LT2 (10.21)

where LT is the usual empirical loss on the validation set of task T .

From the definition it is clear the α is well-defined only in the interval r0, 1s. When
α “ 1, θT1 is completely transferable for the task T2. The lower α, the less the model θT1

can be used for T2. We would like to note that α depends on the distance d between
the two tasks. When T1 ” T2, the model is 1-transferable by construction, while when
dpT1, T2q is high, we expect α to be very low.
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10.7 Invertibility: Why ResNet work so well?

Residual networks and their several variants, are probably the most popular architec-
ture for image recognition. The building block is of the form:

"

xt`1 “ xt ` ξθtpxq for dimpxtq “ dimpxt`1q

xt`1 “ Wtxt ` ξθtpxq for dimpxtq ‰ dimpxt`1q
(10.22)

where ξθtpxq is the residual part to be learnt and Wt is a simple linear projection to
match the dimensions. The output of the network is the result of multiple composi-
tions of the residual map (10.22):

ypxq “ xT ˝ xT´1 ˝ ¨ ¨ ¨ ˝ x0pxq (10.23)

Now, let us consider a ResNet architecture as a generation network T that maps a
noise µ to a target distribution ν. In order to ease the argumentation, let us assume
that µ and ν are equi-dimensional. By the Brenier’s theorem Theorem 4 we know that,
under squared L2 cost cpx, yq “ }x´ y}22, the optimal transport map from a source
distribution µ to a target ν is given by a gradient of a convex potential such that:

Tpxq “ x`∇ϕpxq “ ∇
„

1
2
}x}2 ` ϕpxq



:“ ∇upxq

The requirement that ϕ is a convex function is typically very hard to enforce. How-
ever, we remark that ξθt “ ∇ϕt does not need to be convex. Moreover, for close
distributions, convexity of upxq can be approximately satisfied, as upxq is very close
to the (strictly convex) potential 1

2}x}
2 corresponding to the identity map. Thus, if we

consider the transport as a composition of many local optimal transports

∇u “ ∇uT ˝∇uT´1 ˝ ¨ ¨ ¨ ˝∇u0

we can guarantee a nearly optimal solution to the transportation problem. Increasing
the number of layers, the maps are more localized and smooth, satisfying more the
convexity constraint of the local uτ. We remark that in general the composition of
gradients (of convex maps) is not a gradient of a convex function.

However, let us consider the intermediate densities ρ0 “ x, . . . , ρT “ y. If ρt
and ρt`1 are close enough, meaning that ρt`1 is obtained by a small perturbation
of the strictly convex potential 1

2}x}
2 by φ, Proposition 15 says that ∇φ gives the

optimal transport for the squared quadratic cost. The forward pass computes the
current compositional transport and the backward pass back-propagates the error to
ρT Ñ ρT´1 Ñ ¨ ¨ ¨ Ñ ρ1. Thus, as long as we can guarantee that ρt and ρt`1 are close
enough, the residual network Tθ has, at convergence, ρT “ ν with Tθ optimal in the
Brenier’s sense. Interestingly, if we consider the layer τ as ’time’, the intermediate
layers are the displacement interpolation defined in Def. 5.
From this argument, it is clear how the depth of the network is crucial to obtain
smooth results. When T is not big enough, u is not locally convex and thus there are
no guarantees on the transport. Instead, When T Ñ `8, local transport maps are
infinitesimal perturbations of the identity function, whose potential is strictly convex.
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Chapter 11

Conclusions

Deep Learning had and will have a tremendous impact both on the Machine Learning
field and on the realm of real-world applications that involve our lives. However,
together with the positive impacts, several issues still have to be solved, both from
theoretical and practical perspectives.

Amongst all the issues discussed in this thesis, we addressed the following ones:

• Robustness and accuracy trade-off. With trivial tasks, very accurate models
are not robust. However, not accurate and robust models are useless and,
on the contrary, accurate but unreliable models cannot be employed where
guarantees on their behavior are required. We provided an algorithm that
allows to semantically trade-off between robustness and accuracy in an efficient
way: we enforce robustness only where is strictly required allowing to preserve
more accuracy;

• Potentialities of a classifier. In the DL literature, there are more and more
sophisticated methodologies but it is not clear whether they work better than
carefully tuned simpler established approaches. Rather than proposing new
sophisticated framework we provided a connection between GANs, Optimal
Transport and Adversarial Training, which allowed to show that a properly-
trained classifier can solve other tasks other than classification;

• Minimality. Based on the above results, we introduced a new simple frame-
work to obtain minimal representations. Our definition of minimality is weaker
than its counterpart based in information theory. It does not require a stochastic
description of neural networks or probability distributions;

• Interpretability. State-of-the-art DL models are poorly interpretable making
them not well-suited for applications where human is involved. In view of this,
we establish a set of desiderata for building interpretable models.

11.1 Future works

Some of the observations we have made throughout this thesis, pointed us to new
ideas for future research. We summarize them in the following:

• Robust GAN: f -divergences like JSD or KL are too strong resulting in undesir-
able behaviors such as mode collapse and instability of the gradients. However,
as we have seen, AT helps to soften the divergences making gradients more
meaningful. Thus, one can substitute than standard GAN-discriminator with a
robust version. The main limitation of this approach regards the computational
complexity. Thus, an accurate investigation is required to analyze the trade-off
between performance and time complexity.
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• Annealing of ε. One of the issues of AT, is that it uses an isotropic ball. Where
two or more manifolds are very close to each other, this can dramatically destroy
the peculiarities of a single class. A direction to investigate is to anneal ε, such
that ε Ñ 0, as the training reaches the maximum epoch. Interestingly, this
procedure is very similar to the training procedure introduced by Burgess et al.,
2018 in the context of Information Bottleneck and VAEs.

• Extensions to semi-supervised and unsupervised training. One of the issues
of supervised approaches is that they requires labelled datasets and in many
contexts this is a great impediment. This motivates the extension to a semi-
supervised setting where sources from similar domains are exploited. More-
over, most of the supervised dataset have been coarsely categorized. As a
consequence, a classifier may discard important features. This motivates the
unsupervised setting.
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Appendix A

Miscellaneous

A.1 Danskin’s theorem

Let us assume that ` is continuosly differentiable with respect to θ, then we have the
following theorem:

Theorem 22 (Danskin’s theorem). LetM be a non-empty compact topological space and
g : Rn ˆ S Ñ R such that gp¨, δq is differentiable with respect to any δ PM and ∇θ gpθ, δq
is continuous. Let us define δ‹pθq “ arg maxδPM gpθ, δq. Then the function:

ψpθq “ max
δPM

gpθ, δq

is locally Lipschitz continuous, and its directional derivative in the direction of y is:

9ψpθ, yq “ max
δPδ‹pθq

yJ∇θ gpθ, δq

Moreover, if for θ P Rn the set δ‹pθq is composed by only one element, it holds:

∇ψpθq “ ∇θpθ, δ‹pθqq

A.2 Proof of implicit regularization

Proposition 23 (Implicit regularization). Let φpxq defined as in (10.8) and assume that
its optimazion problem is strongly-concave. This can be guaranteed for example when∇x ϕpxq
is L-Lipschitz and λ ą L, for some L. Then, the problem (10.9) is equivalent to minimize the
regularized loss:

Lpx; θq “ ϕpxq `
1
2
}∇x ϕJpxq∇x ϕpxq}F̄´1 `O

ˆ

1
λ2

˙

(A.1)

where F̄ “ F´ λI and F is the hessian of the negative log-likelihood Fpxq “ ∇2
x log ŷpxq.

Proof. If the problem is strongly concave we can stop to the second order expansion.
In fact we can write:

ϕpx1q ´ λcpx1, xq « ϕpxq `∇Jx δ`
1
2

δJHδ´ λ}δ}22

and its maximization is given by:

δ‹ “ ´pH ´ λIq´1∇x ϕpxq
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Let us define H̄ “ H ´ λI. Plugging it into the expression for φ, we obtain:

φpx‹q “ ϕpxq `
1
2
∇ϕpxqJH̄´1H̄H̄´1∇ϕpxq

the reduces to:

φpx‹q “ ϕpxq `
1
2
∇ϕpxqJH̄´1∇ϕpxq “ ϕpxq ` }∇ϕpxq}2H̄´1 .

When the loss ` is of the form ´ log f pxqwhere f pxq is a likelihood, then the hessian
corresponds to the negative obserservation Fisher matrix F modulated by λI.

A.3 Datasets and Networks

Datasets. We use the following datasets:

(i) MNIST (LeCun et al., 1998): Classes consist of 10 digits from 0 to 9 and images
have size 28ˆ 28 with 1 gray channel.

(ii) CIFAR-10 (Krizhevsky, 2009): it consists of 10 classes: airplane, car, truck, ship,
horse, dog, cat, bird, frog, deer. Images are RGB of size 32ˆ 32. Each class contains
5000 images.

(iii) CIFAR-100 (Krizhevsky, 2009): this dataset is similar CIFAR-10, except it has
100 classes containing 600 images each. There are 500 training images and 100
testing images per class. The 100 classes in the CIFAR-100 are grouped into 20
superclasses. Each image comes with a "fine" label (the class to which it belongs)
and a "coarse" label (the superclass to which it belongs). In this work we will
make use only of fine labels.

(iv) TinyImageNet (TinyImageNet) is a tiny version of ImageNet with 200 classes
containing 600 RGB images each of size 64ˆ 64.

(v) RestrictedImageNet introduced in Tsipras et al., 2019. It is a short version of
ImageNet where semantically similar classes from ImageNet are group together
into 9 super-classes shown in Table A.1. Images are RGB of cropped size
224ˆ 224.

TABLE A.1: Classes used in the RestrictedImageNet model. The class ranges are inclusive.

Class Corresponding ImageNet Classes

“Dog” 151 to 268
“Cat” 281 to 285

“Frog” 30 to 32
“Turtle” 33 to 37
“Bird” 80 to 100

“Primate” 365 to 382
“Fish” 389 to 397
“Crab” 118 to 121
“Insect” 300 to 319
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For all datasets, images are normalized to have pixel intensities between r0, 1s.
For the CIFAR datasets, we use standard data-augmentation which involves mirror
flipping with probability of 0.5 and random crops of size 32ˆ 32 after padding images
by 4 pixels on each side.

Architectures. Our experiments we will use ResNets (He et al., 2016) and its wide
version (Zagoruyko and Komodakis, 2016). In particular, we will adopt:

(i) ResNet-18: ResNet with 18 layers.

(ii) ResNet-50: ResNet with 50 layers.

(iii) W-16-10: Wide-Residual network of Zagoruyko and Komodakis, 2016 with 16
layers, a widening factor of 10.

(iv) W-28-10: Wide-Residual network with 28 layers, a widening factor of 10.

(v) W-40-10: Wide-Residual network with 50 layers, a widening factor of 10.

All networks are trained with stochastic gradient descent (SGD), Nesterov’s momen-
tum of 0.9, mini-batch size of 128, weight decay of 5ˆ 10´4 and no dropbox. The
adversarial vulnerability of neural networks increases with the number of output
classes Fawzi, Fawzi, and Fawzi, 2018. In this context, we would like to emphasize
that the TibyImageNet dataset with 200 classes is a viable dataset for benchmarking
adversarial learning algorithms; this dataset is however less popular in the literature
which primarily focuses on MNIST and CIFAR-10.
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Appendix B

Minimum Energy Models

B.1 Experimental Setup

B.1.1 Datasets

For our experiments, we use the RestrictedImageNet and CIFAR-10 datasets.

B.1.2 Models

We use the standard ResNet-18 architecture (He et al., 2016) for our adversarially
trained classifiers on all datasets. Every model is trained with data augmentation,
momentum of 0.9 and weight decay of 5ˆ 10´4. Other hyperparameters are provided
in Tables B.3 and B.2.

TABLE B.1: Standard hyperparameters for training the models.

Dataset Epochs LR Batch Size Drop LR

RestrictedImageNet 100 0.1 128 0.1 at epochs P r30, 60s
CIFAR-10 200 0.1 128 0.2 at epochs P r60, 120, 160s

B.1.3 Adversarial training and natural training

We employ the adversarial training methodology described in Sec. 8.2 and introduced
by (Madry et al., 2017). We consider adversarial perturbations in `2 norm. Unless
otherwise specified, we use the values of ε provided in Table B.2 to train/evaluate
our models. Table B.2 provides the hyper-parameters for natural training.

TABLE B.2: Hyperparameters used for AT.

Dataset ε # steps Step size

RestrictedImageNet 3. 7 0.5
CIFAR-10 1. 7 0.5
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TABLE B.3: Hyperparameters used for NT.

Dataset λ # steps Step size

RestrictedImageNet 1e5 7 0.1
CIFAR-10 - 7 0.1

B.1.4 Image Transportation

Dataset ε # steps Step size

Robust
RestrictedImageNet 30 50 0.5

CIFAR-10 30 50 0.5

Natural
RestrictedImageNet 30 50 0.5

CIFAR-10 30 50 0.5

B.1.5 Image Interpolations

Dataset ε # steps Step size

Robust
RestrictedImageNet - 10 0.5

CIFAR-10 - 10 0.5

Natural
RestrictedImageNet - 10 0.5

CIFAR-10 - 10 0.5

B.1.6 Image Generation

Dataset ε # steps Step size

Robust
RestrictedImageNet 30 25 0.5

CIFAR-10 30 25 0.5

Natural
RestrictedImageNet 30 25 0.5

CIFAR-10 30 25 0.5
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