
Introduzione

Nell’ambito del programma di dottorato dell’Università di Padova, l’autore ha svilup-
pato il suo progetto di ricerca sotto la supervisione del Prof. Andrei Zelevinsky della
Northeastern University di Boston (MA). Andrei Zelevinsky, noto esperto di teoria
delle rappresentazioni, geometria algebrica, combinatoria algebrica e poliedrale, ha
negli ultimi anni incentrato la sua attività scientifica nello sviluppo della teoria delle
algebre cluster, allo scopo di fornire una struttura algebrica all’interno della quale
studiare i concetti di positività totale e di base canonica in gruppi algebrici semisem-
plici. La teoria delle algebre cluster si è sviluppata negli ultimi sette anni in diversi
campi della matematica: teoria di Lie, rappresentazioni di quiver, Grassmanniane di
quiver, geometria di Poisson e spazi di Teichmueller, sistemi dinamici discreti, ge-
ometria tropicale e altri ancora. Malgrado questi interessanti sviluppi, ancora manca
nell’ambito della teoria una definizione generale del concetto di base canonica, una
appunto tra le principali motivazioni per l’introduzione delle algebre cluster. Un
primo passo in questo senso è stato fatto in [27] nel caso di algebre cluster di rango
due. Il passo successivo è naturalmente lo studio delle algebre cluster di rango tre.
Se ne richiama brevemente la definizione. Sia P un gruppo abeliano motiplicativo
senza torsione ed F il campo QP(x1, x2, x3) delle funzioni razionali in tre variabili
sul campo QP delle frazioni dell’anello gruppale ZP. Diciamo cluster ogni base di
trascendenza di F su QP, e variabile cluster ogni elemento di un cluster. Una algebra
cluster di rango tre è una ZP-sottoalgebra di F generata dalle variabili cluster ap-
partenenti ai cluster ottenuti a partire da un cluster iniziale C = (s1, s2, s3) tramite
trasformazioni birazionali, dette mutazioni, governate da una matrice 3× 3 antisim-
metrizzabile BC e da una terna di coefficienti (pC1 , p

C
2 , p

C
3) appartenenti al gruppo P,

associati al cluster iniziale C. La terna {C, BC, (p
C
1 , p

C
2 , p

C
3} è detta seme dell’algebra

cluster.
Questa classe di algebre è piuttosto vasta; se ne distinguono essenzialmente tre

tipi: tipo finito, tipo affine e tipo indefinito. Le algebre cluster di tipo affine sono
associate alle matrici di Cartan generalizzate di tipo affine di dimensione tre. Tali
matrici sono classificate mediante i seguenti diagrammi di Dynkin:

2
JJJ

J

A
(1)
2 : 1

uuuu
3; A

(2)
4 : 1 ks 2 3ks

C
(1)
2 : 1 +3 2 ks 3; D

(2)
3 : 1 ks 2 +3 3;

G
(1)
2 : 1 2 _*4 3; D

(3)
4 : 1 2 3_jt
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Ad ognuno dei sei diagrammi corrisponde una classe di algebre cluster parametrizzata
dalla scelta del gruppo dei coefficienti P.

Nell’ambito di questa tesi si affronta lo studio delle algebre cluster di tipo A
(1)
2 ,

C
(1)
2 e G

(1)
2 , ovvero algebre cluster di rango tre di tipo affine non intrecciato (”un-

twisted”). Per ognuna delle algebre cluster di queste classi si sono ottenuti i seguenti

risultati (alcuni dei quali ancora solo congetturati per i casi C
(1)
2 e G

(1)
2 ):

• descrizione dell’algebra per generatori e relazioni;

• descrizione del grafo di scambio che ha come vertici i clusters e come lati le
loro mutazioni;

• studio dell’insieme degli elementi ”positivi”;

• l’esistenza e l’esplicita costruzione di una base canonica;

• determinazione di tutte le possibili basi canoniche;

• parametrizzazione degli elementi di ogni base canonica mediante gli elementi
del reticolo delle radici corrispondente alla matrice di Cartan associata all’algebra;

• si è introdotta una nuova descrizione delle basi canoniche come insiemi di gen-
eratori omogenei dell’algebra.

L’ autore ha potuto sviluppare la sua ricerca nell’ambito di un’ intensa attività sem-
inariale all’Università di Padova. In questo ambito è cresciuto il suo interesse per
gli aspetti della teoria delle algebre cluster connesse alle rappresentazioni dei quiv-
ers e alla teoria dei moduli Tilting. Si è cosi interessato agli sviluppi della teoria
delle cosiddette categorie cluster e delle algebre cluster tilted. L’influenza di queste
teorie sulla tesi è per lo più circoscritta al caso A

(1)
2 . Si noti, infatti, che questo caso

è l’unico in cui, nel diagramma di Dynkin associato, non compaiono lati multipli,
ovvero l’unico in cui la matrice di Cartan associata è simmetrica. Un orientamento
del diagramma di Dynkin di tipo A

(1)
2 fornisce cos̀ı un quiver (negli altri cinque casi

si ottiene un quiver valutato). Nel caso di algebre cluster associate a quivers (pi-
uttosto che a quiver valutati), P. Caldero e F.Chapoton in [7] (nel caso An), poi
P.Caldero e B.Keller in [8] e [9] (nel caso di quivers senza cicli orientati) e infine
Y.Palu in [26] (per quivers con cicli orientati), hanno dimostrato l’esistenza di una
mappa tra le rappresentazioni indecomponibili senza auto-estensioni del quiver e le
variabili cluster che generano l’algebra, nel caso in cui il gruppo dei coefficienti sia
il gruppo banale P = {1}. Ad ogni rappresentazione del quiver la mappa associa
una funzione razionale, i cui coefficienti sono caratteristiche di Eulero–Poincarè di
varietà proiettive chiamate Grassmanniane di quiver, che, nel caso delle rappresen-
tazioni indecomponibili senza auto-estensioni, fornisce l’espansione di Laurent delle
variabili cluster che generano l’algebra in funzione delle variabili appartenenti al
cluster iniziale.

L’autore ha considerato il quiver Q senza cicli orientati associato al diagramma
di Dynkin di tipo A

(1)
2 ed ha ottenuto i seguenti risultati:
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• studio delle Grassmanniane di quiver associate alle rappresentazioni indecom-
ponibili senza auto-estensioni di Q e calcolo della loro caratteristica di Eulero-
Poincarè;

• studio delle rappresentazioni regolari di Q in termini della loro Grassmanni-
ana di quiver; in particolare classificazione di tali rappresentazioni a meno di
equivalenze destre cosi come introdotto in [13];

• descrizione dell’immagine della mappa di Caldero–Chapoton–Keller: tale im-
magine è unione non disgiunta di due basi dell’algebra cluster diverse dalla
base canonica. Una di queste basi risulta essere una naturale generalizzazione
della base semi–canonica costruita in [11] per un’algebra cluster di rango due;

• generalizzazione dei precedenti risultati ad ogni scelta del gruppo dei coeffici-
enti.
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Introduction

The study of cluster algebras started in [16], [17], [27] and it has, by now, reached
a remarkable stage of development in several directions. The main motivation for
introducing this theory was to define an algebraic framework for understanding to-
tal positivity and canonical bases in semisimple algebraic groups (see [28] for details).

Here we study rank three cluster algebras of untwisted affine type with a partic-
ular attention to their canonical basis. Let us briefly recall their definition. Let P
be a semifield, i.e. an abelian multiplicative group endowed with a binary opera-
tion of (auxiliary) addition, denoted by ⊕, which is commutative, associative and
a(b⊕c) = ab⊕ac for every a, b, c ∈ P. An important example of semifield is the trop-
ical semifield : let J be a finite set of indices, the tropical semifield Trop(uj : j ∈ J)
is an abelian multiplicative group freely generated by the elements uj (j ∈ J). The
addition ⊕ in Trop(uj : j ∈ J) is defined by∏

j

u
aj

j ⊕
∏

j

u
bj

j
.
=

∏
j

u
min(aj ,bj)
j . (0.0.1)

It can be shown that P is torsion–free so that its group ring ZP is a domain. We con-
sider the ambient field F = QP(x1, x2, x3) of rational functions in three commuting
variables over the field of fractions of ZP. We call P the coefficient group. A seed in F
(see Definition 1.1.2) is a triple Σ = (B;x, y) where B is a 3×3 skew–symmetrizable
matrix, x = (x1, x2, x3) is a free generating system of F , i.e. F ' QP(x); y is a
triple of elements of the coefficient group P. The set x is called the cluster of the
seed Σ while its elements are called the cluster variables of Σ. The elements of y are
called the coefficients of the seed Σ.

For every k = 1, 2, 3 and every seed Σ, there exists a seed Σk in F obtained from
Σ by a mutation in direction k (see Definition 1.1.4). Seed mutations are involutive
and hence define an equivalence relation on the set of seeds in F : two seeds are
equivalent if one is obtained from the other by a finite sequence of mutations. We
denote by O(Σ) the equivalence class of a seed Σ. The cluster algebra A(Σ) with
initial seed Σ is the ZP–subalgebra of F generated by all the cluster variables of the
seeds in O(Σ).

The Cartan counterpart of a skew–symmetrizable matrix B is a 3×3 generalized
Cartan matrix (Definition 1.2.1) C(B) = (cij) such that cij = −|bij| if i 6= j. If

C(B) is a generalized Cartan matrix of type A
(1)
2 , C

(1)
2 or G

(1)
2 , then A(Σ) is called

a cluster algebra of type A
(1)
2 , C

(1)
2 or G

(1)
2 respectively. These Cartan matrices are
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called 3× 3 generalized Cartan matrices of untwisted affine type, so that we use the
same terminology for the corresponding cluster algebras; their Dynkin diagrams are
shown below:

2
JJJ

J

A
(1)
2 : 1

uuuu
3; C

(1)
2 : 1 +3 2 ks 3; G

(1)
2 : 1 2 _*4 3.

Every cluster x of A is a free generating system of F and hence every element
of A is a rational function in the elements of x. A famous result of S. Fomin and
A. Zelevinsky found in [16] asserts that every element of a cluster algebra A inside
F is actually a Laurent polynomial in every cluster of A rather than a rational func-
tion. This result is even known as the Laurent phenomenon.
We say that an element of A is positive if its Laurent expansion in every cluster of
A has coefficients in Z≥0P. The set of positive elements is closed under addition and
multiplications, and hence form a semiring. The initial problem of this thesis was
to describe the semiring of positive elements in cluster algebras of type A

(1)
2 without

coefficients, i.e. when P = {1}. This problem has been solved in cluster algebras of
rank 2 in [27] (for every choice of the coefficient group) and this thesis is the natural
generalization of that work. A canonical basis B of A is a ZP–basis of A such that
the semiring of positive elements consists precisely of Z≥0P–linear combinations of
elements of B. The problem of describing the semiring of positive elements is hence
translated into the problem of proving the existence of a canonical basis. This prob-
lem is still open in general but there are some expectations about that: for example
it is expected that “cluster monomials”, i.e. monomials in cluster variables belonging
to the same cluster, belong to the canonical basis, when such a basis exists. We now
present the main results of the thesis.

Chapter 1: Background. The first chapter of this thesis is devoted to give a
recollection of some known results.

Definition of cluster algebras. In Section 1.1 we recall the definition and some general
properties about cluster algebras (the main reference for this section is [18]).

Root systems. In Section 1.2 we briefly recall the structure of rank three root systems
of affine (untwisted) type, i.e. root systems associated with the Dynkin diagrams of

type A
(1)
2 , C

(1)
2 and G

(1)
2 shown before.

Bipartite cluster algebras. In Section 1.3 we collect some properties of rank three
cluster algebras of bipartite type, i.e. in which there exists an exchange matrix B
such that bij = bji = 0 for some i 6= j; or equivalently in which the Dynkin diagram
of the corresponding Cartan counterpart of B is bipartite. In [18] bipartite cluster
algebras of every rank (not necessarily 3) are studied in details. Note that the case

A
(1)
2 is the only case of rank three cluster algebras of affine type that is not bipartite.
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Quiver representations and the Caldero–Chapoton–Keller map. In Section 1.4 we
recall some well–known facts about quiver representations and we introduce the
Caldero–Chapoton–Keller map. We briefly recall its definition here. It does not
cost too much to put ourselves in the general situation, even if we will use this
map only in the rank three case. Let Q be an acyclic quiver with n vertices. With
Q it remains naturally associated a skew–symmetric matrix BQ = (bij) such that
bij = card{j → i ∈ Q1} − card{i → j ∈ Q1} where Q1 is the set of arrows of Q.
In particular with Q it remains associated a (coefficient–free) cluster algebra A(Q)
inside the field Q(x1, · · · , xn) with initial seed {BQ, {x1, · · · , xn}}. A famous result
of F.Chapoton and P.Caldero (if Q is of type A), of P.Caldero and B.Keller (if Q
is acyclic) (there is also a similar result for quivers with cycles due to Y.Palu) asso-
ciates with a Q–representation M of dimension vector d = (d1, · · · , dn), a Laurent
polynomial XM given by

XM(x1, · · · , xn) = x−d1
1 · · ·x−dn

n

∑
e

χe(M)
∏
i,j

(x
dj−ej

i xei
j )[bij ]+

where [bij]+
.
= max(bij, 0) denotes the maximum between bij and zero. We call

the map M 7→ XM the Caldero–Chapoton–Keller map. In this formula χe(M) de-
notes the Euler–Poincaré characteristic of the algebraic variety Gre(M) of the sub–
representations of M of dimension vector e = (e1, · · · , en). Gre(M) is a projective
variety called quiver Grassmannian (see [10] for more details about this variety).
A representation M of Q is called rigid if it does not have self–extensions, i.e.
Ext1(M,M) = 0. The result due to P.Caldero and B.Keller in [9] says that the
map M 7→ XM is a bijection between indecomposable rigid Q–representations and
cluster variables of A(Q).

Definition of canonical basis and its properties. Section 1.5 is an heuristic treat-
ment of the problem of finding a canonical basis, i.e. given a subset B of a cluster
algebra A we supply a list of techniques that one can use in order to show that B
has properties of a canonical basis. For a cluster algebra A of geometric type, i.e.
when P is a tropical semifield, we get an useful result in Theorem 1.5.7: it gives suf-
ficient condition in order to show that a subset B of A (candidate to be a canonical
basis) is a linearly independent set (over ZP). These hypothesis imply at once the
g–vector parametrization of the elements of B, an interesting parametrization of B
by elements of Zn, where n is the cardinality of every cluster of A. This property
was proved in [18] for cluster monomials.

Chapter 2: Cluster algebras of type A
(1)
2 . The second chapter contains the

main original part of this thesis. In this chapter we solve the problem of finding a
canonical basis in every cluster algebra of type A

(1)
2 of geometric type.

Principal Coefficients. We consider the cluster algebra A with principal coefficients
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x1 x3 x5 x7x−1x−3

w

z

x2 x4 x6x0x−2x−4 x8

Figure 1: The exchange graph of A

at the seed

Σ
.
= {B =

0@ 0 1 1
−1 0 1
−1 −1 0

1A,x = {x1, x2, x3},y = {y1, y2, y3}}. (0.0.2)

By definition this just means that A = A(Σ) is the cluster algebra with initial seed
Σ contained in the field F = QP(x1, x2, x3) where P = Trop(y1, y2, y3) is the tropical
semifield generated by the coefficients of the seed Σ. The Cartan counterpart of B
is a Cartan matrix of type A

(1)
2 and hence A(Σ) is a cluster algebra of type A

(1)
2 .

We prove (see Proposition 2.1.1) that A is the ZP–subalgebra of F generated by
infinitely many rational functions {xm|m ∈ Z} recursively generated by a relation
of the form:

xmxm+3 = p−mxm+1xm+2 + p+
m

where p±m ∈ P, together with the two more rational functions, that we call w and z,
defined by

w
.
=
y2x1 + x3

x2

, z
.
=
y1y3 x1x2 + y1 + x2x3

x1x3

.

The elements {xm}, w and z are all the cluster variables of A while the sets of the
form {xm, xm+1, xm+2}, {x2m+1, w, x2m+3} and {x2m, z, x2m+2} are the clusters of A.
Figure 1 shows the exchange graph of A: by definition it has clusters as vertices
and an edge between two clusters if they share exactly two cluster variables. In
this figure cluster variables are associated with regions: there are infinitely many
bounded regions labeled by the xm’s, and there are two unbounded regions labeled
respectively by w and z. The cluster corresponding to a vertex common to three
regions has the labeling cluster variables of these regions as elements. We refer to
the exchange graph of A as the brick wall. Such a graph appeared in [16] as the

exchange graph of a coefficient–free cluster algebra of type A
(1)
2 (see Section 2.3.11).

Canonical basis. We define elements {un|n ≥ 0} of A by the initial conditions:

u0 = 1, u1 = zw − y1y3 − y2, u2 = u2
1 − 2y1y2y3

together with the recurrence relation for n ≥ 2

un+1 = u1un − (y1y2y3)
n un−1.
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Recall that a cluster monomial is a monomial in cluster variables belonging to the
same cluster, i.e. in the algebraA cluster monomials are the monomials xa

mx
b
m+1x

c
m+2,

or xa
2m+1w

bxc
2m+3, or xa

2mz
bxc

2m+2 for every non–negative integers a, b, c and for every
m ∈ Z. The main result of the chapter is the following Theorem whose proof takes
up the almost whole part of it.

Theorem 0.0.1. The set B = {cluster monomials}∪ {unw
k, unz

k| n ≥ 1, k ≥ 0} is
a canonical basis of A. It is unique up to rescaling by elements of P.

g–vector parametrization of B. We prove (see Section 2.3.1) that every element
b of B has the form:

b = Fb(y1x
b1 , y2x

b2 , y3x
b3)xgb (0.0.3)

where Fb ∈ Z[y1, y2, y3] is a primitive, i.e. not divisible by any yi, polynomial in
three variables, gb ∈ Z3 is an integer vector, bi is the i–th column vector of the
exchange matrix B and we use the notation x(g1,g2,g3)t .

= xg1

1 x
g2

2 x
g3

3 . Fb is called the
F–polynomial of b, while gb is called the g–vector of b. Following [18], we choose the
principal Z3–grading of A given by for i = 1, 2, 3

deg(xi) = ei, deg(yi) = −bi (0.0.4)

(ei is the i–th basis vector of Z3). It follows that the entries of Fb in (0.0.3) have
degree zero; in other words the elements of B are homogeneous with degree gb with
respect to the principal Z3–grading of A.

Denominator vectors and roots. By the Laurent phenomenon every element b of
A is a Laurent polynomial in {x1, x2, x3} of the form

b =
Nb(x1, x2, x3)

xd1
1 x

d2
2 x

d3
3

for some primitive polynomial Nb ∈ ZP[x1, x2, x3], and some non–negative integers

d1, d2, d3. We consider the root lattice Q of type A
(1)
2 . We fix the basis of simple

roots of Q, and we identify Z3 with Q. The map b 7→ d(b)
.
= (d1, d2, d3) is hence

a map between A and Q; it is called the denominator vector map (in the cluster
{x1, x2, x3}).

Theorem 0.0.2. The denominator vector map b 7→ d(b) is a bijection between B and

Q. Under this bijection positive real roots of the root system of type A
(1)
2 correspond

to the set of cluster variables together with {unw, unz| n ≥ 1}.

g–vectors and denominator vectors. In Proposition 2.3.7 we found an interesting
description of the g–vectors of the elements of B in terms of their denominator
vectors. This can be seen as a generalization of a similar result for bipartite cluster
algebras (Theorem 1.3.8): let QIn be the acyclic quiver

2
{{xx

xx

QIn
.
= 1 3oo

ccGGGG
(0.0.5)
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whose underlying graph is the Dynkin diagram of type A
(1)
2 (i.e. BQIn

= B). We
associate with the quiver Q = QIn its Euler matrix EQ (recall that (EQ)ij = 1
if i = j, −1 if there is an arrow from i to j and 0 otherwise). We consider the
piecewise–linear deformation EQ of −EQIn

given by

EQ =
( −1 0 0

[ ? ]+ −1 0

[ ? ]+ [ ? ]+ −1

)
(0.0.6)

EQ acts on the root lattice Q = Z3 by the (piecewise–linear) action ∗ defined by

EQ ∗
(

a1
a2
a3

)
=

(
−a1
−a2 + [a1]+
−a3 + [ a1 ]+ + [ a2 ]+

)
where [a]+

.
= max(a, 0).

Proposition 0.0.3. Given b ∈ B, its g–vector gb and its denominator vector d(b)
are related by

gb = EQ ∗ d(b) (0.0.7)

Since the map EQ is bijective we get the following corollary of this result:

Corollary 0.0.4. The map b 7→ gb which associate to an element b of B its g–vector
gb, is a bijection between B and Z3.

Explicit formulas We find the Laurent expansion of every element of B in every
cluster of A (Theorem 2.1.9).

F–polynomials and quiver Grassmannians. In Section 2.5 we give an interpreta-
tion of the F–polynomials of the elements of B in terms of quiver representations.
Let M be a QIn representation, we define the polynomial FM ∈ Z[y1, y2, y3] given by

FM =
∑

e=(e1,e2,e3)

χe(M)ye1
1 y

e2
2 y

e3
3 .

The map F has the following multiplicative property: FM⊕N = FM · FN . If M is a
rigid indecomposable Q–representation of dimension d, by the result due to Caldero
and Keller, there exists a unique cluster variable XM with denominator vector d.
We get the following result.

Theorem 0.0.5. If M is a rigid indecomposable QIn–representation, FM is the F–
polynomial of the cluster variable XM .

In order to get the previous result we study the quiver Grassmannian Gre(M)
associated with every indecomposable rigid representation M and we compute its
Euler–Poincaré characteristic (Proposition 2.5.2). We note that, since of the muplti-
pliative property of the map F , the previous Theorem gives also the F–polynomial
of every cluster monomial of A.

Semicanonical basis and non–rigid QIn–representations. Once we have given an
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interpretation of cluster monomials in terms of quiver representations, we investi-
gate an analogous interpretation for the other elements {unw

k, unz
k} of B. In order

to do that we need to study non–rigid QIn–representations. The indecomposable
non–rigid QIn–representations lie in infinitely many connected components of the
Auslander–Reiten quiver of QIn called tubes. There is one tube of rank two, i.e.
the Auslander–Reiten translation τ has period two in this component, and infinitely
many tubes of rank one parameterized by k = C. The regular homogeneous repre-
sentations are the indecomposable QIn–representations given by, for every n ≥ 1:

kn

=
||yyy

yy
kn

Jn(0)

||yyy
yy

Reg
{3,2}
n

.
= kn kn ;=

oo

Jn(0)ccGGGGG

Reg
{2,1}
n

.
= kn kn

=
oo

=bbEEEEE

kn

=
||zzz

zz

Reg
{3,1}
n (λ)

.
= kn kn.

=bbFFFFF

Jn(λ)
oo

where Jn(λ) is the n-Jordan block of eigenvalue λ ∈ k. The arrows labeled by “ = ”
are the identity map. The regular non–homogeneous representations are, for n ≥ 0:

kn+1
ϕt

2

zzuuu
uu

kn
ϕ1

zzuuu
uu

RNw
n
.
= kn kn ;=

oo

ϕ1eeKKKKK

RN z
n
.
= kn+1 kn+1

ϕt
2

ddIIIII

=
oo

where ϕ1, ϕ2 :< u1, · · · , un >→< v1, · · · , vn+1 >, ϕ1(uk) = vk and ϕ2(uk) = vk+1.
One can see that for n = 0, RNw

0 (resp. RN z
0 ) has dimension vector (0, 1, 0) (resp.

(1, 0, 1)) that is the denominator vector of w (resp. z) and hence this representation
is rigid. We then concentrate on non–rigid regular representations, i.e. for n ≥ 1.
In section 2.6 we compute Euler–Poincaré characteristic of quiver Grassmannians
associated with such QIn–representations (Proposition 2.6.1), so that we have an
explicit description of the image of F . In order to study the image of F it is natural to
study the representations of QIn up to right–equivalence (see Section 2.5.3). We show
that F

Reg
{3,1}
n (λ)

= F
Reg

{3,1}
n (0)

(indeed Regn(λ) and Regn(0) are right–equivalent),

F
Reg

{2,1}
n

= F
Reg

{3,2}
n

, FRNw
n

= F
Reg

{3,1}
n (0)

Fw and FRNz
n

= F
Reg

{3,1}
n (0)

Fz.

The natural question at this point is to see if this image is a set of “F–polynomials”.
In other words we ask if given such a module M there exists an element of A whose
corresponding F–polynomial is FM . The answer to this question is affirmative and
it is given by the next theorem.

Theorem 0.0.6. For every n ≥ 0, the elements sn and rn defined by

sn = un + yδun−2 + y2δun−4 + · · · =
∑
k≥0

ykδun−2k,

rn = sn + y2sn−1,

have the form (0.0.3) and Fsn = F
Reg

{3,1}
n (0)

and Frn = F
Reg

{3,2}
n

. In particular the

set S = {cluster monomials} ∪ {snw
k, snz

k : n ≥ 1, k ≥ 0} and the set R =
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Figure 2: The shape of the tubes of the quiver QIn and the image by the Caldero-
Chapoton map.

{cluster monomials} ∪{rnw
k, rnz

k : n ≥ 1, k ≥ 0} are ZP–bases of A (that are not
canonical basis).

Figure 2 shows the image by the map F of the tubes. We call S a “semicanoni-
cal” basis of A in analogy with semicanonical basis found in [11] for a coefficient–free

cluster algebra of type A
(1)
1 . In [11] the semicanonical basis was parameterized by

Chebychev’s polynomials of the second kind, while the canonical basis by Chebychev’s
polynomials of the first kind. The same is true in A as it is shown in Corollary 2.6.7.

General coefficients In Section 2.4 we extend Theorem 0.0.1 to every choice of the
coefficient tropical semifield. We consider a tropical semifield P, the field F =
QP(x1, x2, x3) and the cluster algebra AP inside F with initial seed given by (0.0.2).
For every element b of B we define the element B in analogy with (0.0.3) by

B = Fb(
y1

x2x3

,
y2x1

x3

, y3x1x2)x
gb (0.0.8)

If b is a cluster variable we call B a principal cluster variable and if b is a cluster
monomial we call B a principal cluster monomial. We have the following result that
is the main result of the Section.

Theorem 0.0.7. The set BP = {principal cluster monomials}∪ {UnW
k, UNZ

k|n ≥
1, k ≥ 0} is a canonical basis for AP. This basis is unique up to rescaling by elements
of P.

Chapter 3: Cluster algebras of type C
(1)
2 and G

(1)
2 . The third chapter is

devoted to the study of cluster algebras of type C
(1)
2 and G

(1)
2 of geometric type. We
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Figure 3: Exchange graph of a cluster algebra of type C
(1)
2 with principal coefficients

at the labeled seed.
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Figure 4: Exchange graph of a cluster algebra of type G
(1)
2 with principal coefficients

at the labeled seed.

define such algebras by generators and relations. Figures 3 and 4 show their exchange
graphs. We conjecture the existence of a canonical basis in every such algebras by
exhibit explicit elements. In type C

(1)
2 this conjecture is motivated by Section 3.2

where we study the coefficient–free cluster algebra of type C
(1)
2 : we find the canonical

basis of such algebra; we prove this basis is parameterized by the root lattice of type
C

(1)
2 ; finally we also get the explicit Laurent expansion of every element of such basis.
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Chapter 1

Background

1.1 Background on cluster algebras

In this section we recollect some results about cluster algebras that we will need in
the next chapters. We are not going to give a self–contained treatment of the subject
and we refer to [18] for all the details.

1.1.1 Definition of a cluster algebra

Definition 1.1.1 (semifields). A semifield (P, ·,⊕) is an abelian multiplicative group
endowed with a binary operation of (auxiliary) addition ⊕ which is commutative,
associative and a(b⊕ c) = ab⊕ ac for every a, b, c ∈ P.

An important example of a semifield is the tropical semifield : let J be a finite set
of indices, the tropical semifield Trop(uj : j ∈ J) is an abelian multiplicative group
freely generated by the elements uj (j ∈ J). The addition ⊕ in Trop(uj : j ∈ J) is
defined by ∏

j

u
aj

j ⊕
∏

j

u
bj

j
.
=

∏
j

u
min(aj ,bj)
j .

Another example of semifield is the universal semifield Qsf (u1, · · · , u`) introduced in
[18, Definition 2.1]: by definition it is the set of all rational functions in ` independent
variables u1, · · · , u` which can be written as a subtraction–free rational expressions in

u1, · · · , u`. For example u2 − u+ 1 = (u+1)3

u+1
∈ Qsf (u). Qsf (u1, · · · , u`) is a semifield

with respect to the usual operations of multiplication and addition. This example is
universal: any subtraction–free identity that holds in Qsf (u1, · · · , u`) remains valid
for any elements u1, · · · , u` in an arbitrary semifield.

In [18, Section 5] it is shown that every semifield P is torsion-free as a multiplica-
tive group , hence its group ring ZP is a domain.

As an ambient field for a cluster algebra A we consider the field F isomorphic to
the field of rational functions in n independent variables with coefficients in QP, the
field of fractions of ZP.
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Definition 1.1.2 (seeds). A seed in F is a triple Σ = (B,x,y) where:

• B = (bij) is an n× n integer matrix which is skew-symmetrizable, i.e. dibij =
−djbji for some positive integers d1, · · · , dn. B is called the exchange matrix
of Σ.

• x = {x1, · · · , xn} is an n-tuple of elements of F forming a trascendence basis
of F , that is F is isomorphic to QP(x1, · · · , xn). x is called the cluster of Σ
and x1, · · ·xn are called the cluster variables of Σ.

• y = {y1, · · · , yn} is an n-tuple of elements of P. y1, · · · yn are called the coeffi-
cients of Σ.

Sometimes it is useful to identify two seeds (B,x,y) and (B′,x′,y′) if there exists
a permutation σ of the index set I = {1, · · · , n} such that x′i = xσ(i), y

′
i = yσ(i) and

b′ij = bσ(i),σ(j), for i, j ∈ I. The class of identified seeds is called an unlabeled seed,
and its elements are called labeled seeds (see [18, Definition 2.3,]).

Example 1.1.3. The seed (
(

0 1 1
−1 0 1
−1 −1 0

)
, {x1, x2, x3}, {y1, y2, y3}) and the seed

(
(

0 −1 −1
1 0 1
1 −1 0

)
, {x3, x1, x2}, {y3, y1, y2}) can be identified by σ = (132).

Definition 1.1.4 (Seed mutations). Let (B,x,y) be a seed in F and let k ∈ I =
{1, · · · , n}. The seed mutation µk in direction k transforms (B,x,y) into the seed
µk(B,x,y) = (B′,x′,y′) defined as follows:

• The entries of B′ = (b′ij) are given by

b′ij =

{
−bij if i = k or j = k
bij + sg(bik)[bikbkj]+ otherwise

(1.1.1)

where [x]+
.
= max(x, 0) and sg(x) is the sign function (we put sg(0) = 0).

• The coefficient tuple y′ = (y′1, · · · , y′n) is given by

y′j =

{
y−1

k if j = k

yjy
[bkj ]+
k (yk ⊕ 1)−bkj if j 6= k

(1.1.2)

• The cluster x′ = {x′1, · · · , x′n} is given by x′j = xj for j 6= k, whereas x′k ∈ F is
determined by the exchange relation

x′k =
ykΠix

[bik]+
i + Πix

[−bik]+
i

(yk ⊕ 1)xk

. (1.1.3)

(The fact that µk(Σ) is again a seed follows immediately from the definition.)

Example 1.1.5. By using example 1.1.3, µ1(
(

0 1 1
−1 0 1
−1 −1 0

)
, {x1, x2, x3}, {y1, y2, y3})

is the (unlabeled) seed (
(

0 1 1
−1 0 1
−1 −1 0

)
, {x2, x3, x4}, {y(2)

1 , y
(2)
2 , y

(2)
3 }) where x4 = x2x3+y1

x1
,

y
(2)
1 = y1y2/(y1 ⊕ 1), y

(2)
2 = y1y3/(y1 ⊕ 1) and y

(2)
3 = 1/y1.
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Definition 1.1.6 (cluster pattern). Let Tn be the n–regular tree whose edges are
labeled by the numbers 1, · · · , n so that the n edges emanating from each vertex

receive different labels. We write t
k
t′ to indicate that vertices t, t′ ∈ Tn are

joined by an edge labeled by k.
A cluster pattern is an assignement of a labeled seed Σt to every vertex t ∈ Tn such
that the two seeds Σt and Σt′ are obtained from each other by a seed mutation in

direction k whenever t
k
t′ .

It is easy to see that µk is involutive and hence mutations define an equivalence
relation in the class of seeds of F : given two seeds Σ and Σ′ we say that Σ ∼ Σ′ if
there exists a sequence {µk1 , µk2 , · · · , µks} of mutations such that Σ′ = µks · · ·µk1Σ.
We indicate by O(Σ) the equivalence class of Σ and with Ξ(Σ) the set of cluster
variables in O(Σ), that is the set of cluster variables of every seed in O(Σ).

The cluster algebra A = A(Σ) is the ZP-subalgebra of F generated by cluster vari-
ables in O(Σ): A(Σ)

.
= ZP[Ξ(Σ)].

A(Σ) is called the cluster algebra associated with Σ or with initial seed Σ. By using
this second name (with initial seed Σ) one wants to highlights that he is mainly
considering the elements of A(Σ) as rational functions in the cluster variables of
the cluster of Σ, more than rational functions in every other cluster (indeed clusters
are free generating system for F). On the other hand one should not forget that
A(Σ) = A(Σ′) for every Σ′ ∈ O(Σ).

1.1.2 Cluster algebras of geometric type

Let Σ = (B,x,y) be a seed in F = QP(x). A cluster algebra A(Σ) is called of
geometric type if P is a tropical semifield. In this case mutations are encoded into
rectangular matrices ([18, Definition 2.12]) in the following way: let P = Trop(xn+j :
j ∈ {1, · · · , r}) be a tropical semifield with generators xn+1, · · · , xm for some integer
m ≥ n. In this case every coefficient y′i of every seed Σ′ ∼ Σ is a (Laurent) monomial
in the xn+j’s of the form:

y′i =
∏

j

x
b′n+j,i

n+j

for some integers bn+j,i, j = 1, · · · , r. Then we can extend the n×n exchange matrix
B′ of Σ′ to a rectangular m× n matrix:

B̃′ =

[
B′

{b′ij}

]
i=n+1,··· ,m; j=1,··· ,n

.

We call the matrices B̃′ rectangular exchange matrices. The advantage of working
with rectangular exchange matrices is that mutations of coefficients (1.1.2) translate
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into matrix mutation (1.1.1) and the exchange relations take the simpler form

x′k =

m∏
i=1

x
[bik]+
i +

m∏
i=1

x
[−bik]+
i

xk

. (1.1.4)

Therefore in a cluster algebra of geometric type every seed Σ takes the form {B̃,x},
since both the coefficients and the exchange matrix of Σ are encoded into the rect-
angular matrix B̃. The identification between such seeds is then naturally extended
to rectangular exchange matrices by fixing the row indices i = n+ 1, · · · ,m and by
permuting the others.

A particularly important class of cluster algebras of geometric type are the alge-
bras where the tropical semifield P is generated by the coefficient tuple of Σ, i.e.
P = Trop(y1, · · · , yn). In this case A(Σ) is called a cluster algebra with principal
coefficients at the seed Σ ([18, Definition 3.1]). In this case the rectangular exchange
matrix of Σ is a 2n× n matrix of the form

B̃ =

[
B
Idn

]
where Idn is the n×n identity matrix. Moreover, in this case, suppose Σ′,Σ′′ ∈ O(Σ)
and µk(Σ

′) = Σ′′, then the exchange relation (1.1.3) becomes

x′′k =

n∏
i=1

y
[b′n+i,k]+

i

n∏
i=1

x
′[b′ik]+
i +

n∏
i=1

y
[−b′n+i,k]+

i

n∏
i=1

x
′[−bik]+
i

x′k
. (1.1.5)

1.1.3 Laurent phenomenon

Theorem 1.1.7. [16, Theorem 3.1] The cluster algebra A associated with a seed
(B,x = {x1, · · · , xn},y = {y1, · · · , yn}) is contained in the Laurent polynomial ring
ZP[x±1

1 , · · · , x±1
n ], i.e. every element of A is a Laurent polynomial over ZP in the

cluster variables x1, · · · , xn, for every choice of the semifield P.

More explicitly, for every cluster C = {s1, · · · , sn} of A, an element z of A has
the form

z =
NC(s1, · · · , sn)

sd1
1 · · · sdn

n

where NC(s1, · · · , sn) ∈ ZP[s1, · · · , sn] is a polynomial in n variables with coefficient
in ZP. The map z 7→ d(z) = dC(z)

.
= (d1, · · · , dn) is called denominator vector of z

in the cluster C.
In view of [17, Proposition 11.2], for a cluster algebra with principal coefficients,

Theorem 1.1.7 can be sharpened as follows.
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Proposition 1.1.8. Let A•(Σ) be a cluster algebra with principal coefficients at the
seed Σ = (B,x,y). Then A•(Σ) ⊆ Z[x±1

1 , · · · , x±1
n ; y1, · · · , yn]. That is every element

of A is a Laurent polynomial in x1, · · · , xn whose coefficients are integer polynomials
in y1, · · · , yn. Thus we can associate to every cluster variable x of A•(Σ) both its
expression in the seed Σ:

x = X(x1, · · · , xn, y1, · · · , yn) ∈ Z[x±1
1 , · · · , x±1

n ; y1, · · · , yn] (1.1.6)

and the polynomial:

FΣ
x (y1, · · · , yn)

.
= X(1, · · · , 1, y1, · · · , yn) ∈ Z[y1, · · · , yn] (1.1.7)

called the F -polynomial associated with x in the seed Σ. We sometimes write Fs

instead FΣ
s when the seed is clear.

In view of the exchange relations the rational functions X in (1.1.6) and thus the
F -polynomials are subtraction-free rational expressions. Then we can consider the
evaluation of every F -polynomial in n elements of an arbitrary semifield P, and we
indicate it by F |P. To illustrate, let F (u1, u2) = u2

1−u1u2 +u2
2 and P = Trop(y1, y2).

Then F |P(y1, y2) =
y3
1⊕y3

2

y1⊕y2
= 1.

1.1.4 g–vectors and formulas for cluster variables

In a cluster algebra of rank n with principal coefficients, there exists a Zn–grading
called principal Zn-grading that we are going to recall in this section.

Proposition 1.1.9. [18, Proposition 6.1] Let A = A•(Σ) be a cluster algebra with
principal coefficients at the seed Σ = (B,x,y). Every cluster variable of A can be
expressed as a Laurent polynomial X as in (1.1.6). The Laurent polynomial X is
homogeneous with respect to the Zn-grading of Z[x±1

1 , · · · , x±1
n ; y1, · · · , yn] given by

deg(xi) = ei deg(yi) = −bj (1.1.8)

where ei is the i-th standard basis (column) vector in Zn, and bj =
∑
bijei is the

j-th column of the matrix B.

Definition 1.1.10. Let s be a cluster variable of A•(Σ). We define the g–vector
gΣ(s) of s in the seed Σ, as the multi-degree of s with respect to (1.1.8), i.e.

gΣ(s)
.
= deg(s) ∈ Zn (1.1.9)

When the seed is clear we just write g(s) and we call it the g–vector of s.

For j = 1, · · · , n we define
ŷj

.
= yjΠix

bij

i . (1.1.10)

We will see some interesting properties of these elements in section 1.1.6. For now
we want just to point out that in view of Proposition 1.1.9, they have degree zero,

deg(ŷj) = 0
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for every j = 1, · · · , n. In what follow we use the notation a = (a1, · · · , an), sa =
sa1
1 · · · san

n . The promised explicit formula for cluster variables in terms of the F -
polynomials and g-vectors is given by the following

Theorem 1.1.11. [18, Corollary 6.3] Let A(Σ) be an arbitrary cluster algebra with
coefficients in some semifield P. Let s be a cluster variable of A(Σ). By definition s
is obtained from a cluster variable xk of the cluster of Σ by a sequence µi1 ◦ · · · ◦ µit

of mutations (1.1.3): s = µi1 ◦ · · · ◦µit(xk). We consider the cluster variable S of the
cluster algebra A•(Σ) with principal coefficients at Σ given by the same sequence of
mutations: S = µi1 ◦ · · · ◦ µit(xk). To S are associated its F–polynomial FS ( given
by (1.1.7)) and its g–vector gS (given by (1.1.4)) (in the seed Σ).
Then the Laurent expansion of s in the initial seed Σ = (B,x,y) of A(Σ) is given by

s =
FS |F (ŷ1, · · · , ŷn)

FS |P (y1, · · · , yn)
xgS (1.1.11)

where we used the notation (1.1.10).

1.1.5 Computing F -polynomials and g-vectors

Let A = A•(Σ) be a cluster algebra with principal coefficients at some seed Σ. Given

an integer k ∈ {1, · · · , n}, let Σ′ = {B̃′ = (b′ij), {x′1, · · · , x′n}} be a seed of A, and

Σ′′ = µk(Σ
′) = {B̃′′, {x′′1, · · · , x′′n}} be the mutation in direction k of the seed Σ′. We

have

• given i ∈ {1, · · · , n}, the F -polynomials F ′
i and F ′′

i associated respectively with
the cluster variable x′′i and x′i are related to each other by the relations

F ′′
l = F ′

l for l 6= k; (1.1.12)

F ′
kF

′′
k =

n∏
i=1

y
[b′n+i,k]+

i

n∏
i=1

F
′[b′ik]+
i +

n∏
i=1

y
[−b′n+i,k]+

i

n∏
i=1

F
′[−bik]+
i . (1.1.13)

Moreover the F -polynomial Fi associated with the initial cluster variable xi of
Σ is 1. (This result is given in [18, Section 5]).

• Given i ∈ {1, · · · , n}, the g-vectors g′i and g′′i associated respectively with the
cluster variable x′i and x′′i are related to each other by the relation

g′′l = g′l for l 6= k; (1.1.14)

g′′k = −g′k +
n∑

i=1

[b′ik]+g′i −
n∑

i=1

[b′n+i,k]+b′i. (1.1.15)

where b′i is the i–th column of B′. Moreover the g-vector gi associated with
the initial cluster variable xi of Σ is the i–th standard basis vector ei in Zn.
(This result is given in [18, Section 6]).

The previous formulas give a receipt for computing F–polynomials and g–vectors
of every cluster variable of A recursively.
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1.1.6 g-vector parametrization

This section is quite useful in our treatment of canonical basis as it will be explained
in Section 1.5. We follow [18, Section 7].

Let A be a cluster algebra of geometric type associated with the seed {B̃0,x},
(see (1.1.1)) and let {xn+1, · · · , xm} be the generators of the tropical semifield. We
assume throughout this subsection that

B̃0 has full rank n. (1.1.16)

In [4] it was shown that the same is true for every other matrix obtained from B̃0

by sequence of mutations. Note that every cluster algebra with principal coefficients
satisfy (1.1.16). For a seed Σt = {xt, B̃

t} of A, we define the elements ŷk;t as follows:

ŷk;t = yk;t

n∏
j=1

x
bt
jk

j;t =
m∏

j=1

x
bt
jk

j;t = x̃
bt

j

t (1.1.17)

where we use the short-hand notation x̃t = {x1;t, · · · , xn;t, xn+1, · · · , xm} ( i.e. xn+i;t
.
=

xn+i) and bt
j is the j–th column of B̃t. Condition (1.1.16) implies that the elements

ŷk;t are algebraically independent over Z. Note that if A had principal coefficients
at the seed Σt, (1.1.17) specializes to (1.1.10).
The assignment t 7→ ({ŷ1;t, · · · , ŷn;t}, Bt) is a Y -pattern, i.e. the following Lemma
holds:

Lemma 1.1.12. [18, Proposition 3.7] Whenever t
k
t′ then

ŷi;t′ =

{
ŷi;t if i = k;

ŷi;t ŷ
[bt

ki]+
k;t (ŷk;t + 1)−bt

ki otherwise.
(1.1.18)

The meaning of the preceding Lemma is that the elements {ŷk;t} satisfy the same
mutation rule (1.1.2) satisfied by the coefficients of the seeds of a cluster algebra.

Definition 1.1.13. LetM be the set of all the elements z of A of the form:

z = R(ŷ1;t, · · · , ŷn;t)
m∏

i=1

xai
i;t (1.1.19)

where R is a rational function in n variables with coefficients in Q and the exponents
are the entries of a vector a = (a1, · · · , am) ∈ Zm with integer coefficients.

The following Lemma says that if an element z ∈ M has the form (1.1.19) in a
seed of A then it has the same form in every other seed of A.

Lemma 1.1.14. Suppose t
k
t′ . If z has the form (1.1.19) for the seed Σt′ in t′,

then it has the same form for the seed Σt in t.
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Proof. The proof follows by direct check, using Lemma 1.1.12. Indeed

z = R(ŷ1;t′ , · · · , ŷn;t′)
m∏

i=1

xai

i;t′

= R(ŷ1;t ŷ
[bt

ki]+
k;t (ŷk;t + 1)−bt

ki , · · · , ŷ−1
k;t , · · · , ŷn;t ŷ

[bt
ki]+

k;t (ŷk;t + 1)−bt
ki)

m∏
i=1

xai

i;t′

= R′(ŷ1;t, · · · , ŷn;t)
m∏

i=1

xai

i;t′

= R′(ŷ1;t, · · · , ŷn;t)
∏
i6=k

xai
i;t (

∏m
i=1 x

[bik]+
i;t +

∏m
i=1 x

[−bik]+
i;t

xk;t

)ak

= R′(ŷ1;t, · · · , ŷn;t)
∏
i6=k

xai
i;t (

(ŷk;t + 1)
∏m

i=1 x
[−bik]+
i;t

xk;t

)ak

= R′(ŷ1;t, · · · , ŷn;t)(ŷk;t + 1)akx−ak
k;t

∏
i6=k

x
ai+ak[−bik]+
i;t

In the fourth equality we used formula (1.1.4) for the mutation of cluster variables
in the geometric type and the definition of ŷk;t.

In view of Theorem 1.1.11 cluster variables are elements of M. Indeed the de-
nominator of the formula (1.1.11) applied to a cluster variable of A (which is of
geometric type), is a monomial in {xn+1, · · · , xm}. Moreover M is clearly closed
under multiplication, so every monomial in cluster variables lies inM.

Definition 1.1.15. A rational function R ∈ Q(u1, · · · , un) is primitive if it is a
quotient of two polynomials not divisible by any ui, i.e. it has the form

R(u1, · · · , un) = q · F (u1, · · · , un)

G(u1, · · · , un)

where F,G ∈ Z[u1, · · · , un], ui - F,G for every i = 1, · · · , n and q ∈ Q.

Lemma 1.1.16. Under the hypothesis (1.1.16), every element of M has a unique
presentation of the form (1.1.19) where R is a primitive rational function.

Proof. Once z has the form (1.1.19), in view of (1.1.17), z can be written in the
required form, i.e. with R primitive. So it remains to prove that such a presentation
is unique. Suppose it is not. Then there exist F1, F2, G1, G2 ∈ Z[u1, · · · , un] primitive
and q1, q2 ∈ Q such that

z = q1
F1(ŷ1;t, · · · , ŷn;t)

F2(ŷ1;t, · · · , ŷn;t)

m∏
i=1

xai
i;t = q2

G1(ŷ1;t, · · · , ŷn;t)

G2(ŷ1;t, · · · , ŷn;t)

m∏
i=1

xbi
i;t.

Then it follows immediately q1 = q2, F2 = G2 and

F1(ŷ1;t, · · · , ŷn;t) = G1(ŷ1;t, · · · , ŷn;t)
m∏

i=1

xci
i;t, (1.1.20)
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where ci = bi− ai. We want to show c1 = · · · = cn = 0 and so F1 = G1. Let us write
explicit formulas for F1 and G1 using multi-indices: F1(ŷ1;t, · · · , ŷn;t) =

∑
I γI ŷ

ΓI
I

with ΓI = (di : i ∈ I) and G1(ŷ1;t, · · · , ŷn;t) =
∑

I δJ ŷ
∆J
J with ∆J = (ej : j ∈ J). So

that ŷΓI
J = x

P
i∈I dib

t
i and ŷ∆J

J = x
P

j∈J ejb
t
j . By (1.1.20) there exist multi-indices I

and J such that
ŷΓI

I = ŷ∆J
J

∏
xci

i;t

that implies x
P

dibi

t = x
c+

P
ejbj

t . Since x1;t, · · · , xm;t are algebraically independent,
it must be: ∑

dibi = c +
∑

ejbj.

It follows that c lies in the Z-span of the columns of B̃t, and then
∏
xci

i;t is a Laurent
monomial in the ŷi;t. Since F1 and G1 are primitive, their ratio can be a Laurent
monomial only if they are equal to each other.

We can now recall the definition of the g–vector parametrization (ofM).

Definition 1.1.17. [18, Definition 7.9] For any z ∈M and any t ∈ Tn, the g-vector
of z with respect to t is the vector gt(z) ∈ Zn defined as follows: if z is expressed

(uniquely) in the form (1.1.19) with R primitive, then we set gt(z) =

[
a1

.

.

.
an

]
.

The following property ofM follows immediately by the definition

Lemma 1.1.18. The set of elements ofM having the same g–vector is closed under
addition.

Note that the previous definition is consistent with definition 1.1.9. Defini-
tion 1.1.17 implies at once that the g-vector has the following multiplicative property:

gt(z1z2) = gt(z1) + gt(z2).

1.1.7 Coefficient–specialization

Definition 1.1.19. [18, Definition 12.1] Let A and A be two cluster algebras of rank
n over the coefficient semifields P and P, respectively, with the respective families
of cluster variables {xi;t} and {xi;t}, i = 1, · · · , n and t ∈ Tn. We say that A is
obtained from A by a coefficient specialization if

1. A and A have the same matrices Bt = Bt at every vertex t ∈ Tn;

2. there is a homomorphism of multiplicative group ϕ : P→ P that extends to a
unique ring homomorphism ϕ : A → A such that ϕ(xi;t) = xi;t for all i and t.
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1.2 Background on root systems

1.2.1 Symmetrizable Cartan matrices, roots and Dynkin di-
agrams

An n × n matrix C = (cij) is called a generalized Caratan matrix if it satisfies the
following properties:

1. cii = 2 for every i = 1, · · · , n;

2. cij are non positive integers for i 6= j;

3. cij = 0 implies cji = 0.

We recall the classification theorem of generalized Cartan matrix due to Vinberg:

Theorem 1.2.1. [24, Theorem 4.3] Let C be a n×n generalized Cartan matrix, real
and indecomposable. Then one and only one of the following three possibilities holds
for both C and its transpose Ct:

(Fin) det(C) 6= 0; there exists u > 0 such that Cu > 0; Cv ≥ 0 implies v > 0 or
v = 0;

(Aff) corank(C)=1; there exists u > 0 such that Cu = 0; Cv ≥ 0 implies Cv = 0;

(Ind) there exists u > 0 such that Cu < 0; Cv ≥ 0, v ≥ 0 implies v = 0.

Cartan matrices satisfying (Fin) (resp. (Aff), (Ind)) are called of finite type
(resp. affine and indefinite type). We have the following Corollary

Corollary 1.2.2. Let C be a generalized Cartan matrix, real and indecomposable.
Then C is of finite type (resp. affine or indefinite) if and only if there exists a vector
u > 0 such that Au > 0 (resp. = 0 or < 0).

Let C = {cij}ni,j=1 be a generalized Cartan matrix. Following [24] we associate
with C a graph called the Dynkin diagram of C. If cijcji ≤ 4 and |cij| ≥ |cji|, the
vertices i and j are joined by |cij| edges and these lines are equipped with an arrow
pointing toward i if |cij| > 1. If cijcji > 4, the vertices i and j are joined by a
bold–faced line equipped with an ordered pair of integers (|cij|, |cji|).

Figure 1.1 shows the Dynkin diagrams of the 3 × 3 Cartan matrices of affine
type. The coordinates of the integer vector δ on the right of each such diagram
are coefficients of a linear dependence between the columns of the corresponding
generalized Cartan matrix.
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DD

A
(1)
2 : 1

zzzz
3 [δ = (1, 1, 1)]; A

(2)
4 : 1 2ks 3ks [δ = (2, 2, 1)];

C
(1)
2 : 1 +3 2 3ks [δ = (1, 2, 1)]; D

(2)
3 : 1 2ks +3 3 [δ = (1, 1, 1)];

G
(1)
2 : 1 2 _*4 3 [δ = (1, 2, 3)]; D

(3)
4 : 1 2 3_jt [δ = (1, 2, 1)].

Figure 1.1: Affine Dynkin diagrams of rank three

1.2.2 Root system of type A
(1)
2

We briefly recall the structure of a root system of type A
(1)
2 (see [24, Chapter 6]): let

C =
(

2 −1 −1
−1 2 −1
−1 −1 2

)
(1.2.1)

be the Generalized Cartan matrix of type A
(1)
2 (its Dynkin diagram is shown in

figure 1.1). C is a symmetric matrix of rank 2. The Kernel of C is generated by the
element δ = (1, 1, 1). Let (h,Π,Π∨) be a realization of C, i.e. h is a four dimensional
complex vector space, Π = {α1, α2, α3} (resp. Π∨ = {α∨1 , α∨2 , α∨3 }) is a linearly
independent set in h∗ (resp. h), αj(α

∨
i ) = −1 if i 6= j and αi(α

∨
i ) = 2. The set

◦
∆= {±α1,±α3,±(α1 + α3)} is then a root system of type A2 in h∗ (it is shown in
figure 1.2). Let Q

.
= Zα1 + Zα2 + Zα3 be the root lattice and δ

.
= α1 + α2 + α3 ∈ Q.

6

?

�
�

�
�

��3

Q
Q

Q
Q

QQs

�
�

�
�

��+

Q
Q

Q
Q

QQk
−α1

α1

α3

−α3

−(α1 + α3)

α1 + α3

Figure 1.2: Root system of type A2.

The root system ∆ of type A
(1)
2 is the subset of Q given by the disjoint union

∆ = ∆Im ∪∆re where

∆Im = {±nδ|n ≥ 1} = {(n, n, n)|n ∈ Z \ {0}},
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Figure 1.3: Root system of type C2.

∆re = {α+ nδ|α ∈
◦
∆, n ∈ Z} = {(n± 1, n, n), (n, n, n± 1), (n± 1, n, n± 1)|n ∈ Z}.

The elements of ∆Im are the imaginary roots of ∆ while ∆re are the real roots of
∆. The positive roots are the roots with non-negative coordinates in the basis Π.
Explicitly they are given by ∆+ = ∆Im

+ ∪∆re
+ where

∆Im
+ = {nδ|n ≥ 1} = {(n, n, n)|n ≥ 1},

∆re
+ = {(n+ 1, n, n), (n, n, n+ 1), (n+ 1, n, n+ 1)|n ≥ 0} ∪

{(n, n+ 1, n+ 1), (n+ 1, n+ 1, n), (n, n+ 1, n)|n ≥ 0}.

1.2.3 Root system of type C
(1)
2

We briefly recall the structure of a root system of type C
(1)
2 (see [24, Chapter 6]): let

C =
(

2 −1 0
−2 2 −2
0 −1 2

)
(1.2.2)

be the Generalized Cartan matrix of type C
(1)
2 (its Dynkin diagram is shown in

figure 1.1). C is a symmetrizable matrix of rank 2 (i.e. DC is symmetric for some
diagonal matrix with positive entries, e.g. D = diag(2, 1, 2)). The Kernel of C is
generated by the element δ = (1, 2, 1). Let (h,Π,Π∨) be a realization of C, i.e. h is a
four dimensional complex vector space, Π = {α1, α2, α3} (resp. Π∨ = {α∨1 , α∨2 , α∨3 })
is a linearly independent set in h∗ (resp. h), αj(α

∨
i ) = cij if i 6= j and αi(α

∨
i ) = 2.

The set
◦
∆= {±α1,±α3,±(α1 + α3),±(2α1 + α3)} is then a root system of type C2

in h∗ (it is shown in figure 1.3). Let Q
.
= Zα1 + Zα2 + Zα3 be the root lattice and

δ
.
= α1 + 2α2 + α3 ∈ Q. The root system ∆ of type C

(1)
2 is the subset of Q given by

the disjoint union ∆ = ∆Im ∪∆re where

∆Im = {±nδ|n ≥ 1} = {(n, 2n, n)|n ∈ Z \ {0}},

∆re = {α+ nδ|α ∈
◦
∆, n ∈ Z}.
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Figure 1.4: Root system of type G2.

The elements of ∆Im are the imaginary roots of ∆ while ∆re are the real roots of
∆. The positive roots are the roots with non-negative coordinates in the basis Π.
Explicitly they are given by ∆+ = ∆Im

+ ∪∆re
+ where

∆Im
+ = {nδ|n ≥ 1} = {(n, 2n, n)|n ≥ 1},

∆re
+ = {(n+ 1, 2n, n), (n+ 2, 2n, n+ 1), (n+ 1, 2n, n+ 1), (n, 2n, n+ 1)|n ≥ 0} ∪

{(n− 1, 2n, n), (n− 1, 2n, n− 1), (n, 2n, n− 1)|n ≥ 1} ∪
{(n− 2, 2n, n− 1)|n ≥ 2}

1.2.4 Root system of type G
(1)
2

We briefly recall the structure of a root system of type G
(1)
2 (see [24, Chapter 6]): let

C =
(

2 −1 0
−1 2 −1
0 −3 2

)
(1.2.3)

be the Generalized Cartan matrix of type G
(1)
2 (its Dynkin diagram is shown in

figure 1.1). C is a symmetrizable matrix of rank 2 (i.e. DC is symmetric for some
diagonal matrix with positive integer entries, e.g. D = diag(3, 3, 1)). The Kernel of C
is generated by the element δ = (1, 2, 3). Let (h,Π,Π∨) be a realization of C, i.e. h is
a four dimensional complex vector space, Π = {α1, α2, α3} (resp. Π∨ = {α∨1 , α∨2 , α∨3 })
is a linearly independent set in h∗ (resp. h), αj(α

∨
i ) = cij if i 6= j and αi(α

∨
i ) = 2.

The set
◦
∆= {±α1,±α3,±(3α1 +α3),±(2α1 +α3),±(3α1 +2α3),±(α1 +α3)} is then

a root system of type G2 in h∗ (it is shown in figure 1.4). Let Q
.
= Zα1 + Zα2 + Zα3

be the root lattice and δ
.
= α1 + 2α2 + 3α3 ∈ Q. The root system ∆ of type G

(1)
2 is

the subset of Q given by the disjoint union ∆ = ∆Im ∪∆re where

∆Im = {±nδ|n ≥ 1} = {(n, 2n, 3n)|n ∈ Z \ {0}},

∆re = {α+ nδ|α ∈
◦
∆, n ∈ Z}.
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The elements of ∆Im are the imaginary roots of ∆ while ∆re are the real roots of
∆. The positive roots are the roots with non-negative coordinates in the basis Π.
Explicitly they are given by ∆+ = ∆Im

+ ∪∆re
+ where

∆Im
+ = {nδ|n ≥ 1} = {(n, 2n, 3n)|n ≥ 1},

∆re
+ = {(n+ 1, 2n, 3n), (n+ 3, 2n, 3n+ 1), (n+ 2, 2n, 3n+ 1), (n+ 3, 2n, 3n+ 2),

(n+ 1, 2n, 3n+ 1), (n, 2n, 3n+ 1)|n ≥ 0} ∪
{(n− 1, 2n, 3n), (n− 1, 2n, 3n− 1)|n ≥ 1} ∪
{(n− 2, 2n, 3n− 1)|n ≥ 2}
∪{(n− 3, 2n, 3n− 1), (n− 3, 2n, 3n− 2)|n ≥ 3}.

1.3 Rank three bipartite cluster algebras

In figure 1.1 are listed all the Dynkin diagram of 3×3 generalized Cartan matrices of
affine type. To every of them is associated a class of cluster algebras parameterized
by the choice of the coefficient group P. Since all of them are bipartite except one we
want to recall the definition and the main properties of the cluster algebras associated
with bipartite initial matrices discovered in [18, Sections 8,9,10]. We start with a
general definition.

1.3.1 Definition

Definition 1.3.1. [18, Definition 8.1] A n×n skew–symmetrizable matrix B = {bij}
is bipartite if there exists a function ε : {1, · · · , n} → {1,−1} such that

bij > 0 =⇒
{
ε(i) = 1,
ε(j) = −1.

(1.3.1)

A seed (B,x,y) in F = QP(x1, · · · , xn) is bipartite if B is bipartite.

In the rest of the section we restrict ourselves in rank three case: we consider a
cluster algebra A = A(x0,y0, B

0) associated with the bipartite seed:

Σ0 = {x0
.
= {x1;0, x2;0, x3;0},y0

.
= {y1;0, y2;0, y3;0}, B = (bij)i,j=1,2,3}. (1.3.2)

Without lost of generality we choose the function ε in definition 1.3.1 as

ε(1) = ε(3) = −1, ε(2) = +1.

In other words the initial exchange matrix is of the form

B0 =

 0 − 0
+ 0 +
0 − 0

 (1.3.3)

26



Recall that with every symmetrizable Cartan matrix C = (cij)i,j=1,··· ,n is uniquely
associated a valued graph (its Dynkin diagram) (Γ,d) whose vertices are numbered
by 1, · · · , n, and two vertices i and j are joined by the valued edge (|cij|, |cji|). Then
the choice of ε correspond to the choice of the orientation of the graph associated
with the Cartan counterpart C(B0) = 2 · Id3 + {−|bij|} = {cij} of B given by

1
(|c12|,|c21|)

// 2 3
(|c23|,|c32|)

oo . (1.3.4)

1.3.2 Bipartite belt

Let µk be the seed mutation in direction k ∈ {1, 2, 3}. Since b13 = b31 = 0 it follows
from Definition 1.1.4 that µ1 and µ3 commute. Then the following operators are
well-defined:

µ+ = µ2, µ− = µ1 ◦ µ3.

It follows that µ±(B) = −B. We have a bipartite belt consisting of the seeds

Σr = {xr,yr, (−1)rB} (r ∈ Z)

where xr
.
= {x1;r, x2;r, x3;r} is the cluster, yr

.
= {y1;r, y2;r, y3;r} are the coefficients of

Σr, and Σr is defined by setting, for each r > 0:

Σr = µ± · · ·µ−µ+µ−︸ ︷︷ ︸
r factors

(Σ0), (1.3.5)

Σ−r = µ∓ · · ·µ+µ−µ+︸ ︷︷ ︸
r factors

(Σ0). (1.3.6)

The diagram of mutations has the following shape:

Σ1
−2

µ1

}}zz
zz

zz
zz

Σ3
0

µ1

��@
@@

@@
@@

@

· · · Σ−2 Σ−1

µ3

bbDDDDDDDD

µ1}}zz
zz

zz
zz

Σ0

µ3

??~~~~~~~~

µ1 ��@
@@

@@
@@

@
µ2oo Σ1

µ2 // Σ2 · · ·

Σ3
−2

µ3

bbDDDDDDDD

Σ1
0

µ3

??~~~~~~~~

(1.3.7)
Here boxes highlight the seeds of the bipartite belt, while the seed Σi

2m is the mutation
in direction i of the seed Σ2m, for i = 1, 3. We drew an arrow labeled by µk from a
seed Σ to a seed Σ′ whenever the mutation of Σ in direction k is Σ′.

1.3.3 Exchange relations in the bipartite belt

We want to recall some properties of the seeds in the bipartite belt: it is evident
from the diagram that Σ2m−1 shares with Σ2m the cluster variables x1;2m and x3;2m.
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Similarly the seed Σ2m+1 shares with Σ2m the cluster variable x2;2m. The coefficients
mutations (1.1.2) take the form

y1;2my1;2m+1 = 1 (1.3.8)

y2;2m+1 = y2;2m(y1;2m ⊕ 1)−b12(y3;2m ⊕ 1)−b32 (1.3.9)

y3;2my3;2m+1 = 1 (1.3.10)

y1;2m−1 =
y1;2my

b21
2;2m

(y2;2m ⊕ 1)b21
(1.3.11)

y2;2m−1y2;2m = 1 (1.3.12)

y3;2m−1 =
y3;2my

b23
2;2m

(y2;2m ⊕ 1)b23
(1.3.13)

The exchange relations are

xi;2mxi;2m+2 =
yi;2mx

b2i
2;2m + 1

yi;2m ⊕ 1
(1.3.14)

for i = 1, 3, and

x2;2mx2;2m+2 =
x−b12

1;2m+2x
−b32
3;2m+2 + y2;2m+1

y2;2m+1 ⊕ 1
(1.3.15)

We did not describe all the possible cluster variables and exchange relations of A.

1.3.4 Denominator vectors and roots

Let Q be the root lattice associated with the Cartan counterpart C = C(B) = {cij}
of B. Let α1, α2 and α3 be the simple roots of Q. We identify Q with Z3 and the
simple roots with the standard basis of Z3. Let W ⊂ GL(Q) be the corresponding
Weyl group; it is generated by the simple reflections s1, s2 and s3 which act on the
simple roots by

si(αj) = αj − cijαi.

It follows that si(αi) = −αi and s2
i = 1. We define the elements t± ∈ W by setting

t+ = s2 t− = s1s3 = s3s1

Since c13 = c31 = 0, s1 and s3 commute. In particular, t2± = 1. The action of t− on
the simple roots is given by

t−(αj) =

{
−αj if j = 1, 3

α2−c12α1−c32α3 if j = 2

Let ΦRe
≥−1 be the union of the set of real positive roots of Q and the set of negative

simple roots. We recall the involutive permutations τ+ and τ− of ΦRe
≥−1 are defined

by

τ−(α) =

{
α if α = −α2

t−(α) otherwise
(1.3.16)
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τ+(α) =

{
α if α = −α1 or α = −α3

t+(α) = s2(α) otherwise
(1.3.17)

We can extend τ± to Q by:

τ−(
3∑

i=1

aiαi) = (−a1−c12[a2]+)α1 + a2α2 + (−a3−c32[a2]+)α3 (1.3.18)

τ+(
3∑

i=1

aiαi) = a1α1 + (−a2−c21[a1]+−c23[a3]+)α2 + a3α3

Definition 1.3.2. [18, Definition 10.2] We define the vectors d(i;m) ∈ Q, for i =
1, 2, 3 and all m ≥ 0 by setting:

d(i; 2m) = (τ−τ+)m(−αi); (1.3.19)

d(i;−2m) = (τ+τ−)m(−αi). (1.3.20)

Theorem 1.3.3. [18, Theorem 10.3] The denominator vector of a cluster variable
xi;2m with respect to the initial cluster x0 is equal to d(i; 2m), for any i = 1, 2, 3 and
m ∈ Z.

Corollary 1.3.4. [18, Corollary 10.6] Each cluster variable xi;2m can be written as

xi;2m =
Pi;2m(x1;0, x2;0, x30)

x
d(i;2m)
0

where Pi;2m is a polynomial with non-zero constant term.

Proposition 1.3.5. [18, Proposition 10.7] For all m ∈ Z and j ∈ {1, 2, 3} the
elements yj;2m evaluated in the tropical semifield P = Trop(y1;0, y2;0, y3;0) are given
by

yj;2m|Trop(y1;0,y2;0,y3;0) = y
−d(j;2m)
0 if j = 1, 3,

y2;2m|Trop(y1;0,y2;0,y3;0) = y
d(2;2m)
0

In the cluster algebra A•(x0,y0, B) with principal coefficients at Σ0, Proposi-
tion 1.3.5 allow us to write the exchange relations between cluster variables in the
bipartite belt in an easier way as shown by the following result.

Corollary 1.3.6. In A•(x0,y0, B) the exchange relations (1.3.14) take the form

xj;2mxj;2m+2 = y
[−d(j;2m)]+
0 x

−c2j

2;2m + y[d(j;2m)]+

x2;2mx2;2m+2 = y
[d(2;2m)]+
0 x−c12

1;2mx
−c32
3;2m + y[−d(2;2m)]+

Corollary 1.3.7. For every cluster variable xi;2m belonging to the bipartite belt, the
F–polynomial F 0

i;2m with respect to the seed Σ0:

• has constant term 1,

• has a a unique monomial, namely y[d(i;2m)]+, with coefficient 1 and divisible by
all of the other occurring monomials.

29



1.3.5 g–vectors

The next and last recall from [18] is about the g–vectors of the cluster variables
belonging to the bipartite belt.

Let E be the linear automorphism of the root lattice Q given by E(a1α1 +a2α2 +
a3α3) = a1α1 − a2α2 + a3α3.

Theorem 1.3.8. [18, Theorem 10.12] For every m ∈ Z, the g–vector gi;2m and the
denominator vector d(i; 2m) of the cluster variable xi;2m with respect to the initial
seed Σ0 are related by:

gi;2m = Eτ−(d(i; 2m)).

Remark 1.3.9. For future purposes we want to give another interpretation of the
piecewise linear operator Eτ−. We choose the orientation 1.3.4 of the valued quiver
QB associated with the Cartan counterpart of B0. We associate to QB the matrix
EB defined by

(EB)ij =


1 if i = j,
bij if there exists an arrow from i to j,
0 otherwise.

Note that since of (1.3.3) if there exists an arrow from i to j, then bij is non–positive.
We are interested in the opposite of EB that in the basis of simple roots is given by

−EB =
(

−1 −b12 0
0 −1 0
0 −b32 −1

)
We consider the piecewise–linear modification EB of −EB given by

EB =
(

−1 −b12[ ? ]+ 0
0 −1 0
0 −b32[ ? ]+ −1

)
.

EB acts on Q = Z3 by ∗ in the following way:

EB ∗ (a1α1+a2α2+a3α3) = EB ∗
(

a1
a2
a3

)
=

(
−a1 − b12[a2]+

−a2
−b32[a2]+ − a3

)
= (−a1−b12[a2]+)α1− a2α2+(−b32[a2]+−a3)α3 (1.3.21)

Finally we get
Eτ− = EB. (1.3.22)

This follows immediately from (1.3.18).

Corollary 1.3.10. For every cluster monomial of the form sa1
1 s

a2
2 s

a3
3 , its g–vector g

and its denominator vector d with respect to the initial seed Σ0 are related by:

g = Eτ−(d).

Proposition 1.3.11. For any m ∈ Z let gj;2m =
(

g1
g2
g3

)
and g′j;2m =

(
g′
1

g′
2

g′
3

)
be respectively the g–vectors of the cluster variable xj;2m in Σ2m−1 and in Σ2m =
µ2(Σ2m−1). Then they are related by the formula:

gi =

{
g′i + [−bi2]+g′2 − b′i2[−g′2]+ if i = 1, 3
−g′2 otherwise
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1.4 Background on quiver representations

After the article [5] the interplay between cluster algebras and quiver representations
has been the subject of many other papers, e.g. [7], [8], [9] and [11]. Here we recall
one of the results on it. In order to fix notations we first recall some well-known
facts about quiver representations. For a detailed introduction see e.g [14], [3] or
[1]. A quiver Q is an ordered pair {Q0, Q1} where Q0 is the set of vertices and Q1

is the set of arrows, i.e. ordered pairs {i, j} of vertices. For an arrow α = {i, j}
we usually write α : i → j. i = s(α) is the starting point of α and j = t(α) is the
ending point or target of α. A path in Q is either a concatenation αn · · ·α1 of arrows
such that t(αi) = s(αi+1) or the symbol ei for every i ∈ Q0 called trivial path. Let k
be an algebraically closed field of characteristic zero. The k-vector space with basis
the paths of Q is called the path algebra kQ of Q. It is well-known that kQ is a
k-algebra (see e.g. [2, III.1]). A representation V of a given quiver Q = {Q0, Q1}
over a field k is a collection {{Vi}i∈Q0 , {fα}α∈Q1} of finite dimensional k-vector spaces
Vi’s together with linear maps fα : Vi → Vj whenever α : i → j. A morphism of
two representations of Q, V = {{Vi}, {fα}} and W = {{Wi}, {gα}}, is a collection
of linear maps {hi : Vi → Wi}i∈Q0 such that the diagram

Vi
fα−→ Vj

hi ↓ ↓ hj

Wi
−→
gα Wj

commutes, i.e. hj ◦ fα = gα ◦ hi, for every arrow α : i → j. A morphism h =
{hi} is called a monomorphism (resp. epimorphism, isomorphism) if every hi is
injective (resp. surjective, bijective). A sub-representation W of a Q-representation
V is a Q-representation endowed of a monomorphism (inclusion) into V . We write
W ≤ V to indicate that W is a sub-representation of V . The direct sum of two Q-
representations V andW is the representation V ⊕W = {{Vi⊕Wi}i∈Q0 , {fα⊕gα}}. A
representation is called decomposable if it is sum of two sub-representations of itself.
Otherwise it is called indecomposable. The dimension vector of a Q-representation
V = {Vi}i∈Q0 is the ordered collection d = dim(V ) = {di} of the positive numbers
di = dimk(Vi). It is well-known that the category of Q-representations and the
category of kQ-modules of finite k-dimension are equivalent. A Q-representation V
of dimension d is called rigid if a generic representation of dimension d is isomorphic
to V , or equivalently if it has no nontrivial self-extensions.

For a Q-representation V of dimension d and a dimension vector e ∈ Zn
≥0 we

define the quiver-Grassmannian

Gre(V )
.
= {W ≤ V | dim(W ) = e}. (1.4.1)

Quiver Grassmannians appears in many papers (see e.g. [7], [8] or [10]). By the
definition, Gre(V ) is a closed subvariety of the product of Grassmannians ΠiGrei

(Vi).
We indicate by χe(V ) the Euler-Poincaré characteristic of Gre(V ) (see e.g. [22,
Section 4.5]). We associate to any representation M of dimension vector d the
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Laurent polynomial XM(x1, · · · , xn) in n variables {x1, · · · , xn} given by

XM(x1, · · · , xn) = x−d1
1 · · ·x−dn

n

∑
e

χe(M)
∏
i,j

(x
dj−ej

i xei
j )[bij ]+

We call the map M 7→ XM the Caldero-Chapoton map. It has the following property:

XM
L

N = XMXN

We associate to a quiver Q without loops, without oriented 2–cycles and with n
vertices, a skew–symmetric matrix BQ = {bij} given by

bij = card{a ∈ Q1|s(a) = j, t(a) = i} − card{a ∈ Q1|s(a) = j, t(a) = i}. (1.4.2)

Note that the matrix BQ defined here is the transpose of the matrix BQ defined in
[11]. Viceversa to every integer skew–symmetric n×n matrix B we associate a quiver
QB having n vertices and bij arrows from j to i whenever bij > 0. We then associate
to Q a skew–symmetric cluster algebra without coefficients A(Q) with initial seed
{BQ, {x1, · · · , xn}}.

Theorem 1.4.1. [9, Theorem 4] Let Q be an acyclic quiver with n vertices and let
A(Q) be the coefficient–free cluster algebra with initial seed {BQ, {x1, · · · , xn}}. The
correspondence M 7→ XM(x1, · · · , xn) is a bijection between the set of isomorphism
classes of indecomposable rigid representations of the quiver Q, and the set of all
cluster variables in A(Q) not belonging to the initial cluster {x1, · · · , xn}.

1.5 General techniques in finding canonical basis

of a cluster algebra

This section is an heuristic treatment of the problem of finding a basis of a cluster
algebra somehow related to the canonical basis of semisimple algebraic group ( see
[28] for more details). A general definition of such a basis does not exist. Here we
give a definition (Definition 1.5.1), that works for the class of cluster algebras treated
in this thesis together with the rank two cluster algebras of finite and affine type as
shown in [27]. We collect the techniques that one can use for finding such a basis.

In the whole section A will be a cluster algebra in the field F of rational functions
in n independent variables with coefficients in some semifield P. When necessary we
will restrict ourselves in a less generality. Recall that A is the ZP-subalgebra of F
generated by recursively defined rational functions called cluster variables. Usually
the set of cluster variables is denoted by Ξ, so that we can write A .

= ZP[Ξ]. Cluster
variables are collected into clusters, that are maximal set of algebraically independent
cluster variables. Moreover every cluster C of A generates the whole field F , in other
words C has cardinality n. The Laurent phenomenon asserts that every element of
A is a Laurent polynomial with coefficients in ZP in every cluster of A.

Let’s start introducing the notion of positivity in A.

32



1.5.1 Positivity and definition of canonical basis

An element z of A is called positive if the Laurent expansion of z in every cluster
of A has coefficients in Z≥0P. In other words z is positive if for every cluster C =
{x1, · · · , xn} of A, it has the form

z =
NC(x1, · · · , xn)

xd1
1 · · ·xdn

n

where NC is a primitive, i.e. not divisible by any xi, polynomial with coefficients in
Z≥0P.

For the connection of cluster algebras with the problem of finding a Total positive
basis for the coordinate ring of algebraic groups (a good introduction about this
connection is given in [15]), it seems very interesting describe the set, actually the
semiring, of positive elements. A semiring is a subset of a ring closed under addition
and multiplication. We say that a positive element is positive indecomposable if it
cannot be written as a sum of two non-zero positive elements.

Definition 1.5.1. If the set of positive indecomposable elements form a ZP-basis,
then we call it a canonical basis of A. In other words a set B of elements of A is a
canonical basis of A if it satisfies the following properties:

CB1 B is a ZP-basis of A, i.e.

CB1a B is a linearly independent set over ZP;

CB1b B spans A over ZP.

CB2 B coincides with the set of positive indecomposable elements, in particular
they are positive.

Provided that CB1 holds, property CB2 is equivalent to the following

CB2’ The semiring of positive elements coincides with the Z≥0P-span of B.

Provided that both CB1 and CB2 hold then clearly its Z≥0P–linear combinations
are positive elements and viceversa every positive elements is a Z≥0P–linear combi-
nation of positive indecomposable elements. Viceversa if both CB1 and CB2’ hold,
if p is a positive indecomposable element then it must lie in B and every element of
B is positive indecomposable.

We remark here that the fact that the set of positive indecomposable elements is
linearly independent is not expected for every cluster algebra.

The canonical basis, when exists, is uniquely determined up to rescaling by elements
of P: given a subset B of A satisfying properties CB1 and CB2, every set B′ whose
elements are scalar multiples of the elements of B clearly satisfies the same proper-
ties.
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Viceversa if two sets B and B′ satisfy the previous properties, then every element b′

of B′ is a combination b′ =
∑
pibi of elements of B with coefficients in pi ∈ ZP; since

b′ is positive, pi ∈ Z≥0P; since b′ is positive indecomposable every pi = 0 except one
p0, i.e. b′ = p0b0. Then the elements of B′ are scalar multiples of the elements of B.

There are some special cases in which the canonical basis is unique. For exam-
ple when P = {1}, i.e. in the so called coefficient-free case, if the canonical basis
exists it is unique.

There exists a natural coefficient specialization between a canonical basis of A
and the canonical basis of the corresponding coefficient-free cluster algebra, sending
P onto {1}. In some cases, somewhat surprisingly, the viceversa also holds: there
exists a map between a coefficient-free cluster algebra and a generic cluster algebra of
the same type mapping the canonical basis of the former into a particular canonical
basis of the latter one, that determines all the others. This is the case, for example, of
the rank two cluster algebras of finite and affine type, as it is shown in [27, Section 6].

In the next subsections we are going to collect the main techniques that one can
use to prove that a given subset B of A, candidate to be a canonical basis, satisfies
properties CB1 and CB2 (or CB2’).

1.5.2 Straightening relations

Let B be a subset of A candidate to be a canonical basis. We want to illustrate
how one can prove that B spans A over ZP and that its elements are positive. We
assume that B has the following property

Monomials in the elements of B span A (1.5.1)

Indeed it is expected that B contains all the cluster monomials, that are monomials
in cluster variables belonging to the same cluster. Let M = {M = ba1

1 · · · ban
n |bi ∈

B, ai ∈ Z≥0} be the set of monomials in the elements of B. We assume the following
condition

M is a well–ordered set. (1.5.2)

The positivity will be given by induction on the order (1.5.2).
Once we have property (1.5.1), in order to prove the span property of B it is

sufficient to show that the generic monomial M ∈ M is a linear combination of
elements of B over ZP. Let BM be the set of all the elements of B that are not
divisible by elements of B. We consider all the minimal forbidden monomial :

MF
.
= {m = b1 · · · bn|bi ∈ BM, m/bi ∈ B, i = 1, · · · , n, m /∈ B}. (1.5.3)

The expansions of the elements of MF in B are called straightening relations. Then it
suffices to show that every monomial M ∈M which has at least one of the forbidden
monomial as a factor, can be written as a linear combination of monomials of smaller
degree. We will show that this can be done by replacing some forbidden factor of M
with its expression given by the appropriate straightening relation.
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1.5.3 Newton polytopes

The Laurent phenomenon asserts that every element of A is a Laurent polynomial
in every cluster of A. It means that for every cluster C = {x1, · · · , xn} of A, every
element z is a ZP-linear combination of Laurent monomials in {x1, · · · , xn}:

z =
∑
α∈Zn

aαx
α aα ∈ ZP, x = (x1, · · · , xn) (1.5.4)

the aα’s not all non-zero. The Newton polytope of z in the cluster C, denoted by
NewtC(z), is the convex hull in Zn of all the α in (1.5.4) such that aα is non-zero.
We say that a vertex γ of NewtC(z) is monic if the corresponding Laurent monomial
appears in (1.5.4) with coefficient in P (instead of ZP). We also say that z is monic
in C if all the vertices of NewtC(z) are monic.

Newton polytopes are a powerful tool in the study of canonical basis. We remark
that the power of this tool offsets its intrinsic combinatorial nature that makes them
hard to control. On the other hand having a good control of them, can make the
life simpler: for example in the case of a cluster algebra of type A

(1)
2 (Chapter 2), we

recognize this algebra to be graded after we noticed that all the Newton polytopes
of the cluster variables were actually polygons (see Remark2.3.35).

The following is a Lemma that one can try to prove in order to have Theorem 1.5.3
below.

Lemma 1.5.2 (Key Lemma). For every element b of B there exists a cluster C = Cb
and a monic vertex γb of NewtC(b) such that γb doesn’t lie in NewtC(b

′) if b′ 6= b is
another element of B.

An immediate consequence of Lemma 1.5.2 is the following result.

Theorem 1.5.3. If a subset B of A satisfies Lemma 1.5.2, then B is a ZP–linearly
independent set. Moreover if also B spans A over ZP and its elements are positive,
then they are positive indecomposable.

Proof. We want to prove that if B satisfies the Key Lemma then it is a linearly
independent set over ZP, i.e. it has property CB1a of Definition 1.5.1. Consider an
expression π of zero as a ZP-linear combination of elements of B. Suppose that an
element b of B appears with coefficient ab ∈ ZP in π. We can expand π in the cluster
Cb = {s1, · · · , sn} of Lemma 1.5.2 so that π becomes a sum of Laurent monomials
in {s1, · · · , sn}. Since of the Key Lemma, the Laurent monomial sγb appears with
coefficient abyb, where yb is the coefficient of sγb in the expansion of b in the cluster Cb.
Then we have abyb = 0. Since γb is monic, yb ∈ P and we get ab = 0. By repeating
this argument for all the elements of B in π, we get that all the coefficients must be
zero. Since π is an arbitrary expression, B is a linearly independent set over ZP.

Now suppose that B is a ZP–basis of A, its elements are positive and that B
satisfies the Key Lemma. We want to prove that every positive element p of A is
a Z≥0P–linear combination of elements of B, i.e. property CB2’ of Definition 1.5.1.
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Since B spans A over ZP, we express p as a ZP–linear combination π of elements of
B with coefficients in ZP. Suppose that b ∈ B appears in π with non–zero coefficient
ab. We expand p in the cluster Cb = {s1, · · · , sn} of the Key Lemma. Then the
Laurent monomial sγb appears with coefficient abyb, where yb is the coefficient of sγb

in the expansion of b in the cluster Cb. Since p is positive, abyb ∈ Z≥0P; since γ is
monic, yb ∈ P; then ab ∈ Z≥0P. By repeating the argument for all the elements of B
appearing in π we get that all the coefficients of π lie in Z≥0P.

Remark 1.5.4. We want to remark here that if an element p of A is positive, its
Newton polytope NewtC(p) in every cluster C of A, is invariant under coefficient
specializations (see Definition 1.1.19). In particular, one can study NewtC(p) in
the coefficient–free cluster algebra obtained from A by the coefficient specialization
P � {1} sending every element of the coefficient semifield P onto {1}.

1.5.4 g–vector parametrization of the canonical basis

Let us restrict ourselves to the hypothesis of section 1.1.6, i.e. let A = A(Σ0) be a
cluster algebra of geometric type of rank n associated with the seed

Σ0 = {x0, B̃
0}

with coefficients in the semifield P = Trop(xn+1, · · · , xm). Recall that B̃0 = {bij} is
a m× n matrix, whose principal part B0 = {bij}i,j=1,··· ,n is skew-symmetrizable (see
section 1.1.1) and x0 = {x1;0, · · · , xn;0}. We assume that

B̃0 has full rankn. (1.5.5)

This condition is satisfied in a cluster algebra with principal coefficients. Let B be
a subset of A (candidate to be a canonical basis) having the following distinguished
properties:

[hom] Every element b ∈ B has the form

b = Fb(ŷ1;0, · · · , ŷn;0)
m∏

i=1

xai
i;0 = Fb(ŷ1;0, · · · , ŷn;0)x̃

g̃b
0 (1.5.6)

where Fb is a primitive polynomial (see definition 1.1.15) in n variables, x̃0 =
(x1;0 · · · , xn;0, xn+1, · · · , xm) and

ŷk;0 = yk;0

n∏
j=1

x
b0jk

k;0 =
m∏

j=1

x
b0jk

j;0 = x̃
b0

j

0

for k = 1, · · · , n (defined in (1.1.17)) and yk =
∏

i x
bn+i,k

n+i . The elements of
B are hence elements of the set M defined in section 1.1.6. We denote the
g–vector of b by g0

b
.
= (a1, · · · , an)t in the seed Σ0. (By Lemma 1.1.14, every

element of B has the same expression (1.5.6) in every seed of A).
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[g] The map b 7→ g0
b between B and Q = Zn which associates with an element b

of B its g–vector g0
b in Σ0 is injective.

[F ] For every b ∈ B, Fb has constant term 1.

[B0] The Z≥0–span of the columns b0
1, · · · ,b0

n of the matrix B̃0 does not contain
lines. In other words every expression of zero as a positive linear combination
of them has zero coefficients:

a1b
0
1 + · · ·+ anb

0
n = 0, a1, · · · , an ∈ Z≥0 ⇒ a1 = · · · = an = 0

The previous properties imply that an element b of B has the form

b = x̃ g̃b
0 +

∑
c=(c1,··· ,cn)∈Zn

≥0\{0}

αc x̃
(g̃b+

P
cib

0
i )

0 (1.5.7)

where b0
1, · · · ,b0

n are the columns of B̃0 and the sum is over non–negative and non–
zero integer vectors c = (c1, · · · , cn) ∈ Zn

≥0 \ {0}.

We introduce on Zm the following binary relation:

a ≤B0 b⇐⇒ ∃ α1, · · · , αn ∈ Z≥0 : a = b +
n∑

i=1

αib
0
i

Since of property [B0], ≤B0 is a partial order in Zm. It induces a partial order on
the monomials x̃a in x1, · · · , xn, xn+1, · · · , xm given by

x̃a ≤ x̃b ⇐⇒ a ≤B0 b. (1.5.8)

Moreover, since of (1.5.7), it induces a partial order on B given by:

b ≤ b′ ⇐⇒ g̃b ≤B0 g̃b′ (1.5.9)

In particular every finite subset of B has a minimal element. The following Lemma
is a refinement of the Key Lemma 1.5.2:

Lemma 1.5.5 (Key Lemma2). Suppose that a subset B of A satisfy properties
[hom], [g], [F] and [B0]. Then in every finite subset B′ of B there exists an element
b ∈ B′ such that the Laurent monomial x̃ g̃b

0 is a summand of the Laurent expansion
of b′ ∈ B′ in the cluster x0 if and only if b′ = b.

Proof. We pick a minimal element b of B′ with respect to (1.5.9). Now if the Laurent

monomial x̃egb
0 is a summand of the Laurent expansion of an element b′ of B′ in the

cluster x0, then g̃b′ ≤ g̃b. For the minimality of b it must be g̃b′ = g̃b; then in
particular g0

b′ = g0
b . For the property [g] we get b′ = b.

Remark 1.5.6. The fact that x̃egb is not a summan of the Laurent expansion of
every other element of B′ doesn’t imply that px̃egb for some p ∈ P satisfies the same
property.
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Clearly if the Key lemma 1.5.5 holds, then also Key Lemma 1.5.2 holds. Key
Lemma2 is a refinement of Key Lemma 1.5.2 since here the cluster is fixed. The
following Theorem is the analogous of Theorem 1.5.3.

Theorem 1.5.7. Provided that the elements of a subset B of A satisfy properties
[hom], [g], [F] and [B0], then B is a ZP–linearly independent set. Moreover if B
spans A over ZP, its elements are positive, and the following condition holds:

[Ind ] For every b ∈ B, the (Laurent) monomial xg
b in variables x1, · · · , xn is not a

summand of the Larent expansion of every other element b′ ∈ B, b′ 6= b,

then they are positive indecomposable.

Proof. Let π =
∑

b∈B′ abb be a finite ZP–linear combination of elements of B. With-
out lost of generality we assume that ab ∈ P for every b ∈ B′. Suppose that π = 0.
We expand π in the cluster x0. We consider the set L = {abx̃0

g̃b} of leading terms of
π. We note that if two elements abx̃0

g̃b and abx̃0
g̃′b of this set are equal, then gb = g′b;

since of property [g], b = b′ and hence g̃b = g̃b′ and finally ab = ab′ .
Since L is finite there exists a minimal element ab0x̃0

g̃b0 (note that b0 is not nec-
essarily minimal in B′). In particular this element does not appear in the Laurent
expansion of every other element of B. We conclude ab0 = 0. We now consider the
set B′ \ {b0} and proceed by induction on its cardinality in order to get ab = 0 for
every b ∈ B′.

Condition [Ind] is much stronger than the fact that x̃0
g̃b is not a summand of every

other element of B (see Example). Now suppose that B spans A over ZP, its ele-
ments are positive and that B satisfies property [Ind]. We want to prove that every
positive element p of A is a Z≥0P–linear combination of elements of B, i.e. property
CB2’ of Definition 1.5.1 holds. We consider the expansion π =

∑
b∈B′ abb = p of p in

B, where B′ is the finite subset of B of the elements b such that ab 6= 0. We expand
p in the cluster x0. We pick a minimal element b of B′. Then the Laurent monomial
x̃g̃b

0 corresponding to this minimal element b, appears in π with coefficient ab. Since
p is positive, ab ∈ Z≥0P. We now consider the element π′ = π − abb. Note that at
this point it is not clear that π′ is positive. We pick a minimal element b′ of the new
set B′′ = B′ \ {b}. Then the Laurent monomial x̃

g̃b′
0 corresponding to this minimal

element b′, is not a summand of every other element of B′′, hence, in particular, it
appears in π′ with coefficient ab′ . If ab′ is in Z≥0P we continue with π′′ = π′ − b′, so
we can assume without lost of generality that ab′ is not in Z≥0P. Since π is positive,

the coefficient of the Laurent monomial x̃
g̃b′
0 must be in Z≥0P and hence ab′x̃

g̃b′
0 must

be a summand of b. But this means that the Laurent monomial xg
b′ is a summand

of b, against the hypothesis [ind]. Then ab′ ∈ Z≥0P.
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Chapter 2

Cluster algebras of type A
(1)
2

This chapter is devoted to the study of cluster algebras of type A
(1)
2 . A coefficient-free

cluster algebra of this type first appeared in [16, Example 7.8]. It is the only class of
rank three cluster algebras of affine type that are not bipartite. In particular we do
not have the results of section 1.3 at our disposal but we still find similar statements,
e.g. we find an interesting connection (Proposition 2.3.7) between denominator vec-
tors and g–vectors that can be viewed as a generalization of Theorem 1.3.8. On the
other hand we are able to produce explicit Laurent expansions in all the clusters of
all the elements of the canonical basis using quiver representations (Section 2.5).

We will mainly concentrate ourselves in the principal coefficients setting. We find
canonical basis, its parametrization in term of the root lattice and explicit formulas
for its elements in this setting. In section 2.4 we then generalize all these results to
any tropical semi–field.

2.1 Algebraic structure of a cluster algebra of type

A
(1)
2 with principal coefficients

Let P = Trop(y1, y2, y3) be the tropical semi-field (see section 1.1.1) with generators
{y1, y2, y3}. Let F = QP(x1, x2, x3) be the field of rational functions in 3 commuting
variables over QP, the field of fractions of ZP. We consider inside P the sequence
{y1;m : m ∈ Z} defined by the initial data y1;1 = y1, y1;i = y−1

i+3 for i = 0,−1,−2 and
y1;−3 = y3, together with the recurrence relations

y1;m =

{
y2 y1; sg(m)(|m|−1) if m ≤ −4, 2 ≤ m, m even
y1y3 y1; sg(m)(|m|−1) if m ≤ −5, 3 ≤ m, m odd

(2.1.1)

Here sg(m) is the sign of m. The explicit solution of this recursion will be given in
(2.1.23).

Recursively define elements xm ∈ F , m ∈ Z by

xmxm+3 =
xm+1xm+2 + y1;m

y1;m ⊕ 1
=
y3;m+1xm+1xm+2 + 1

y3;m+1 ⊕ 1
(2.1.2)
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x1 x3 x5 x7x−1x−3

w

z

x2 x4 x6x0x−2x−4 x8

Figure 2.1: The exchange graph of A

where y3;m+1
.
= y−1

1;m (this choice makes the second equality obvious). In partic-
ular y3;1 = y3 which explains the terminology. Note that, in view of (2.1.1), the
denominators in the middle term of (2.1.2) are all 1 except when m = 0,−1,−2.

We also define

w
.
=

y2x1 + x3

x2

, (2.1.3)

z
.
=

y1y3 x1x2 + y1 + x2x3

x1x3

. (2.1.4)

Let A be the ZP-subalgebra of F generated by the elements {xm, w, z : m ∈ Z}. In

Proposition 2.1.1 below we will show that A is a cluster algebra of type A
(1)
2 with

principal coefficients at the initial seed

ΣIn
.
= {B =

0@ 0 1 1
−1 0 1
−1 −1 0

1A, {x1, x2, x3}, {y1, y2, y3}}. (2.1.5)

The generators of A are its cluster variables, while the clusters of A are the sets
{xm, xm+1, xm+2}, {x2m−1, w, x2m+1} and {x2m−2, z, x2m} for every m ∈ Z. The
exchange graph of A is shown in figure 2.1: it has clusters as vertices and an edge
between two clusters C and C ′ whenever |C∩C′| = 2. In this figure cluster variables are
associated with regions. The generic cluster {s1, s2, s3} corresponds to the (unique)
vertex common to the three regions labeled by s1, s2 and s3.

Using (2.1.1) and (2.1.2) we obtain more relations between cluster variables: for
every m ∈ Z

wx2m =
y2;2m−1x2m−1 + x2m+1

y2;2m−1 ⊕ 1
=
x2m−1 + y

(w)
2;2m−1x2m+1

y
(w)
2;2m−1 ⊕ 1

(2.1.6)

where

y2;2m−1
.
=


y2 if m ≥ 1,

1/y3 if m = 0,
1/y1y3 if m ≤ −1,

(2.1.7)

and y
(w)
2;2m−1

.
= y−1

2;2m−1. Indeed for m = 1 (2.1.6) is nothing but the definition of w;
for m ≥ 1 (resp. m ≤ 1) one can proceed by induction on m expanding the element
wx2mx2m+2 (resp. wx2mx2m−2). Similarly: for every m ∈ Z we have

zx2m+1 =
y2;2mx2m + x2m+2

y2;2m ⊕ 1
=
x2m + y

(z)
2;2mx2m+2

y
(1)
2;2m ⊕ 1

(2.1.8)
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where

y2;2m
.
=


y1y3 if m ≥ 1,
y1 if m = 0,

1/y2 if m ≤ −1.
(2.1.9)

and y
(z)
2;2m

.
= y−1

2;2m. Moreover from (2.1.2), using (2.1.6) and (2.1.8), we obtain for
every m ∈ Z:

x2m−2x2m+2 =
x2

2m + y
(z)
1;2m−2z

y
(z)
1;2m−2 ⊕ 1

=
y

(z)
3;2mx

2
2m + z

y
(z)
3;2m ⊕ 1

(2.1.10)

and

x2m−1x2m+3 =
x2

2m+1 + y
(w)
1;2m−1w

y
(w)
1;2m−1 ⊕ 1

=
y

(w)
3;2m+1x

2
2m+1 + w

y
(w)
3;2m+1 ⊕ 1

(2.1.11)

where
y

(c)
1;m = y1;m(y2;m ⊕ 1), (2.1.12)

y
(c)
3;m+2

.
= (y

(c)
1;m)−1 and c = w if m is odd and c = z if m is even. Indeed one

can expand x2m−2x2m+2 (resp. x2m−1x2m+3) in the cluster {x2m−1, x2m, x2m+1} (resp.
{x2m, x2m+1, x2m+2}) using (2.1.2). Then using (2.1.1) and (2.1.8) (resp. (2.1.6)) one
get the result.

We refer to the relations (2.1.2), (2.1.6), (2.1.8), (2.1.10) and (2.1.11) as exchange
relations of A.

Proposition 2.1.1. A is a cluster algebra of type A
(1)
2 with principal coefficients at

the initial seed ΣIn defined in (2.1.5). The exchange graph of A is given by Figure 2.1.

Proof. The proof is based on the following Lemma:

Lemma 2.1.2. The (unlabeled) seeds of a cluster algebra of type A
(1)
2 with principal

coefficients at the initial seed ΣIn are

Σm
.
= {B̃m, {xm, xm+1, xm+2}}, (2.1.13)

Σw
2m−1

.
= {B̃cyclic

2m−1, {x2m−1, w, x2m+1}}, (2.1.14)

Σz
2m−1

.
= {B̃cyclic

2m , {x2m, z, x2m+2}} (2.1.15)

for every m ∈ Z. For every m, they are mutually related by the following diagram of
mutations:

Σw
2m−1 � Σw

2m+1

l l
Σ2m−1 � Σ2m � Σ2m+1 � Σ2m+2

l l
Σz

2m � Σz
2m+2

(2.1.16)

where the right (resp. left) arrows → (resp. ←) stand for mutations in direction 1
(resp. 3) and vertical arrows for mutations in direction 2. Σm is not equivalent to
Σn if m 6= n, in particular the exchange graph of A is given by figure 2.1.
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B̃m and B̃cyclic
m are 6× 3 rectangular matrices of the form

B̃m
.
=

[
B
Bm

]
B̃cyclic

m
.
=

[
Bcyclic

Bcyclic
m

]
where Bcyclic .

=
(

0 −1 2
1 0 −1
−2 1 0

)
. The square matrices at the bottom are given by: for

every n ≥ 1

Bm =



(
n 1 −n
n 0 −n + 1

n − 1 1 −n + 1

)
m = 2n

(
n 0 −n + 1

n − 1 1 −n + 1
n − 1 0 −n + 2

)
m = 2n− 1

(
n − 2 0 −n + 1
n − 1 −1 −n + 1
n − 1 0 −n

)
m = −2n

(
n − 1 −1 −n + 1
n − 1 0 −n

n −1 −n

)
m = −2n− 1

B0 =
(

0 1 0
0 0 1
−1 0 0

)
, B−1 =

(
0 0 1
−1 0 0
0 −1 0

)
.

Bcyclic
m =



(
n −1 −n + 1
n 0 −n + 1

n − 1 −1 −n + 2

)
m = 2n

(
n 0 −n + 1

n − 1 −1 −n + 2
n − 1 0 −n + 2

)
m = 2n− 1

(
n − 2 0 −n + 1
n − 2 1 −n + 1
n − 1 0 −n

)
m = −2n

(
n − 2 1 −n + 1
n − 1 0 −n
n − 1 1 −n

)
m = −2n− 1

Bcyclic
0 =

(
0 −1 1
0 0 1
−1 0 0

)
, Bcyclic

−1 =
(

0 0 1
−1 0 0
−1 1 0

)
.

Proof of Lemma 2.1.2. We need to prove the diagram (2.1.16) for every m ∈ Z. For
m = 1 Σ1 is the initial seed Σ. For m ≥ 1 (resp. m ≤ 1) a direct check shows that
B̃m+1 (resp. B̃m−1) is obtained from B̃m by a matrix mutation in direction 1 (resp.
3) and by reordering the index set with the permutation (132) (resp. (123)). Then
it follows B̃m = µ3(B̃m+1) for m ≥ 1 (resp. B̃m+1 = µ1(B̃m) for m ≤ 1). We define
xm+3 (resp. xm) to be the cluster variable obtained by the mutation of the cluster
variable xm (resp. xm+2) in the (unlabeled) seed Σm. The central line of the diagram
is proved.

We define w (resp. z) to be the cluster variable obtained by mutation of the
cluster variable x2 (resp. x3) in the (unlabeled) seed Σ1 (resp. Σ2). Explicitly w
(resp. z) is defined by (2.1.3) (resp. (2.1.4)). Let {y1;m, y2;m, y3;m} the triple of
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coefficients of the seed Σm. Since A has principal coefficients, in particular it is of
geometric type, then, by definition,

yi;m =
3∏

j=1

y
bm
i,3+j

j

where Bm = {bmij}. Note that {y1;m} (resp. {y2;m}) satisfies the recurrence relation
(2.1.1) (resp. (2.1.7)-(2.1.9)). Moreover given δ

.
= (1, 1, 1), for every n ≥ 1 we have

y1;2n = ynδy−1
3 ; y1;2n = ynδy−1

2 y−1
3 ; y1;−2n = y(n−1)δy−1

1 y−1
2 ; y1;2n = y(n−1)δy−1

1 .

By induction on m one can prove the equality

c =
y2;mxm + xm+2

(y2;m ⊕ 1)xm+1

. (2.1.17)

where c = w if m is odd and c = z if m is even. By (2.1.17) we conclude that
w (resp. z) is the cluster variable obtained by the mutation of the cluster variable
x2m (resp. x2m+1) in the seed Σ2m−1 (resp. Σ2m) for every m ∈ Z. Moreover it is
straightforward to check that the matrix B̃cyclic

m is obtained from B̃m by a matrix
mutation in direction 2. Then the diagram (2.1.16) is proved. The fact that the
diagram is not finite, follows observing that the first column of Bm has at least one
positive coordinate while the third one at least one negative coordinate. Hence if
Σm is equivalent to Σn then either y1;m = y1;n or y1;m = y2;n. Since of the previous
formulas this is the case only if m = n. This finishes the proof of Lemma 2.1.2

It remains to prove relations (2.1.2), (2.1.6), (2.1.8), (2.1.10) and (2.1.11) are

the exchange relations of a cluster algebra of type A
(1)
2 . Let {y1;m, y2;m, y3;m} (resp.

{y(c)
1;m, y

(c)
2;m, y

(c)
3;m}) the triple of coefficients of the seed Σm (resp. Σc

m for c = w or z).
Then using Lemma 2.1.2 and the definition 1.1.3 of exchange relations we get the
desired result. Moreover we also get formulas (2.1.1), (2.1.7), (2.1.12).

2.1.1 Canonical basis

We construct the canonical basis of A.

Definition 2.1.3. Let us define

u
.
= zw − y1y3 − y2. (2.1.18)

In view of (2.1.2) P is contained in A and then u ∈ A. Let u1, u2, . . . be the sequence
of polynomials defined by the initial condition

u0 = 1,

u1 = u,

u2 = u2
1 − 2y1y2y3 (2.1.19)
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together with the recurrence relation for n ≥ 2

un+1 = u1un − yδ un−1. (2.1.20)

where δ = (1, 1, 1)t.

By definition un is a polynomial in u and since u lies in A, un ∈ A for n ≥ 1. The
definition of the un’s is a generalization of analogous definition in rank two cluster
algebras of affine type given in [27]. In loc.cit. the group of coefficients was just {1}
and the definition was given in terms of Chebychev’s polynomials of the first kind.
Here if P was {1}, i.e. A was a coefficient–free cluster algebra, then un would be the
n–th Chebychev’s polynomials of the first kind Tn evaluated in u.

Recall that a monomial in cluster variables belonging to the same cluster is called
a cluster monomial.

Theorem 2.1.4. The set B of cluster monomials and of the elements {unw
k, unz

k :
n ≥ 1, k ≥ 0} is a canonical basis of A (see definition 1.5.1).

The proof of the Theorem will be given in section 2.3. We point out here that,
as mentioned in the first chapter, all the canonical basis of A can be obtained from
B by scalar multiplication.

2.1.2 Parametrization of the canonical basis

Our next result provides a parametrization of B. Let Q = Z3 be a lattice of rank 3
with a fixed basis {α1, α2, α3}. We sometimes identify α = a1α1 + a2α2 + a3α3 ∈ Q
with its coordinate vector (a1, a2, a3) with respect to the chosen basis {α1, α2, α3}.

Theorem 2.1.5. For every α = (a1, a2, a3) ∈ Q, there is a unique basis element
X[α] ∈ B of the form

X[α] =
Nα(x1, x2, x3)

xa1
1 x

a2
2 x

a3
3

, (2.1.21)

where Nα is a polynomial with coefficients in ZP not divisible by any xi. The corre-
spondence α 7→ X[α] is a bijection between Q and B. In particular the denominator
vector map x 7→ d(x) in the cluster {x1, x2, x3}, restricts to a bijection between B
and Q.

Following [16], we identify Q with the root lattice of the affine root system of

type A
(1)
2 (see section 1.2.2) so that α1, α2 and α3 become simple roots. In section

1.2.2 we recall the structure of a root system of type A
(1)
2 . For the initial cluster

variables x1, x2 and x3, the correspondence (2.1.21) takes the form

x1 =
1

x−1
1

= X[−α1], x2 =
1

x−1
2

= X[−α2], x3 =
1

x−1
3

= X[−α3].
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x1

−α1

x3

−α3

x5

−α3+δ
x−1

−α1 + δ

z α1+α3

u1z α1+α3 + δ

u2z α1+α3 + 2δ

x2

(α1+α3)−δ
x0
α3

x−2

α3 + δ
x−4

α3 + 2δ

w − (α1 + α3) + δ

u1w − (α1 + α3) + 2δ

x−3

−α1 + 2δ
x−5

−α1 + 3δ u
· · ·

· · ·

x4
α1

x6

α1 + δ

x7

−α3+2δ

x8

α1 + 2δ · · ·

· · ·

Figure 2.2: Denominator vectors and real roots in type A
(1)
2

Proposition 2.1.6. The cluster variables xm different from x1, x2 and x3, and the
elements un have the form

x−(2n+1) = X[−α1+(n+ 1)δ], x2(n+2)+1 = X[−α3+(n+1)δ]

x−2n = X[α3+nδ], x2(n+2) = X[α1+nδ]

w = X[−(α1 + α3)+δ], un = X[nδ], z = X[α1+α3]
(2.1.22)

for n ≥ 0. In particular unw = X[−(α1+α3)+(n+1)δ] and unz = X[(α1+α3)+nδ].
The correspondence α 7→ X[α] is hence a bijection between the positive real roots and
{xm : m ∈ Z \ {1, 2, 3}} ∪ {unz, unw : n ≥ 0}. Moreover cluster variables are in
bijection with the set of positive real Schur roots. Figure 2.2 describes the situation.

Using Proposition 2.1.6 one can recognize that the element yd(xm+3) satisfies
(2.1.1) for every m ∈ Z (here we use the standard notation s(a1,a2,a3) .= sa1

1 s
a2
2 s

a3
3 ). In

particular we get
y1;m = yd(xm+3) (2.1.23)

We conclude this section by pointing out an important property of denominator
vectors.

Definition 2.1.7. [18, Definition 6.12] A collection of vectors in Zn (or in Rn) are
sign–coherent (to each other) if, for any i ∈ {1, · · · , n}, the ith coordinates of all of
these vectors are either all non–negative or all non–positive.

Corollary 2.1.8. Denominator vectors of cluster variables belonging to the same
cluster are sign–coherent.

Proof. It follows after a glance at figure 2.2 or figure 2.4.
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2.1.3 Explicit formulas for the elements of the canonical ba-
sis

Our next result provides explicit formulas for the elements of B in every cluster of
A. In view of the exchange relations, it is sufficient to consider only two clusters,
namely {x1, x2, x3} and {x1, w, x3} and only cluster variables xm with m ≥ 1. Indeed
the expansion of a cluster variable xm+n (resp. x2m+n) in the cluster {xm, c, xm+2},
where c = w or c = xm+1, (resp. {x2m, z, x2m+2}) is obtained by the expansion of
x1+n (resp. x2m+1+n) in the cluster {x1, c, x3} (resp. {x2m+1, w, x2m+3}) by replacing
x1 with xm, c with x2 when c 6= w, x3 with xm+2 and yi with yi;m (resp. x2m+1

with x2m, w with z, x2m+3 with x2m+2 and y
(w)
i;2m+1 with y

(z)
i;2m), i = 1, 2, 3, n,m ∈ Z.

Moreover the expansion of x−m is obtained from the expansion of xm+2 by replacing
x1 with x3, x3 with x1 and y1 with y−1

3 , y2 with y−1
2 and y3 with y−1

1 .

Theorem 2.1.9. For every m ≥ 1 the following formulas hold. In the cluster
{x1, x2, x3}

x2m+1 =

∑
e χ2m+1(e)yex(e2+e3,m−1−e1+e3,2m−e2−e1−2) + xm−1

2 x2m−2
3

xm−1
1 xm−1

2 xm−2
3

(2.1.24)

where χ2m+1(e1, e2, e3)
.
=

(
e1−e3

e2−e3

)(
m−1−e3

m−1−e1

)(
e1−1

e3

)
.

x2m =

∑
e χ2m(e)yex(e2+e3,m−1−e1+e3,2m−3−e1−e2) + xm−1

2 x2m−3
3

xm−1
1 xm−2

2 xm−2
3

(2.1.25)

where χ2m(e1, e2, e3)
.
=

(
e1−1

e3

)
[
(

e1−e3

e2−e3

)(
m−2−e3

m−2−e1

)
+

(
e1−e3−1

e2−e3

)(
m−2−e3

m−1−e1

)
].

In the cluster {x1, w, x3}

x2m+1 =

∑
e1,e3

(
m−1−e3

m−1−e1

)(
e1−1

e3

)
ye1

1 (y2y3)
e3 x2e3

1 we1−e3x2m−2e1−2
3 + x2m−2

3

xm−1
1 xm−2

3

(2.1.26)

x2m =

∑
e χ

w
2m(e)ye1

1 (ye2
2 y3)

e3x2e3+1−e2
1 we1−e3x2m−3−2e1+e2

3 +(y2x1 +x3)x
2m−3
3

xm−1
1 wxm−2

3

(2.1.27)

where χw
2m(e1, e2, e3)

.
=

(
e1−1

e3

)(
m−1−e2−e3

m−1−e1−e2

)(
1
e2

)
.

The Laurent expansion of un, n ≥ 1, in the cluster {x1, x2, x3} is given by

un =
ynδx2n

1 x
n
2 + xn

2x
2n
3 +

∑
e χun(e1, e2, e3)y

ex(e2+e3,n−e1+e3,2n−e1−e2)

xn
1x

n
2x

n
3

(2.1.28)

where χun(e1, e2, e3)
.
=

(
e1−e3

e1−e2

)
[
(

n−e3

n−e1

)(
e1−1

e3

)
+

(
n−e3−1

n−e1

)(
e1−1
e3−1

)
]. In the cluster {x1, w, x3}

un =
ynδ x2n

1 +x2n
3 +

∑
e1,e3

χw
un

(e1, e3)y
e1
1 (y2y3)

e3 x2e3
1 we1−e3x2n−2e1

3

xn
1x

n
3

(2.1.29)

where χw
un

(e1, e3)
.
=

(
n−e3

n−e1

)(
e1−1

e3

)
+

(
n−e3−1

n−e1

)(
e1−1
e3−1

)
. In the cluster {x1, w, x3} the ex-

pansion of z is given by

z =
y1 y2 y3 x

2
1 + y1 y3 x1 x3 + y1 w + y2 x1x3 + x2

3

x1wx3

(2.1.30)
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2.2 F–polynomials and quiver Grassmannians

The main result of this section is a description of the F–polynomial associated with
every element of the canonical basis B ofA in terms of quiver–Grassmannians defined
in (1.4.1). We associate with the initial exchange matrix B of the seed ΣIn given in
(2.1.5), the quiver QIn having bij arrows from j to i if bij ≥ 0:

2
{{xx

xx

QIn
.
= 1 3oo

ccGGGG
(2.2.1)

In view of Theorem 1.4.1 the denominator vector of a cluster variable s is the di-
mension vector of a (unique) rigid indecomposable module Ms.

Theorem 2.2.1. The F–polynomial Fs associated with a cluster variable s in the
seed ΣIn, is given by

Fs =
∑
e

χe(Ms)y
e1
1 y

e2
2 y

e3
3 (2.2.2)

The proof of Theorem 2.2.1 will be given in section 2.5.
Once we have given a representation theoretic interpretation of cluster variables and
hence of cluster monomials, we investigate an analogous interpretation for the other
elements {unw

k, unz
k} of B. In order to do that we need to study non–rigid QIn–

representations. The indecomposable non–rigid QIn–representations form infinitely
many connected components of the Auslander–Reiten quiver of QIn called tubes.
There is one tube of rank two, i.e. the Auslander–Reiten translation τ has period
two in this component, and infinitely many tubes of rank one parameterized by the
choice of elements of λ ∈ C = k. We define the regular homogeneous representations
to be

kn

=
||yyy

yy
kn

Jn(0)

zzvvv
vv

Reg
{3,2}
n

.
= kn kn ;=

oo

Jn(0)ccGGGGG

Reg
{2,1}
n

.
= kn+1 kn

=
oo

=bbEEEEE

kn

=
||zzz

zz

Reg
{3,1}
n (λ)

.
= kn kn.

=bbFFFFF

Jn(λ)
oo

where Jn(λ) is the n-Jordan block of eigenvalue λ ∈ k. The arrows labeled by = are
the identity map. We also define the regular non–homogeneous to be

kn+1
=

zzuuu
uu

kn
Jn(0)

zzuuu
uu

RNw
n
.
= kn kn ;=

oo

Jn(0)eeKKKKK

RN z
n
.
= kn+1 kn+1

=
oo

=
ddIIIII

Figure 2.3 shows the shape of such components.
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Figure 2.3: The shape of the tubes of the quiver QIn and the image by the Caldero-
Chapoton map.

2.3 Proofs

We are going to show that the elements of B satisfy all the hypothesis of Theo-
rem 1.5.7. In this process we will need Theorem 2.1.5. Even if its proof is completely
independent, for the convenience of the reader and for a higher rigorousness we
include it in this section. Explicit formulas will yield positivity and straightening
relations the span property.

2.3.1 Homogeneity of the elements of B

Proposition 2.3.1. The elements of B belong to the setM defined in Section 1.1.6.
In other words the Laurent expansion of every element b of B in the initial seed (2.1.5)
has the form

b = Fb(ŷ1, ŷ2, ŷ3)x
gb (2.3.1)

where Fb is a primitive polynomial in three variables, gb = (g1, g2, g3)
t is an integer

vector and
ŷ1 = y1

x2x3
, ŷ2 = y2x1

x3
, ŷ3 = y3x1x2 (2.3.2)

(see (1.1.17)). In particular property [hom] of Theorem 1.5.7 is satisfied by B.

Proof. By Proposition 1.1.9 cluster variables and hence cluster monomials belong
to M. By using Lemma 1.1.18 we are going to show that un belongs to M as
well, for n ≥ 1. By their definitions (2.1.3)–(2.1.4), it follows that the g–vector
i.e. the principal Z3–degree given by (1.1.8), of w and z is respectively (0,−1, 1)t

and (−1, 1, 0)t. Then deg(zw) = deg(z) + deg(w) = (−1, 0, 1)t. We note that
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deg(y1y3) = −b1 − b3 = (−1, 0, 1)t = −b2 = deg(y2). Moreover

y1y3 = (ŷ1ŷ3)
x3

x1

, , y2 = ŷ2
x3

x1

,

hence they belong to M and have the same g–vector as zw. By Lemma 1.1.18
we conclude that u = zw − y1y3 − y2 belongs to M and its g–vector is given by
gu1 = (−1, 0, 1)t. Similarly deg(y1y2y3) = −b1 − b2 − b3 = (−2, 0, 2)t and y1y2y3 =
ŷ1ŷ2ŷ3x

−2
1 x2

3, hence u2 (defined in (2.1.19)) belongs to M and its g–vector is 2gu1 .
Proceeding by induction on n ≥ 2 and using its definition (2.1.20), un belongs toM
and it is homogeneous of degree ngu1 .

Definition 2.3.2. For every b ∈ B, we denote by gb and Fb respectively the g–vector
and the F–polynomial of b in the initial seed (2.1.5). We denote by gw

b and by Fw
b

respectively the g-vector and the F–polynomial of b in the cluster {x1, w, x3}.

2.3.2 g–vectors

Proposition 2.3.3. With the notations of Definition 2.3.2, for every m ≥ 0:

g2m+1 =
(

−m + 1
0
m

)
g2m+2 =

(
−m
1
m

)
(2.3.3)

g−(2m+1) =
(

−m
−1
m

)
g−2m =

(
−m
0

m − 1

)
(2.3.4)

Moreover for every n ≥ 0

gw =
(

0
−1
1

)
gz =

(
−1
1
0

)
gun =

(
−n
0
n

)
(2.3.5)

Proof. In section 1.1.5 explicit formulas for the g-vectors are given in terms of the
rectangular matrices B̃m: using Lemma 2.1.2, the g-vectors are uniquely determined
by the initial conditions

gi = ei (i = 1, 2, 3)

where ei is the i-th standard basis vector of Z3, together with the recurrence relations

g2m+3 = −g2m +
(

−2m + 1
1

2m

)
g2m+2 = −g2m−1 +

(
−2m + 2

1
2m − 1

)
g−2m−2 = −g−2m+1 + g−2m−1 + g−2m

g−2m−1 = −g−2m+2 + g−2m + g−2m+1

for every m ≥ 1, together with g0 = −g3, g−1 = −g2 and g−2 = −g1. The claim
follows by checking that the given vectors satisfy these recurrence relations.

The g–vector of w and z can be obtained directly from the definition (2.1.3) and
(2.1.4) respectively. Then from (2.1.18) we get gu1 = gw + gz and from (2.1.19) and
(2.1.20) we get gun = n gu1 and we are done.
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2.3.3 F–polynomials

We denote the F–polynomial in the initial seed ΣIn associated with the cluster
variable xm by Fm. The following Proposition provides explicit formulas for these
polynomials.

Proposition 2.3.4. For m ≥ 0

F2m+1 =
∑

e1,e2,e3

χ2m+1(e1, e2, e3)y
e1
1 y

e2
2 y

e3
3 + 1 (2.3.6)

where χ2m+1(e1, e2, e3)
.
=

(
e1−e3

e2−e3

)(
m−1−e3

m−1−e1

)(
e1−1

e3

)
.

For m ≥ 1
F2m =

∑
e1,e2,e3

χ2m(e1, e2, e3)y
e1
1 y

e2
2 y

e3
3 + 1 (2.3.7)

where χ2m(e1, e2, e3)
.
=

(
e1−1

e3

)
[
(

e1−e3

e2−e3

)(
m−2−e3

m−2−e1

)
+

(
e1−e3−1

e2−e3

)(
m−2−e3

m−1−e1

)
].

For m ≥ 0

F−(2m+1) =
∑

e1,e2,e3

χ−(2m+1)(e1, e2, e3)y
e1
1 y

e2
2 y

e3
3 + ym

1 y
m+1
2 ym+1

3 (2.3.8)

where χ−(2m+1)(e1, e2, e3)
.
=

(
e1+1−e3

e2−e3

)(
m−e3

m−e1

)(
e1+1

e3

)
;

F−2m =
∑

e1,e2,e3

χ−2m(e1, e2, e3)y
e1
1 y

e2
2 y

e3
3 + ym

1 y
m
2 y

m+1
3 (2.3.9)

where χ−2m(e1, e2, e3)
.
=

(
m−e3

m−e1

)
[
(

e1+1−e3

e1−e2

)(
e1

e3−1

)
+

(
e1−e3

e1−e2

)(
e1

e3

)
].

For n ≥ 1
Fun = yn

1 y
n
2 y

n
3 +

∑
e1,e2,e3

χun(e1, e2, e3)y
e1
1 y

e2
2 y

e3
3 + 1 (2.3.10)

where χun(e1, e2, e3)
.
=

(
e1−e3

e2−e3

)
[
(

n−e3

n−e1

)(
e1−1

e3

)
+

(
n−e3−1

n−e1

)(
e1−1
e3−1

)
] and Fu0 = 1.

Proof. By (2.1.3) and (2.1.4), the F–polynomial of w and z is respectively

Fw(y1, y2, y3) = y2 + 1, (2.3.11)

Fz(y1, y2, y3) = y1y3 + y1 + 1. (2.3.12)

Using Lemma 2.1.2, the recurrence relations given in section 1.1.5 between the F -
polynomials become the following: the initial conditions are

F1 = F2 = F3 = 1

F0 = y3 + 1

F−1 = y2F0 + 1
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and for m ≥ 1

FzF2m+1 = y1y3F2m + F2m+2, (2.3.13)

FwF2m = y2F2m−1 + F2m+1, (2.3.14)

FzF−2m−1 = y2F−2m + F−2m−2, (2.3.15)

FwF−2m = y1y3F−2m+1 + F−2m−1. (2.3.16)

From its definition (2.1.18) the F–polynomial of u1 is given by

Fu1(y1, y2, y3) = FzFw(y1, y2, y3)− y1y3 − y2 = y1y2y3 + y1y2 + y1 + 1. (2.3.17)

Moreover from (2.1.19) and (2.1.20) we have for n ≥ 2

Fu2(y1, y2, y3) = Fu1(y1, y2, y3)
2 − 2y1y2y3, (2.3.18)

Fun+1(y1, y2, y3) = Fu1Fun(y1, y2, y3)− y1y2y3Fun−1(y1, y2, y3). (2.3.19)

The proof follows now by induction on m and n.

Corollary 2.3.5. B satisfies property [F] of Theorem 1.5.7, i.e. for every b ∈ B the
corresponding F–polynomial Fb has constant term 1.

2.3.4 Proof of Theorem 2.1.9

Proposition 2.3.1 provides explicit formulas of the elements of B in terms of their
g–vectors and F–polynomials. Hence formulas (2.1.24), (2.1.25) and (2.1.28) follow
by the corresponding formulas (2.3.49), (2.3.5) for their g–vectors and from the
corresponding formulas (2.3.6), (2.3.7) and (2.3.10) for their F–polynomials.

We have the following formulas

x2 =
y2x1 + x3

w
. (2.3.20)

By applying formulas (2.3.20) to the formulas (2.1.24) , (2.1.25), (2.1.28) and (2.1.4)
one gets respectively formulas (2.1.26), (2.3.103), (2.1.29) and (2.1.30).

2.3.5 Proof of Theorem 2.1.5

Clearly every cluster monomial sa
1s

b
2s

c
3 also has the form (2.1.21), i.e. can be written

as X[α] with α = ad(s1) + bd(s2) + cd(s3). We also note that

d(u1) = d(w) + d(z) = δ
.
=

(
1
1
1

)
.

Since of its definition (2.1.20), d(un) = nd(u1). Moreover d(unw
k) = nd(u1)+kd(w)

and d(unz
k) = nd(u1) + kd(z). Hence the cone in Q defined by

CIm = Z≥0d(w) + Z≥0d(z)
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x1

(−1, 0, 0)
x3

(0, 0,−1)
x5

(1, 1, 0) · · ·
x−1

(0, 1, 1)

z(1, 0, 1)

x2

(0,−1, 0)
x4

(1, 0, 0) · · ·x0

(0, 0, 1)
x−2n

(n, n, n+ 1)
x2(n+2)

(n+ 1, n, n)

w(0, 1, 0)
x2(n+2)+1

(n+ 1, n+ 1, n)
x−(2n+1)

(n, n+ 1, n+ 1) · · ·

· · ·
u

Figure 2.4: Denominator vectors of cluster variables in the cluster CIn

is in bijection with the set {d(unw
k),d(unw

k)|n, k ≥ 0}.
To complete the proof it’s enough to show the following:

For every cluster {s1, s2, s3}, the vectors d(s1), d(s2) and d(s3) (2.3.21)

form a Z-basis of Q.

For every cluster {s1, s2, s3}, the vectors d(s1), d(s2) and d(s3) (2.3.22)

are the only positive real roots contained in the additive

semigroup C{s1,s2,s3} := Z≥0d(s1) + Z≥0d(s2) + Z≥0d(s3).

The union
⋃
C{s1,s2,s3} is equal to Q− CIm. (2.3.23)

The exchange relation (2.1.2) implies at once the following relation between denom-
inator vectors of cluster variables

d(xm) + d(xm+3) = [d(xm+1) + d(xm+2)]+ (2.3.24)

where the operation b 7→ [b]+ is understood component–wise. By induction on m we
get formulas (2.1.22), i.e. for m ≥ 1

d(x2m+1) =
(

m − 1
m − 1
m − 2

)
, d(x2m+2) =

(
m

m − 1
m − 1

)
, (2.3.25)

d(x−2m+1) =
(

m − 1
m
m

)
, d(x−2m+2) =

(
m − 1
m − 1

m

)
(2.3.26)

and also for n ≥ 1

d(w) =
(

0
1
0

)
, d(z) =

(
1
0
1

)
, d(un) =

(
n
n
n

)
. (2.3.27)

In particular (2.3.24) becomes

d(xm) + d(xm+3) = [d(xm+1)]+ + [d(xm+2)]+. (2.3.28)

We observe that

[d(xm)]+ =

{
0 if m = 1, 2, 3,

d(xm) otherwise .
(2.3.29)

Clearly {d(x1),d(x2),d(x3)} is a Z–basis of Q = Z3. Then using (2.3.28) and
(2.3.29) we get by induction on m

|det(d(xm),d(xm+1),d(xm+2))| = |det(d(xm+1),d(xm+2),d(xm+3))| = 1
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w = (0, 1, 0)
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x4 = (1, 0, 0)
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z

?

Figure 2.5: Denominator vectors of the cluster variable having at least one coordinate
equal to zero. We wrote xm for d(xm). Note the clusters involving here form a fan
whose union is Q \Q+

for every m ∈ Z. Moreover it is straightforward to check directly that

|det(d(x2m−1),d(w),d(x2m+1))| = 1

and
|det(d(x2m−2),d(z),d(x2m))| = 1

for every m ∈ Z and (2.3.21) is proved.
We consider the basis of simple roots α1, α2, α3 of Q and the corresponding co-

ordinate system (g1, g2, g3). By using (2.3.52) and (2.3.53), or figure 2.4, we observe
that there are four lines in the affine space containing the points corresponding to all
the xm’s different from x2. They contain respectively the ”negative odd”, ”positive
odd”, the ”negative even” and the ”positive even” cluster variables: they are

`−odd =

{
g2 = g3

g1 = g2 − 1
; `+odd =

{
g1 = g2

g3 = g2 − 1
.

`−even =

{
g1 = g2

g3 = g2 + 1
; `+even =

{
g2 = g3

g1 = g2 + 1
.

We define the two-dimensional subspace of QR containing respectively both `+odd and
`−even and both `−odd and `+even:

P := {g1 = g2}; T := {g2 = g3}.
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Figure 2.6: P ∩ Q+ and T ∩ Q+: they intersect themselves into the dotted line of
equation g1 = g2 = g3.

Formulas (2.3.52) and (2.3.53) have the following interesting and expected (see [18,
Conjecture 7.5]) property: given a cluster C = {s1, s2, s3} the corresponding denom-
inator vectors {d(s1),d(s2),d(s3)} are sign–coherent , i.e. the ith coordinates of all
of them are either all non–negative or all non–positive. It means that if the initial
cluster variable xi lies in the cluster C then the ith coordinates of the other two
elements of C are 0. Figure 2.5 shows denominator vectors of the cluster variables
having at least one coordinate equal to zero. Let us analyze this figure: the cones
C{s1,s2,s3} involved here satisfies property 2.3.22, i.e. they do not overlap themselves.
Moreover their union is the entire lattice except the interior of the positive octant
Q+ = Z≥0d(x4) + Z≥0d(w) + Z≥0d(x0).

We now concentrate our attention on the other cones. Let CP be the (open) cone
inside P ∩Q+ defined by CP = {0 < g3 < g1} ∪ {0, 0, 0}. By (2.3.52), d(x2n+1) ∈ CP
for n ≥ 2. The vectors v1 = (1, 1, 0)t = d(x5) and v2 = (0, 0, 1)t = d(x0) form a
Z–basis of P such that CP is given by Z≥0v1 + Z≥0(v1 + v2). (This can be seen for
example observing that det(v1, v2, (1, 0, 0)t) = 1 and that v1 and v2 have at least
one coordinate equal to zero). d(x2n+1) = an1v1 + an2v2 where an1

.
= n − 1 and

an2
.
= n− 2. The sequence an2/an1 is strictly increasing. It has limit

lim
n→∞

an2

an1

= 1

we conclude that the set of cones {{Z≥0d(x2n+1) + Z≥0d(x2n+3)} : n ≥ 2} is a fan in
P whose union is CP . Hence we have⋃

n≥2

C{x2n+1,w,x2n+3} = Z≥0d(w) + CP

and these cones have no common interior points. Similarly let CT be the (open)
cone inside T ∪ Q+ defined by CT = {0 < g2 < g1} ∪ {0, 0, 0}. d(x2n) ∈ CT for
n ≥ 2. w1 = (1, 0, 0)t = d(x4) and w2 = (0, 1, 1)t form a Z–basis of T such that
CT = Z≥0w1+Z≥0(w1+w2). In this basis d(x2n) = bn1w1+bn2w2 with bn1 = n−1 and
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Figure 2.7: ”cluster triangulation” of the intersection between Q+
R and the plane

P = {g1 + g2 + g3 = 1}. With abuse of language we wrote xm to denote Rα(xm)∩P .
The line between w and z is CIm∩P . The line between x0 and x5 is P ∩P . The line
between x4 and x−1 is T ∩ P .

bn2 = n−2. Figure 2.6 shows the cones P∩Q+ and T∩Q+ in the chosen basis {v1, v2}
and {w1, w2} respectively. The strictly increasing sequence {bn2/bn1} has limit 1 for
n→∞. We conclude that the set of cones {{Z≥0d(x2n) + Z≥0d(x2n+2)} : n ≥ 2} is
a fan in T whose union is the closure of CT . Hence we have⋃

n≥2

C{x2n,z,x2n+2} = Z≥0d(z) + CT .

It follows from the previous arguments that CP +CT =
⋃

m≥4 C{xm,xm+1,xm+2} and that
the interior of two different cones C{xm,xm+1,xm+2} and C{xn,xn+1,xn+2} are disjoint.

Figure 2.7 shows the intersection of the plane P = {g1 + g2 + g3 = 1} with the
positive octant Q+. The marked points illustrate the mutual position of Rd(xm)∩P.
Dotted lines join two points corresponding to cluster variables belonging to the same
cluster. We have obtained all the points in the triangle between z, w and x4. We
are going to obtain the others by reflecting through the line between z and w: we
consider the orthogonal reflection rIm with respect to the imaginary cone CIm. It
acts on vectors by exchanging the first coordinate with the third one: rIm(a1α1 +
a2α2 + a3α3) = a3α1 + a2α2 + a1α3. In particular it fixes CIm. It sends d(xm) to
d(x4−m) for m ≥ 3.

We have just obtained CIm + Z≥0d(x4) as union of mutually disjoint cones of
the form C{s1,s2,s3} with si = xm, w or z with m ≥ 4. By applying rIm we obtain

55



CIm + Z≥0d(x0) as mutually disjoint union of cones of the form C{s1,s2,s3} with si =
xm, w or z with m ≤ 0. Since Q+ = CIm + Z≥0d(x4) + Z≥0d(x0) we are done.

Corollary 2.3.6. For every m ≥ 2, d(x4−m) = (13)d(xm), where (13) is the auto-
morphism of Q that exchanges the third entry with the first one in the basis of simple
roots.

2.3.6 g–vector parametrization of B

We associate to the quiver Q = QIn defined in (2.2.1) its Euler matrix EQ (recall
that (EQ)ij = 1 if i = j, −1 if there is an arrow from i to j and 0 otherwise). We
consider the piecewise–linear deformation EQ of −EQIn

given by

EQ =
( −1 0 0

[ ? ]+ −1 0

[ ? ]+ [ ? ]+ −1

)
(2.3.30)

Since of Remark 1.3.9 the following result can be seen as a generalization of Theo-
rem 1.3.8 to the non–bipartite case.

Proposition 2.3.7. Given b ∈ B, its g–vector gb and its denominator vector d(b)
are related by

gb = EQ ∗ d(b) (2.3.31)

where ∗ is understood as in (1.3.21).

Proof. It follows from the explicit formulas for the g–vectors given in Proposi-
tion 2.3.3 and from the explicit formulas for the denominator vectors given in (2.3.52),
(2.3.53) and (3.2.17) that formula (2.3.31) holds for cluster variables and for the un’s.
By Corollary 2.1.8 denominator vectors of cluster variables belonging to the same
cluster are sign–coherent. EQ is hence linear in every cone generated by such vectors.
Then the claim follows for cluster monomials. By (3.2.17) denominator vectors of
the un’s, w and z lie in the positive octant Q+ in which EQ is linear. The claim is
hence true for unw

k and unz
k, n, k ≥ 0.

Corollary 2.3.8. The map b 7→ gb which associates to an element b ∈ B its g–vector
in the initial cluster gb is a bijection between B and Q.

Proof. EQ is injective. Then the claim follows combining Theorem 2.1.5 with Propo-
sition 2.3.7.

2.3.7 Linear independence of B

Proposition 2.3.9. B is a linearly independent set over ZP.

Proof. We verify that the set B satisfies hypothesis of Theorem 1.5.7. By Propo-
sition 2.3.1, every element of B is homogeneous and satisfies property [hom]. The

columns of the matrix B =
(

0 1 1
−1 0 1
−1 −1 0

)
clearly satisfy hypothesis [B0], i.e. ab1 +

bb2 + cb3 = 0, a, b, c ≥ 0 implies a = b = c = 0, where bi is the i–th column of B.
F–polynomials have constant term 1 by Corollary 2.3.5. The map b 7→ gb is injective
by Corollary 2.3.8.
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2.3.8 F–polynomials, g–vectors and denominator vectors in
the cluster {x1, w, x3}

In this section we study another cluster algebra ACycl of type A
(1)
2 closely related to

A. We need some results on ACycl in order to get the positivity of the elements of
the canonical basis B of A.

Let P be the tropical semi–field (see Definition 1.1.1) Trop(y1, y2, y3) generated by
three elements y1, y2, y3 and let F = QP(x1, w, x3) be the field of rational functions
in three commuting variables x1, w and x3 with coefficients in QP. We define ACycl

to be the cluster algebra inside F with principal coefficients at the initial ”cyclic”
seed:

ΣCycl
In = {Bcyclic .

=
(

0 −1 2
1 0 −1
−2 1 0

)
, {x1, w, x3}, {y1, y2, y3}}.

Here, as the same as in Lemma 2.1.2, the name ”cyclic” comes from the fact that
the quiver associated with Bcyclic (see Section 2.2) has a cycle.

Bcyclic is the principal part of one of the exchange matrices of the algebra A
shown in Lemma 2.1.2, so that ACycl is a cluster algebra of type A

(1)
2 .

We denote the generators of ACycl inside F , i.e. its cluster variables, with the
same symbols as in A. More precisely if a cluster variable s = µ(x) in A is obtained
from a cluster variable x of the cluster of the initial seed ΣIn by a sequence µ of
mutations, we denote by the same letter s the cluster variable µ ◦ µ2(x) of ACycl

obtained after the sequence µ ◦ µ2 of mutations from the initial cyclic seed ΣCycl
In

(here µ2 denotes mutation in direction two). This is consistent with the following
fact: the mutation in direction two of the seed ΣCycl

In (see Definition 1.1.4) is the seed

Σ1
.
= {B .

=
(

0 1 1
−1 0 1
−1 −1 0

)
, {x1, x2, x3}, {y1;1, y2;1, y3;1}}

where the coefficients and the cluster variable x2 are given by

y1;1 = y1y2, y2;1 = 1
y2
, y3;1 = y3, x2 = x1+y2x3

w
. (2.3.32)

Since of Lemma 2.1.2 all the cluster variables of ACycl are obtained in this way.
We now introduce the corresponding of the elements un of A, in ACycl. In view
of Theorem 1.1.11 the Laurent expansion in the cluster {x1, x2, x3} of every cluster
variable s of ACycl is given by:

s =
Fs |F (ŷ1;1, ŷ2;1, ŷ3;1)

Fs |P (y1;1, y2;1, y3;1)
xgs (2.3.33)

where ŷi;1, i = 1, 2, 3, is given by (2.3.2), i.e. in this case, using (2.3.32):

ŷ1;1 = y1;1

x2x3
= y1y2

x2x3
, ŷ2;1 = y2;1x1

x3
= x1

y2x3
, ŷ3;1 = y3;1x1x2 = y3x1x2.

The Laurent expansion of s in the initial cluster {x1, w, x3} is obtained from (2.3.33)
by mutating the cluster variable x2 as in (2.3.32):

s =
Fs |F ( y1y2w

(x1+y2x3)x3
, x1

y2x3
, y3x1(x1+y2x3)

w
)

Fs |P (y1y2,
1
y2
, y3)

· (x1,
x1 + y2x3

w
, x3)

gs . (2.3.34)

Having this in mind we give the following definition:
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Definition 2.3.10. For every n ≥ 0 we define:

un
.
= Fun |F (

y1y2w

(x1 + y2x3)x3

,
x1

y2x3

,
y3x1(x1 + y2x3)

w
) · (x1,

x1 + y2x3

w
, x3)

gun (2.3.35)

where Fun is the polynomial given by (2.3.10) and gun is the vector given in (2.3.5).

The following Proposition shows that the elements {un} are elements of ACycl

and satisfy relations similar to the relations satisfied by the corresponding elements
{un} of A.

Proposition 2.3.11. For every n ≥ 1 the rational function un defined in (2.3.35)
satisfy the initial conditions:

u0 = 1, u1 = 1
y2
zw − y1y2y3 − 1

y2
, u2 = u2

1 − 2y1y3, (2.3.36)

together with the recurrence relations

un+1 = u1un − y1y3 un−1. (2.3.37)

In particular they are elements of ACycl.

Proof. Recall from (2.3.17) that

Fu1(y1, y2, y3) = y1y2y3 + y1y2 + y1 + 1.

and from (2.3.5), gu1 =
[

−1
0
1

]
. Then (2.3.35) becomes for n = 1:

u1 =
y1y3x

2
1 + y1w + x2

3

x1x3

. (2.3.38)

Recall from (2.3.12) that

Fz(y1, y2, y3) = y1y3 + y1 + 1

and from (2.3.5) that gz =
[

−1
1
0

]
. We then conclude from (2.3.33) that the expansion

of the cluster variable z in the initial cluster of ACycl is

z =
y1y

2
2y3x1x3 + y1y2y3x

2
1 + y1y2w + x1x3 + y2x

2
3

x1wx3

(2.3.39)

from which the second equality of (2.3.36) follows.
From (2.3.18) and (2.3.19) we know that

Fu2(y1, y2, y3) = Fu1(y1, y2, y3)
2 − 2y1y2y3,

Fun+1(y1, y2, y3) = Fu1Fun(y1, y2, y3)− y1y2y3Fun−1(y1, y2, y3).

By applying this equalities to (2.3.35) and using the fact that gun =
[

−n
0
n

]
we get

the desired relations.
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Definition 2.3.12. Let B be the set of cluster monomials of ACycl together with
the set of elements {unw

k unz
k : n ≥ 1, k ≥ 0}.

We denote the F–polynomial, the g–vector and the denominator vector with
respect to the initial seed of ACycl of an element b of B by respectively Fw

b , gw
b and

dw(b); we denote by Fb, gb and d(b) respectively the F–polynomial, the g–vector
and the denominator vector of the corresponding element b in the initial seed of A.
For the cluster variable xm, m ∈ Z, we abbreviate Fxm = Fm and gxm = gm.

In order to get formulas for F–polynomials, g–vectors and denominator vectors
of the elements of B, it is sufficient to find them for the following subset of B:

B .
= {cluster variables} t {un : n ≥ 1}.

Proposition 2.3.13. For every m ≥ 0:

Fw
2m+1(y1, y2, y3) =

∑
e1,e3

(
m−1−e3
m−1−e1

)(
e1−1

e3

)
ye1

1 ye3
3 + 1; (2.3.40)

Fw
2m+2(y1, y2, y3) =

∑
e

(
e1−1

e3

)(
m−1−e3+e2
m−1−e1+e2

)(
1

e2

)
ye1

1 ye2
2 ye3

3 + y2 + 1; (2.3.41)

Fw
−(2m+1)(y1, y2, y3) =

∑
e1,e3

(
m−e3
m−e1

)(
e1+1

e3

)
ye1

1 ye3
3 + ym

1 ym+1
3 ; (2.3.42)

Fw
−2m(y1, y2, y3) =

∑
e

(
e1+1−e2
e3−e2

)(
m−e3
m−e1

)(
1

e2

)
ye + ym

1 ym+1
3 (y2 + 1). (2.3.43)

Fw
z = y1y

2
2y3 + y1y2y3 + y1y2 + y2 + 1. (2.3.44)

For every n ≥ 1:

Fw
un

(y1, y2, y3) = yn
1yn

3 +
∑
e1,e3

[(
n− e3
n− e1

)(
e1 − 1

e3

)
+

(
n− e3 − 1

n− e1

)(
e1 − 1

e3 − 1

)]
ye1

1 ye3
3 +1.

(2.3.45)

Proof. The Proof is based on the following Lemma.

Lemma 2.3.14. For every element b of B different from w in ACycl, the F–polynomials
Fb and Fw

b are related by the following formula:

Fw
b (y1, y2, y3) =

Fb(
y1y2

1+y2
, 1

y2
, y3(1 + y2))

Fb |P (y1y2,
1
y2
, y3)

· (1 + y2)
g2;b (2.3.46)

where g2;b denotes the second component of the vector gb.
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Proof of Lemma 2.3.14. By equating in (2.3.34) x1 = w = x3 = 1 we get the desired
relation.

We can give a refinement of Lemma 2.3.14:

Lemma 2.3.15. For every element b of B different from w, (2.3.46) takes the form:

Fw
b (y1, y2, y3) =


Fb(

y1y2

1+y2
, 1

y2
, y3(1 + y2)) · y2

(1+y2)
if b = x−(2m+1), m ≥ 0,

Fb(
y1y2

1+y2
, 1

y2
, y3(1 + y2)) · (1 + y2)

g2;b otherwise

(2.3.47)

Proof of Lemma 2.3.15. By direct check in formulas (2.3.40)-(2.3.44) one can easily
see that

Fb |P (y1y2,
1

y2

, y3) =

{
1
y2

if b = x−(2m+1) for some m ≥ 0

1 otherwise
(2.3.48)

Moreover by (2.3.50), g2;−(2m+1) = −1 for every m ≥ 0.

To conclude the proof of Proposition 2.3.13 we apply (2.3.46) using the explicit
formula for the F–polynomial Fb given in Proposition 2.3.4 and the explicit formula
for gb given in Proposition 2.3.3.

Corollary 2.3.16. For every element b of B, Fw
b has constant term 1.

Proof. For b in B, this follows directly by formulas (2.3.40)-(2.3.44). When b =
b1 · · · bn is a product of elements of B, Fw

b = Fw
b1
· · · · · Fw

bn
. Since every Fbi

has
constant term 1, the same is true for Fb

Proposition 2.3.17. The g–vectors of the elements of B are given by:
for every m ≥ 0:

gw
2m+1 =

(
−m + 1

0
m

)
gw

2m+2 =
(

−m + 1
−1
m

)
(2.3.49)

gw
−(2m+1) =

(
−m
1

m − 1

)
gw
−2m =

(
−m
0

m − 1

)
(2.3.50)

where gw
m = gw

xm
. Moreover for every n ≥ 1

gw
w =

(
0
1
0

)
gw

z =
(

0
−1
0

)
gw

un
=

(
−n
0
n

)
(2.3.51)

Proof. The proof is based on the following Lemma.

Lemma 2.3.18. For every element b of B, the g–vectors gb =
(

g1;b
g2;b
g3;b

)
and gw

s =(
gw
1;b

gw
2;b

gw
3;b

)
are related to each other by the following formula:

gw
j;b =


g1;b + g2;b −min(g2;b, 0) if j = 1,

−g2;b if j = 2,
g3;b + min(g2;b, 0) if j = 3.
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Proof of Lemma 2.3.18. By Theorem 1.1.11, Corollary 2.3.16 and Definition 2.3.10,
the expansion of the element b of B in the initial cluster ΣCycl

In of ACycl is given by:

b = Fw
b (ŷ1, ŷ2, ŷ3) · (x1, w, x3)

gw
b

where, by Definition 1.1.10,

ŷ1 = y1
w
x2
3

ŷ2 = y2
x3

x1
ŷ3 = y3

x2
1

w
.

On the other hand the same expansion is given by (2.3.34). By equating this two
expressions we get:

Fb |F ( y1y2w
(x1+y2x3)x3

, x1

y2x3
, y3x1(x1+y2x3)

w
)

Fb |P (y1y2,
1
y2
, y3)

xgb = Fw
b (

y1w

x2
3

,
y2x3

x1

,
y3x

2
1

w
) · (x1, w, x3)

gw
b

By Lemma 2.3.14 and (2.3.48) we have

(x1,
x1 + y2x3

w
, x3)

gb =


x3

x1
· (x1+y2x3

x1
)g2;s · (x1, w, x3)

gw
b if b = x−(2m+1), m ≥ 0,

(x1+y2x3

x1
)g2;b · (x1, w, x3)

gw
b otherwise.

,

from which the desired result follows by using the explicit description of gs given in
Proposition 2.3.3. This concludes the proof of Lemma 2.3.18.

Using Proposition 2.3.3 we apply Lemma 2.3.18 to the explicit formulas given
there and we conclude the proof of Proposition 2.3.17.

As a corollary of the previous results we get explicit formulas for the elements of
B in the initial cluster of ACycl.

Proposition 2.3.19. For every m ≥ 0:

x2m+1 =

∑
e1,e3

(
m−1−e3

m−1−e1

)(
e1−1

e3

)
ye1

1 ye3
3 x2e3

1 we1−e3x2m−2e1−2
3 + x2m−2

3

xm−1
1 xm−2

3

;

x2m+2 =

∑
e

(
e1−1

e3

)(
m−1−e3+e2

m−1−e1+e2

)(
1
e2

)
yex2e3+1−e2

1 we1−e3x2m−1−2e1+e2
3 +y2x

2m
3 +x1x

2m−1
3

xm
1 wx

m−1
3

;

x−(2m+1) =

∑
e1,e3

(
m−e3

m−e1

)(
e1+1

e3

)
ye1

1 ye3
3 x2e3

1 we1−e3+1x2m−2e1
3 + ym

1 ym+1
3 x2m+2

1

xm
1 x

m+1
3

;

x−2m =

∑
e

(
e1+1−e2

e3−e2

)(
m−e3

m−e1

)(
1
e2

)
yex2e3−e2

1 we1−e3x2m−2e1+e2
3 +ym

1 ym+1
3 x2m+1

1 (y2x3 +x1)

xm
1 wx

m+1
3

.

For every n ≥ 1:

un =
yn

1yn
3 x

2n
1 +x2n

3 +
∑

e1,e3
[
(

n−e3

n−e1

)(
e1−1

e3

)
+

(
n−e3−1

n−e1

)(
e1−1
e3−1

)
]ye1

1 ye3
3 x2e3

1 we1−e3x2n−2e1
3

xn
1x

n
3

.
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Corollary 2.3.20. For m ≥ 1

dw(x2m+1) =
(

m − 1
0

m − 2

)
, dw(x2m+2) =

(
m − 1

1
m − 2

)
, (2.3.52)

dw(x−2m+3) =
(

m − 2
0

m − 1

)
, dw(x−2m+2) =

(
m − 2

1
m − 1

)
(2.3.53)

and also for n ≥ 1

dw(w) =
(

0
−1
0

)
, dw(z) =

(
1
1
1

)
, dw(un) =

(
n
0
n

)
. (2.3.54)

together with dw(x2) =
[

0
1
0

]
.

Remark 2.3.21. The F–polynomial Fw
z of the cluster variable z in ACycl is given

in (2.3.44) while its denominator vector dw(z) is given in (3.2.17). In particular the
following equality holds:

Fw
z |Trop(y1,y2,y3)(

1

y1

,
1

y2

,
1

y3

) =
1

y1y2
2y3

.

In [18, Conjecture 7.17] it was expected the right-hand side to be y−dw(z) = 1
y1y2y3

.

This counterexample appears also in [6] and in [21].

2.3.9 Positivity of the elements of the canonical basis B

As a corollary of the previous results we get the positivity of the elements of the
canonical basis B as shown by the following proposition.

Proposition 2.3.22. The Laurent expansion of every element of the canonical basis
B in every cluster of A has coefficients in Z≥0P.

Proof. Given an element b of B .
= {cluster variables} t {un : n ≥ 1}, its Laurent

expansion in a cluster C = (s1, s2, s3) of A is given by:

b =
F C

b (ŷ1;C, ŷ2;C, ŷ3;C)

F C
b |P(y1;C, y2;C, y3;C)

· sgCb

where F C
b and gCb are respectively the F–polynomial and the g–vectors of b in the

cluster C, and {y1;C, y2;C, y3;C} are the coefficients of the (unique) seed of A with
cluster C. By the symmetries of the exchange relations, it is sufficient to consider
only the two clusters {x1, x2, x3} and {x1, w, x3}. By Proposition 2.3.4 and Proposi-
tion 2.3.13 we know F–polynomials in these two clusters have coefficients in Z≥0P.
We conclude the elements of B are positive. The claim follows by the fact the all the
other elements of B are products of elements of B.
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2.3.10 Straightening relations and span property

The main result of this section is the following:

Proposition 2.3.23. The set B of cluster monomials and of the elements {unw
k, unz

k :
n ≥ 1, k ≥ 0} defined in Theorem 2.1.4 spans A over ZP.

The strategy for proving Proposition 2.3.23 is described in Section 1.5.2. We
briefly remind here the arguments. Since B contains cluster variables, monomials in
its elements span A over ZP. It is then sufficient to express every such monomial
as a ZP–linear combination of elements of B. In order to do that we will need
”straightening relations”, i.e. explicit expressions for the expansion in B of the
”minimal” monomials that are not elements of B. These monomials are minimal
with respect to the following ordering: the generic monomial M has the form M =
ua1

n1 · · ·uas
ns
xb1

m1
· · ·xbt

mt
wczd where 0<n1< · · ·<ns, m1< · · ·<mt and the exponents are

positive integers. We define the multi-degree µ(M) = (µ1(M), µ2(M), µ3(M)) ∈ Z3
≥0

by setting 
µ1(M) =

∑s
i=1 ai +

∑t
j=1 bj + c+ d

µ2(M) = mt −m1;
µ3(M) = b1 + bt.

(2.3.55)

One can immediately see that the minimal monomials in the elements of B with
respect to the multi–degree (2.3.55) are the following:

unup; unxm; xmxm+2+n,

for every n, p ≥ 1 and m ∈ Z. Indeed µ1(unxm) = µ1(unup) = µ1(xmxm+2+2n) = 2
and hence they are minimal (µ1(M) = 1 if and only if M is either a cluster variable or
un). Moreover they are the only monomials not belonging to B having this property.

Propositions 2.3.24 and 2.3.27 give the desired straightening relations. The proof
of Proposition 2.3.23 will be given at the end of the present section.

Proposition 2.3.24. For every n, p ≥ 1

unup =

{
un+p + ypδ un−p n > p
u2n + 2ynδ n = p

(2.3.56)

where δ = (1, 1, 1)t is the denominator vector of u1 in the initial cluster of A.

Proof. We use the definition of the un’s given in Definition 2.1.3. We assume now
that u0 = 2, so that the relation u1un = un+1 +yδun−1 holds for every n ≥ 1 (instead
of holding only for n ≥ 2 as in Definition 2.1.3). Moreover, with this convention, we
have to prove that for every p : 1 ≤ p ≤ n we have

unup = un+p + ypδun−p (2.3.57)

If n = p = 1 then (2.3.57) is the definition (2.1.19) of u2; we assume n ≥ 2 and we
proceed by induction on p ≥ 1: if p = 1, then (2.3.57) is just the definition (2.1.20)
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of un+1, we then assume 2 ≤ p+ 1 ≤ n

unup+1 = un[u1up − yδup−1] =

= u1[un+p + ypδun−p]− yδ[un+p−1 + y(p−1)δun−p+1] =

= un+1+p + yδun+p−1 + ypδ[un+1−p + yδun−p−1]− yδ[un+p−1 + y(p−1)δun−p+1] =

= un+p+1 + y(p+1)δun−(p+1).

In order to get the other straightening relations we will need the following nota-
tions.

Definition 2.3.25. We introduce the following deformation of the coefficients: for
every m ∈ Z we define

ξm =

{
yd(xm+3) = y1;m if m ≥ 1
yd(xm) = y1;m−3 if m ≤ 0

(2.3.58)

and also

ζ−n (m)
.
=

{
ξm ⊕ ynδ if m ≥ 1

1 if m ≤ 0
; ζ+

n (m)
.
=

{
1 if m ≥ 1

ξm ⊕ ynδ if m ≤ 0
(2.3.59)

where nδ = (n, n, n)t is the denominator vector of un in the initial cluster of A.
Moreover for every integer k ≥ 0 we define

γ1(k)
.
= y

d k
2
e

1 y
b k

2
c

2 y
d k

2
e

3 ; γ2(k)
.
= y

b k
2
c

1 y
d k

2
e

2 y
b k

2
c

3 ; γ3(k)
.
=

{
y

k
2
δ if k is even,

0 if k is odd.

and we define for i = 1, 2, 3 the corresponding elements of A:

Γi(n) =
∑
k≥0

(bk
2
c+ 1) · γi(k) · un−k.

We also define for every m ∈ Z and m1 ≥ 0:

η−m; m1
=

{
ξm ⊕ ξm+m1 if m ≤ 0 < m+m1

1 otherwise

and

η+
m; m1

=

{
1 if m ≤ 0 < m+m1

ξm ⊕ ξm+m1 otherwise

Here we collect some properties of the elements introduced in Definition 2.3.25
that we will need later.
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Lemma 2.3.26. With notations of Definition 2.3.25 we have the following results:

1. For every m ∈ Z and k ≥ 0:

ξm ⊕ ξm+k =

{
ξm if m ≥ 1,
ξm+k if m+ k ≤ 0;

(2.3.60)

moreover

ξm ⊕ yδ =

{
ξm if − 1 ≤ m ≤ 2,
yδ otherwise.

(2.3.61)

If m ≥ 0 and n ≥ 1 we get

ξ−m ⊕ ξn =


ξ−m if m < n− 1,
ykδ if m = n− 1 = 2k,
y2y

kδ if m = n− 1 = 2k + 1,
ξn if m > n− 1.

(2.3.62)

2. For every m ∈ Z and n ≥ 1 the following relation holds

ζ+
n (m) = (13)ζ−n (1−m); ζ−n (m) = (13)ζ+

n (1−m) (2.3.63)

where (13) is the automorphism of P that exchanges y1 with y3.

3. For every n ≥ 1 and i ∈ {1, 2, 3} we have:

u1Γi(n) = Γi(n+ 1) + yδΓi(n− 1)− γi(n+ 1) (2.3.64)

Proof of Lemma 2.3.26. (2.3.60) and (2.3.61) follow directly by the definition of ξm
and ξm+k by using figure 2.4: indeed one can see that d(xm) ≤ d(xm+k) (resp.
d(xm) ≥ d(xm+k)) if m ≥ 1 (resp. m + k ≤ 0). (Here ≤ is understood term by
term).

We now want to compute ξ−m ⊕ ξn
.
= yd(x−m) ⊕ yd(xn+3). By Corollary 2.3.6,

d(x−m) = (13)d(xm+4), where (13) is the linear operator on Z3 that exchanges the
first entry with the third one. We now consider all the possible cases:

If m+ 4 < n+ 3 then d(xm+4) ≤ d(xn+3); sincem+4 and n+3 are positive integers,
d(xm+4) and d(x−m) have respectively the form (d3+1, d2, d3) and (d′3+1, d′2, d

′
3)

for some d2, d3, d
′
2, d

′
3 ≥ 0 ; in particular d(x−m) = (d3, d2, d3 + 1). Since by

hypothesis d3 < d′3 and d2 < d′2, we conclude d(x−m) ≤ d(xn+3) so that
yd(x−m) ⊕ yd(xn+3) = yd(x−m).

If m+ 4 = n+ 3 = 2k + 4 for some k ≥ 0, then by (2.3.52) (or figure 2.4), d(xm+4) =
(k+1, k, k)t so that (13)d(xm+4) = (k, k, k+1)t; then yd(x−m)⊕yd(xn+3) = ykδ.

If m+ 4 = n+ 3 = 2k + 5 for some k ≥ 0, then by (2.3.52) (or figure 2.4), d(xm+4) =
(k+1, k+1, k)t so that (13)d(xm+4) = (k, k+1, k+1)t; then yd(x−m)⊕yd(xn+3) =
y2y

kδ.
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If m+ 4 > n+ 3 then d(xm+4) ≥ d(xn+3), then also (13)d(xm+4) ≥ d(xn+3).

and (2.3.62) is proved.
Formula (2.3.64) follows by (2.3.56). We give the details here:

u1 · Γi(n) =
n∑

k=0

(bk
2
c+ 1)γi(k)(u1un−k) =

n−2∑
k=0

(bk
2
c+ 1)γi(k)un+1−k + (bn− 1

2
c+ 1)γi(n− 1) · u2 +

+(bn
2
c+ 1)γi(n)u1 + (bn− 1

2
c+ 1)γi(n− 1)yδ +

+yδ · [
n−2∑
k=0

(bk
2
c+ 1)γi(k)un−1−k + (bn− 1

2
c+ 1)γi(n− 1)] =

= Γi(n+ 1)− γi(n+ 1) + yδ · Γi(n− 1)

The last equality follows from the fact that bn−1
2
c + 1 = bn+1

2
c and γi(n − 1)yδ =

γi(n+ 1).

Proposition 2.3.27. With notations of Definition 2.3.25 the following ”straighten-
ing relations” hold.

(i) For every m ∈ Z and n ≥ 1:

unxm = ζ−n (m) xm−2n + ζ+
n (m) xm+2n (2.3.65)

(ii) For every m ∈ Z even and n ≥ 0:

xmxm+2n+3 = η−m; 2n+3 xm+n+1xm+n+2 + η+
m; 2n+3 Γ1(n) (2.3.66)

(iii) For every m ∈ Z odd and n ≥ 0:

xmxm+2n+3 = η−m; 2n+3 xm+n+1xm+n+2 + η+
m; 2n+3 Γ2(n) (2.3.67)

(iv) For every m ∈ Z even and n ≥ 2:

xmxm+2n = η−m; 2n xm+2bn
2
cxm+2dn

2
e + η+

m; 2n Γ3(n−2)z (2.3.68)

(v) For every m ∈ Z odd and n ≥ 2:

xmxm+2n = η−m; 2n xm+2bn
2
cxm+2dn

2
e + η+

m; 2n Γ3(n−2)w (2.3.69)
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Proof. We prove part (i) by induction on n ≥ 1. We prove it for n = 1. By using
exchange relations (2.1.6) and (2.1.8) it is easy to see that for every m ∈ Z we have:

u1xm = (zw − y1y3 − y2)xm =

= xm−2[
y2;m−1 · y2;m−2

(y2;m−1 ⊕ 1)(y2;m−2 ⊕ 1)
] + xm+2[

1

(y2;m−1 ⊕ 1)(y2;m−2 ⊕ 1)
] +

+xm[
y2;m−1 · y2;m−2

(y2;m−1 ⊕ 1)(y2;m−2 ⊕ 1)
+

y2;m

(y2;m−1 ⊕ 1)(y2;m ⊕ 1)
− y1y3 − y2]

where y2;k is defined in (2.1.7) for k odd and in (2.1.9) for k even. The following
Lemma, whose proof is by direct check, gives the desired result.

Lemma 2.3.28. For every m ∈ Z the following relations hold:

1. y2;m−1y2;m−2

(y2;m−1⊕1)(y2;m−2⊕1)
= ζ−1 (m)

2. 1
(y2;m−1⊕1)(y2;m−2⊕1)

= ζ+
1 (m)

3. y2;m−1y2;m−2

(y2;m−1⊕1)(y2;m−2⊕1)
+ y2;m

(y2;m−1⊕1)(y2;m⊕1)
− y1y3 − y2 = 0

We now proceed by induction on n ≥ 1. We use the convention that u0 = 2 so
that the relation:

un+1 = u1un − yδun−1

(given in Definition 2.1.3) holds for every n ≥ 1. Moreover, with this convention,
since ζ±0 (m) = 1, (2.3.65) still holds for n = 0. We have

un+1xm = u1unxm − yδun−1xm =

= un[ζ−1 (m)xm−2 + ζ+
1 (m)xm+2] +

−yδ[ζ−n−1(m)xm−2n+2 + ζ+
n−1(m)xm+2n−2] =

= ζ−1 (m)[ζ−n (m− 2)xm−2−2n + ζ+
n (m− 2)xm−2+2n] +

+ζ+
1 (m)[ζ−n (m+ 2)xm+2−2n + ζ+

n (m+ 2)xm+2+2n] +

−yδζ−n−1(m)xm+2−2n − yδζ+
n−1(m)xm−2+2n =

= xm−2−2n[ζ−1 (m)ζ−n (m− 2)] + xm−2+2n[ζ−1 (m)ζ+
n (m− 2)− yδζ+

n−1(m)] +

+xm+2−2n[ζ+
1 (m)ζ−n (m+ 2)− yδζ−n−1(m)] + xm+2+2n[ζ+

1 (m)ζ+
n (m+ 2)]

The claim follows by Lemma 2.3.29 below.

Lemma 2.3.29. For every m ∈ Z and n ≥ 1 we have

1. ζ−1 (m)ζ−n (m− 2) = ζ−n+1(m);

2. ζ−1 (m)ζ+
n (m− 2)− yδζ+

n−1(m) = 0;
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3. ζ+
1 (m)ζ−n (m+ 2)− yδζ−n−1(m) = 0;

4. ζ+
1 (m)ζ+

n (m+ 2) = ζ+
n+1(m)

The proof of Lemma 2.3.29 is by direct check.

We prove part (ii) and (iii) together. It is convenient to prove that the follow-
ing relation holds for every m ∈ Z, n ≥ 0 and i = 1 if m is even and 2 if m is
odd:

η+
m;2n+3Γi(n) = xmxm+2n+3 − η−m;2n+3xm+n+1xm+n+2 (2.3.70)

We proceed by induction on n ≥ 0. We first prove (2.3.70) for n = 0. In this case
Γ1(0) = Γ2(0) = 1. By the exchange relation (2.1.2) we know that for every m ∈ Z
the following relation holds:

xmxm+3 =

{
ym+3xm+1xm+2 + 1 if m = 0,−1,−2
xm+1xm+2 + y1;m otherwise

(2.3.71)

By part 1 of Lemma 2.3.26, it is immediate to verify that

η−m;3 =

{
ym+3 if m = 0,−1,−2

1 otherwise
; η+

m;3 =

{
1 if m = 0,−1,−2
y1;m otherwise

so that (2.3.70) specializes to (2.3.71) when n = 0, i.e. for every m ∈ Z the following
relation holds

xmxm+3 = η−m;3xm+1xm+2 + η+
m;3. (2.3.72)

We now assume n ≥ 1. In this case, using the inductive hypothesis we have:

Γi(n+ 1) = u1Γi(n)− yδΓi(n− 1) + γi(n+ 1) =

= u1

η+
m;2n+3

· [xmxm+2n+3 − η−m;2n+3xm+n+1xm+n+2] +

− yδ

η+
m;2n+1

· [xmxm+2n+1 − η−m;2n+1xm+nxm+n+1] + γi(n+ 1) =

= xm

η+
m,2n+3

· [ζ−1 (m+ 2n+ 3)xm+2n+1 + ζ+
1 (m+ 2n+ 3)xm+2n+5] +

−η−m;2n+3

η+
m;2n+3

· [ζ−1 (m+ n+ 2)xm+nxm+n+1 + ζ+
1 (m+ n+ 2)xm+n+1xm+n+4] +

− yδ

η+
m;2n+1

· [xmxm+2n+1 − η−m;2n+1xm+nxm+n+1] + γi(n+ 1) =

= xmxm+2n+1[
ζ−1 (m+2n+3)η+

m;2n+1−yδη+
m;2n+3

η+
m;2n+1η+

m;2n+3

] + xmxm+2n+5[
ζ+
1 (m+2n+3)

η+
m;2n+3

] +

+xm+nxm+n+1[
yδη−m;2n+1η+

m;2n+3−η−m;2n+3ζ−1 (m+n+2)η+
m;2n+1

η+
m;2n+1η+

m;2n+3

] +

− ζ+
1 (m+n+2)η−m;2n+3

η+
m;2n+3

xm+n+1xm+n+4 + γi(n+ 1) =
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= xmxm+2n+1[
ζ−1 (m+2n+3)η+

m;2n+1−yδη+
m;2n+3

η+
m;2n+1η+

m;2n+3

] + xmxm+2n+5[
ζ+
1 (m+2n+3)

η+
m;2n+3

] +

+xm+nxm+n+1[
yδη−m;2n+1η+

m;2n+3−η−m;2n+3ζ−1 (m+n+2)η+
m;2n+1

η+
m;2n+1η+

m;2n+3

] +

− ζ+
1 (m+n+2)η−m;2n+3

η+
m;2n+3

[η−m+n+1;3xm+n+2xm+n+3 + η+
m+n+1;3] + γi(n+ 1)

Lemma 2.3.30 below shows that this polynomial is equal to

1

η+
m;2n+5

[xmxm+2n+5 − η−m;2n+5xm+n+2xm+n+3]

and we are done.

We prove (iii) and (iv) together. In order to do that we introduce the variable
c depending on m ∈ Z in the following way: c is w if m is odd and c is z if m is even.
With this convention, both (2.3.68) and (2.3.69) are equivalent to the following:

cΓ3(n− 2) =
1

η+
m;2n

[
xmxm+2n − η−m;2nxm+2bn

2
cxm+2dn

2
e

]
. (2.3.73)

In order to prove (2.3.73) we proceed by induction on n ≥ 2. We verify directly the
formula for n = 2 and n = 3. We then assume n ≥ 4. By using (2.3.64) and the
inductive hypothesis we get the following equality:

cΓ3(n− 2) =

xmxm+2n+4[
ζ−1 (m+ 2n− 2)η+

m; 2n−4 − yδη+
m; 2n−2

η+
m; 2n−2η

+
m; 2n−4

] +

xmxm+2n[
ζ+
1 (m+ 2n− 2)

η+
m; 2n−2

] +

xm+2bn−2
2
cxm+2dn−2

2
e[
yδη−m; 2n−4η

+
m; 2n−2 − η−m; 2n−2η

+
m; 2n−4ζ

−
1 (m+ 2dn−1

2
e)

η+
m; 2n−2η

+
m; 2n−4

] +

−
η−m; 2n−2ζ

+
1 (m+ 2dn−1

2
e)

η+
m; 2n−2

xm+2bn−1
2
cxm+2dn−1

2
e + cγ3(n− 2)

Lemma 2.3.30 concludes the proof.

Lemma 2.3.30. For every n ≥ 1, m1 ≥ 3 and m ∈ Z the following equalities hold
in ZP:

1. ζ−1 (m+m1 + 2)η+
m;m1

− yδη+
m;m1+2 = 0

2. ζ+
1 (m+m1) = η+

m;m1
/η+

m;m1+2

3. yδη−m;m1
· η+

m;m1+2 − η−m;m1+2η
+
m;m1

ζ−1 (m+ dm1+2
2
e) = 0
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4. ζ+
1 (m+ n+ 2)η−m;2n+3η

−
m+n+1;3 = η+

m;2n+3η
−
m;2n+5/η

+
m;2n+5

5. For i = 1 if m is even and i = 2 if m is odd we have for every n ≥ 1:
γi(n+ 1) · η+

m;2n+3 − ζ+
1 (m+ n+ 2) · η−m;2n+3 · η+

m+n+1;3 = 0

6.
η−m; 2n−2ζ+

1 (m+2dn−1
2
e)

η+
m; 2n−2

xm+2bn−1
2
cxm+2dn−1

2
e − cγ3(n− 2) =

η−m;2n

η+
m;2n

xm+2bn
2
cxm+2dn

2
e

The proof of Lemma (2.3.30) follows by direct check.

Proof of Proposition 2.3.23

In order to prove that B spans A, we need to show that every monomial M in
the variables un and in the cluster variables is a linear combination of elements of
B. The generic M has the form M = ua1

n1 · · ·uas
ns
xb1

m1
· · ·xbt

mt
wczd where 0 < n1 <

· · · < ns, m1 < · · · < mt and the exponents are positive integers. We will use
the multi–degree defined in (2.3.55). Therefore, to complete the proof, we proceed
by induction on µ(M). If µ1(M) = 1 then M is a cluster variable or one of the
un’s. Then it suffices to show that every monomial M which has at least one of
the “forbidden” products as a factor, can be written as a linear combination of
monomials of (lexicographically) smaller multi-degree. We will show that this can
be done by replacing some “forbidden” factor of M with its expression given by
the appropriate relation in Propositions 2.3.24 and 2.3.27. Indeed, if

∑s
i=1 ai ≥ 2

(resp.
∑s

i=1 ai = 1) then one can apply (2.3.56) (resp. (2.3.65)), expressing M as
a linear combination of monomials with smaller value of µ1. So we can assume
that M = xb1

m1
· · ·xbt

mt
wczd. If both c and d are positive, by using the fact that

zw = u1 +2, one obtains again a sum of two monomials with smaller value of µ1. So
we can assume that d = 0 (resp. c = 0) and that we can apply the exchange relation
(2.1.6) (resp. (2.1.8)), i.e. some mi is odd (resp. even). We again obtain a sum of
two monomials having smaller value of µ1 than the initial one. So we can assume that
M has one of the following forms: M1 = (Πmi oddx

bi
mi

)wc or M2 = (Πmi evenx
bi
mi

)zd

or M3 = xb1
m1
· · ·xbt

mt
with mt − m1 ≥ 3. We apply either (2.3.72) or (2.3.68) or

(2.3.69) to the product xm1xmt . By inspection, in the resulting expression for both
M1 and M2, all the monomials except at most one that has smaller value of µ1

have the same value of µ1. By further inspection, for every such monomial M ′, if
min(b1, bt) = 1 (resp. min(b1, bt) ≥ 2) then µ2(M

′) < µ2(M) (resp. µ2(M
′) = µ2(M)

and µ3(M
′) = µ3(M) − 2) . Analogously in the resulting expression for M3, there

is precisely one monomial M ′ with µ1(M
′) = µ1(M), while the rest of the terms

have smaller value of µ1. Moreover if min(b1, bt) = 1 (resp. min(b1, bt) ≥ 2) then
µ2(M

′) < µ2(M) (resp. µ2(M
′) = µ2(M) and µ3(M

′) = µ3(M)− 2) .

2.3.11 Coefficient–free cluster algebra of type A
(1)
2

Let F = Q(x1, x2, x3) be the field of rational functions in three (commuting) indepen-
dent variables x1, x2 and x3 with rational coefficients. Recursively define elements
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xm ∈ F by the initial conditions xi = xi for i = 1, 2, 3, together with the recurrence
relations for m ∈ Z:

xmxm+3 = xm+1xm+2 + 1. (2.3.74)

Define also the elements w, z ∈ F by

w =
x1 + x3

x2

, (2.3.75)

z =
x1x2 + x2x3 + 1

x1x3

. (2.3.76)

Let A{1} be the Z-subalgebra of F generated by all the xm, w and z. An easy
induction shows that the following relations hold for every m ∈ Z

wx2m = x2m−1 + x2m+1, (2.3.77)

zx2m+1 = x2m + x2m+2. (2.3.78)

Moreover from (2.3.74), (2.3.75) and (2.3.76) we obtain

x2m−1x2m+3 = x2
2m+1 + w, (2.3.79)

x2m−2x2m+2 = x2
2m + z. (2.3.80)

for all m ∈ Z. We refer to the generators of A{1} as cluster variables and to the
relations (2.3.74), (2.3.75), (2.3.76), (2.3.79) and (2.3.80) as exchange relations. The
sets of the form

{xm, xm+1, xm+2}, {x2m+1, w, x2m+3}, {x2m, z, x2m+2}

for m ∈ Z are the clusters of A{1}. Note that clusters are algebraically independent
sets. In particular A{1} ⊂ Q(C) for every cluster C. We set CIn

.
= {x1, x2, x3}.

In [16, Example 7.8] it is shown that A{1} is the coefficient-free cluster algebra
with initial seed

{B =
0@ 0 1 1

−1 0 1
−1 −1 0

1A, {x1, x2, x3}}, (2.3.81)

and that the previous terminology is consistent with the theory of cluster algebras.
Moreover the exchange graph of this cluster algebra is the two-layer brick wall shown
in figure 2.1.

We now describe the canonical basis B of A{1} explicitly. For every cluster
C = {s1, s2, s3} an element of the form sp

1s
q
2s

r
3 for some p, q, r ∈ Z≥0 is called a cluster

monomial (or more precisely a cluster monomial in C when we want to emphasize
the cluster C). We introduce an element u ∈ A by setting

u
.
= zw − 2. (2.3.82)

Let T0, T1, . . . be the sequence of Chebyshev polynomials of the first kind given by
T−n = 0, T0 = 1, and Tn(t+t−1) = tn+t−n for n > 0. We define a sequence u1, u2, . . .
of elements of A by setting un = Tn(u), i.e.

u0 = 1, u1 = u, u2 = u2
1 − 2 (2.3.83)
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together with the recurrence relation for n ≥ 2

un+1 = u1un − un−1. (2.3.84)

It follows immediately from the definition that uxm = xm−2 + xm+2: indeed we can
consider the automorphism t of A{1} that sends xm 7→ xm+2, so that u = t + t−1.
Then by definition we get: unxm = (tn + t−n)xm = xm−2n + xm+2n.

Lemma 2.3.31. The map ϕ : P → {1} which sends every element of P onto 1,
extends uniquely to a ring epimorphism ϕ : A → A{1} that is a coefficient special-
ization (defined in Section (1.1.7)), i.e. ϕ(s) = s for every cluster variable s of A.
Moreover ϕ restrict to a bijection between B and B such that ϕ(b) = b for every
b ∈ B.

Proof. The exchange relations (2.3.74) are obtained from the exchange relations
(2.1.2) by specializing every element of P to {1}. It implies that ϕ(xm) = xm.
Moreover the elements w and z of A defined in (2.1.3) and (2.1.4) respectively are
mapped by ϕ onto the elements w and z of A{1}.

The fact that ϕ(un) = un follows by observing that the defining relations for the
elements {un}, specialize to the defining relations for the elements {un} when P is
mapped onto {1}.

Proposition 2.3.32. The set B = {cluster monomials}∪{unw
k, unz

k|n ≥ 1, k ≥ 0}
is a Z–basis of A whose elements are positive.

Proof. Since B is the image by ϕ of the ZP–basis B ofA, and ϕ is surjective, it follows
that B spans A{1} over Z. Moreover since B satisfies hypotheses of Theorem 1.5.7,
the same is true for B and hence B is a linearly independent set. The elements of
B are positive since they are image by ϕ of positive elements.

Newton polygons in the cluster {x1, x2, x3}

In this section we study Newton polytopes in the initial cluster CIn = {x1, x2, x3} of

the elements of the basis B of the coefficient–free cluster algebra A{1} of type A
(1)
2

introduced in Section 2.3.11. Recall that the Newton polytope NewtC(x) of a Laurent
polynomial x ∈ Z[s±1

1 , s±1
2 , s±1

3 ] with respect to the ordered set C = {s1, s2, s3} is the
convex hull in QR = Rα1 ⊕ Rα2 ⊕ Rα3 of all lattice points g = (g1, g2, g3) such that
the monomial sg := sg1

1 s
g2

2 s
g3

3 appears with a non-zero coefficient in x. We say that
a vertex γ of NewtC(x) is monic if the corresponding monomial sγ has coefficient 1
in the expansion of x in C. With some abuse of language we say that an element x
of A is monic in the cluster C if all the vertices of NewtC(x) are monic.

Example 2.3.33. By the definitions 2.3.75 and 2.3.76

Newt{x1,x2,x3}(w) = Conv{
(

1
−1
0

)
,
(

0
−1
1

)
} (2.3.85)

Newt{x1,x2,x3}(z) = Conv{
(

0
1
−1

)
,
(

−1
1
0

)
,
(

−1
0
−1

)
} (2.3.86)
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where Conv means convex hull in QR = R3. In particular w and z are monic in
the initial cluster {x1, x2, x3} and their Newton polytopes are polygons contained
respectively in the plane P2 = {(g1, g2, g3) : g1−g2 +g3 = 2} and P−2 = {(g1, g2, g3) :
g1 − g2 + g3 = −2}.

By the symmetries in the exchange relations (2.3.74), the Laurent expansion
of the cluster variable x−m is obtained from the Laurent expansion of the cluster
variable xm+4 by exchanging the variable x1 and the variable x3. In particular the
corresponding Newton polytopes are related to each other by:

Newt{x1,x2,x3}(x−m) = (13)Newt{x1,x2,x3}(xm+4). (2.3.87)

where (13) is the automorphism of Q = Z3 that exchanges the first coordinate with
the third one. Th efollowing Proposition gives the explicit description of Newton
polytopes in the initial cluster CIn = {x1, x2, x3} of the elements of B.

Proposition 2.3.34. The elements {xm : m ∈ Z} and {un : n ≥ 1} of A{1} are
monic in the initial cluster {x1, x2, x3}. Moreover, for m ≥ 2 and n ≥ 1, the following
explicit formulas hold:

Newt{x1,x2,x3}(x2m+1) = Conv{
(

1− m
0
m

)
,
(

1− m
1− m

1

)
,
(

0
1− m
2− m

)
,
(

m − 2
−1

2− m

)
} (2.3.88)

Newt{x1,x2,x3}(x2m) = Conv{
(

1− m
1

m − 1

)
,
(

1− m
2− m

0

)
,
(

−1
2− m
2− m

)
,
(

m − 3
0

2− m

)
} (2.3.89)

Newt{x1,x2,x3}(un) = Conv{
(

−n
0
n

)
,
(

−n
−n
0

)
,
(

0
−n
−n

)
,
(

n
0
−n

)
} (2.3.90)

Proof. In Theorem 2.1.9, formula (2.1.24), we have found the Laurent expansion of
x2m+1 in the cluster CIn = {x1, x2, x3}. By specializing all the coefficients to 1, we
get the following formula (written in the form predicted in Proposition 2.3.1):

x2m+1 = x

„
1− m

0
m

« [∑
e

(
e1−e3

e2−e3

)(
m−1−e3

m−1−e1

)(
e1−1

e3

)
xe2+e3

1 xe3−e1
2 x−e2−e1

3 + 1
]

We deduce that the Newton polytope NewtCIn
(x2m+1) of x2m+1 in the cluster CIn

is the convex hull of the set {
(

e2 + e3 + 1− m
e3 − e1

−e2 − e1 + m

)
| (e1, e2, e3)t ∈ E} where E = {e =

(e1, e2, e3)
t| 0 ≤ e3 ≤ e1 − 1; e3 ≤ e2 ≤ e1; 1 ≤ e1 ≤ m − 1} ∪ {(0, 0, 0)t}. We

consider the affine map

f : A3 → A3 : e 7→ Be +
(

1− m
0
m

)
.

where B is the initial exchange matrix given in (2.3.81). The map f sends convex sets
in convex sets and NewtCIn

(x2m+1) = f(Conv(E)) where Conv(E) is the smallest
convex set containing E. It is easy to see that the convex set Conv(E) is the convex
hull of the following points of the affine space:

Conv(E) = Conv{
(

0
0
0

)
,
(

m − 1
0
0

)
,
(

m − 1
m − 1

0

)
,
(

m − 1
m − 1
m − 2

)
}
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We hence apply the map f to every generator of Conv(E) and we find (2.3.88). The
fact that x2m+1 is monic follows directly by (2.3.88) and by the explicit formula.

The proof of (2.3.89) is quite similar. In Theorem 2.1.9, formula (2.1.25), we have
found the Laurent expansion of x2m in the cluster CIn = {x1, x2, x3}. We then
specialize all the coefficients to 1 in that formula and we get:

x2m =x

„
1− m

1
m − 1

«{∑
e

(
e1−1
e3

)
[
(

e1−e3

e2−e3

)(
m−2−e3

m−2−e1

)
+

(
e1−e3−1
e2−e3

)(
m−2−e3

m−1−e1

)
]xe2+e3

1 xe3−e1
2 x−e2−e1

3 + 1
}

We deduce that the Newton polytope NewtCIn
(x2m+2) of x2m+2 in the cluster CIn is

the convex hull of the set {
(

e2 + e3 + 1− m
e3 − e1 + 1
m − e2 − e1

)
| (e1, e2, e3)t ∈ E} where E = E1 ∪ E2 ∪

(0, 0, 0)t where E1 = {e = (e1, e2, e3)
t| 0 ≤ e3 ≤ e1−1; e3 ≤ e2 ≤ e1; 1 ≤ e1 ≤ m−2}

and E2 = {e = (e1, e2, e3)
t| 0 ≤ e3 ≤ e1 − 1; e3 ≤ e2 ≤ e1 − 1; 1 ≤ e1 ≤ m− 1}. We

consider the affine map

f : A3 → A3 : e 7→ Be +
(

1− m
1

m − 1

)
.

where B is the initial exchange matrix. The map f sends convex sets in convex sets
and NewtCIn

(x2m+1) = f(Conv(E)). If m = 2, E = {(0, 0, 0)t, (1, 0, 0)t} and hence

NewtCIn
(x4) = Conv{

(
−1
1
1

)
,
(

−1
0
0

)
}

which is (2.3.89) for m = 2.
We hence assume m ≥ 3. In this case it is easy to see that Conv(E) is the convex

hull of the following points of the affine space:

Conv(E) = Conv{
(

0
0
0

)
,
(

m − 1
0
0

)
,
(

m − 2
m − 2

0

)
,
(

m − 1
m − 2

0

)
,
(

m − 1
m − 2
m − 2

)
,
(

m − 2
m − 2
m − 3

)
}

We hence apply the map f and we get

NewtCIn
(x2m) = Conv{

(
1− m

1
m − 1

)
,
(

1− m
2− m

0

)
,
(

−1
3− m
3− m

)
,
(

−1
2− m
2− m

)
,
(

m − 3
0

2− m

)
,
(

m − 4
0

3− m

)
}

In order to get (2.3.89) we need to show that the third and the last generator of
NewtCIn

(x2m) are convex combinations of the others. This can be done by direct
check. The fact that x2m is monic follows directly by (2.3.89) and by the explicit
formula.

In Theorem 2.1.9, formula (2.1.28), we have found the Laurent expansion of the
element un, n ≥ 1, in the cluster CIn = {x1, x2, x3}. We then specialize all the
coefficients to 1 and we get the following formula (written in the spirit of Proposi-
tion 2.3.1):

un = x

„ −n
0
n

« [
x2n

1 x
−2n
3 +

∑
e

(
e1−e3

e1−e2

)
[
(

n−e3

n−e1

)(
e1−1

e3

)
+

+
(

n−e3−1
n−e1

)(
e1−1
e3−1

)
]xe2+e3

1 xe3−e1
2 x−e2−e1

3 + 1
]
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We deduce that the Newton polytope NewtCIn
(un) of un in the cluster CIn is the

convex hull of the set {
(

e2 + e3 − n
e3 − e1

−e2 − e1 + n

)
| (e1, e2, e3)t ∈ E} where E = {(e1, e2, e3)t ∈

Z3| 0 ≤ e3 ≤ e1 − 1; 0 ≤ e2 ≤ e1; 1 ≤ e1 ≤ n} ∪ {(0, 0, 0)t} ∪ {(n, n, n)t}. We
consider the affine map

f : A3 → A3 : e 7→ Be +
(

−n
0
n

)
.

where B is the initial exchange matrix. The map f sends convex sets in convex sets
and NewtCIn

(x2m+1) = f(Conv(E)). Conv(E) is the convex hull of the following
points of the affine space:

Conv(E) = Conv{
(

1
0
0

)
,
(

1
1
0

)
,
(

n
0
0

)
,
(

n
n
0

)
,
(

n
n

n − 1

)
,
(

0
0
0

)
,
(

n
n
n

)
} =

Conv{
(

0
0
0

)
,
(

n
0
0

)
,
(

n
n
0

)
,
(

n
n

n − 1

)
,
(

n
n
n

)
}.

We hence apply the map f to every generator of Conv(E) and we find:

Conv{
(

−n
0
n

)
,
(

−n
−n
0

)
,
(

0
−n
−n

)
,
(

n − 1
−1
−n

)
,
(

n
0
−n

)
}.

Since
(

n − 1
−1
−n

)
= 1

n

(
0
−n
−n

)
+ n−1

n

(
n
0
−n

)
we find the desired (2.3.90). The fact that

un is monic follows directly by (2.3.90) and by the explicit formula.

Remark 2.3.35. We note that Newton polytopes of the elements of cluster variables
are actually polygons. This is equivalent to the fact that the algebra A is graded.
Indeed if we choose the grade g(x1) = g(x3) = 1, g(y) = 0 for every y ∈ P and
g(x2) = −1 from the exchange relations it follows that

g(w) = 2; g(x2m+1) = 1; g(un) = 0; g(x2m) = −1; g(z) = −2. (2.3.91)

In view of that Newton polygons are contained in affine planes: more explicitly
let Pi = {(e1, e2, e3) ∈ Q| e1 − e2 + e3 = i}. Then for every m ∈ Z, we have
NewtCIn

(x2m+1) ⊂ P1, NewtCIn
(un) ⊂ P0 and NewtCIn

(x2m) ⊂ P−1. Figure 2.8
represents the polygons Πm and Υn in the subspace P0 such that NewtCIn

(xm) =
Πm + (i, 0, 0), where i = −1 if m is odd and i = 1 if m is even, Υn = NewtCIn

(un).

The following result is a corollary of Proposition 2.3.34.

Proposition 2.3.36. a) If b is a cluster monomial containing at least one cluster
variable different from x1, x2 and x3, then there exists a non-zero linear form
on QR

ϕb(g1, g2, g3) = αbg1 + βbg2 + γbg3, αb, βb, γb ≥ 0

such that Newt{x1,x2,x3}(b) ⊂ {ϕb < 0}. In particular Newt{x1,x2,x3}(b) has
empty intersection with the positive cone Q+ = Z≥0α1 + Z≥0α2 + Z≥0α3. Ta-
ble 2.1 shows the linear form ϕb for every choice of the cluster monomial b.
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Figure 2.8: Polygons in the subspace P0 = {e1−e−2+e3 = 0} corresponding to New-
ton polygons of the elements of B by, from above to below: Newt{x,x2,x3}(x2m+1) =
(1, 0, 0)t + Π2m+1, Newt{x1,x2,x3}(x2m) = (−1, 0, 0)t + Π2m, Newt{x1,x2,x3}(un) = Υn.
The orthogonal vectors in each figure are the basis v1 = (−1, 0, 1)t, v2 = (1, 2, 1)t of
P0.
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b) For k ≥ 0 and n ≥ 1

Newt{x1,x2,x3}(unw
k) ⊂ {g1 + 2g2 + g3 ≤ 0}

c) For k > 0 and n ≥ 1

Newt{x1,x2,x3}(unz
k) ⊂ {2g1 + g2 + 2g3 ≤ 0}

.
In particular the monomial xa

1x
b
2x

c
3, for every non-negative integers a, b and c,

doesn’t appear in the Laurent expansion of any other element of B with respect to
the initial cluster {x1, x2, x3}.

Proof. Since Newt(sp
1s

q
2s

r
3) = pNewt(s1) + qNewt(s2) + rNewt(s3), it is sufficient to

find a linear form assuming negative values on the vertices of Newt(s1), Newt(s2)
and Newt(s3). Using the previous formulas we are going to give an explicit solution
of the corresponding systems of linear inequalities. Let’s prove a). We’ll distinguish
the different kinds of cluster monomials.

• b = xp
2m+1x

q
2m+2x

r
2m+3. We put α2m+1 := αb, β2m+1 := βb and γ2m+1 := γb. For

m ≥ 2, using (2.3.89) and (2.3.88), it is sufficient to solve the following system
of linear inequalities:

α(1−m) + γ(m) < 0
α(1−m) + β(1−m) + γ < 0

β(1−m) + γ(2−m) < 0
α(m− 2) + β(−1) + γ(2−m) < 0
α(−m) + β(1) + γ(m) < 0
α(−m) + β(1−m) < 0
α(−1) + β(1−m) + γ(1−m) < 0

α(m− 2) + γ(1−m) < 0
α(−m) + γ(m+ 1) < 0
α(−m) + β(−m) + γ < 0

β(−m) + γ(1−m) < 0
α(m− 1) + β(−1) + γ(1−m) < 0

α > 0
β > 0
γ > 0

it is equivalent to the following one

m−2
m−1

α < γ < m−1
m
α

(m− 1)(α− γ) < β < m(α− γ)
α > 0
β > 0
γ > 0
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An explicit solution could be the following:

α2m+1 = m(m− 1), β2m+1 = m(m− 1), γ2m+1 = m2 − 2m+ 1/2.
(2.3.92)

In the same way for m = 1 we obtain

α3 = 1, β3 =

{
0 if q 6= 0
1 if q = 0

, γ3 = 0.

Using the symmetries of A we have for m ≥ 0

α−(2m+1) = γ2(m+1)+1, β−(2m+1) = β2(m+1)+1, γ−(2m+1) = α2(m+1)+1.
(2.3.93)

• b = xp
2mx

q
2m+1x

r
2m+2. We put α2m := αb, β2m := βb and γ2m := γb. If m ≥ 4 the

corresponding system is equivalent to{
(m− 2)(α− γ) < β < (m− 1)(α− γ)

m−2
m−1

α < γ < m−1
m
α

An esplicit solution could be

α2m = m(m− 1), β2m = (m− 1/2)(m− 3/2), γ2m = m2 − 2m+ 1/2.
(2.3.94)

In the other ”positive” cases it is easy to verify that the following are solutions:

α2 = 1, β2 = 0, γ2 = 0.
α4 = 6, β4 = 3, γ4 = 2.
α6 = 9, β6 = 5, γ6 = 5.

As before we have

α−(2m) = γ2(m+1), β−(2m) = β2(m+1), γ−(2m) = α2(m+1). (2.3.95)

• b = xp
2m+1w

qxr
2m+3. In this case we put αw

2m+1 := αb, β
w
2m+1 := βb and γw

2m+1 :=
γb. For m ≥ 3 the corresponding system becomes

γ < m−1
m
α

β > (m− 1)(α− γ)
β > α

A solution could be the following:

αw
2m+1 = m, βw

2m+1 = 2m, γw
2m+1 = m− 2. (2.3.96)

In the same way we have

αw
1 = 0, βw

1 = 1, γw
1 = 0.

αw
3 = { 1 if q = 0

0 if q 6= 0
, βw

3 = 1, γw
3 = 0.

αw
5 = 4, βw

5 = 5, γw
5 = 1.
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If m ≥ 0

αw
−(2m+1) = γw

2(m+1)+1, βw
−(2m+1) = βw

2(m+1)+1, γw
−(2m+1) = αw

2(m+1)+1.

(2.3.97)

• b = xp
2mz

qxr
2m+2. In this case we put αz

2m := αb, β
z
2m := βb and γz

2m := γb. The
corresponding system for m ≥ 4 is equivalent to

m−2
m−1

α < γ < α

β < γ
β < (m− 1)(α− γ)

A solution could be

αz
2m = m(m− 1), βz

2m = m
4
(m− 1), γz

2m = m(m− 3
2
). (2.3.98)

For the other ”positive” cases an easily to verify solution could be

αz
2 = 1, βz

2 = 0 γz
2 =

{
0 if r 6= 0
1 if r = 0

,

αz
4 = 4, βz

4 = 1, γz
4 = 2.

αz
6 = 3, βz

6 = 1, γz
6 = 2.

For the other cases

α−(2m) = γ2(m+1), β−(2m) = β2(m+1), γ−(2m) = α2(m+1). (2.3.99)

From (2.3.90), (2.3.85) and (2.3.86) and from the lemma 2.3.38 below, b) and c)
follow by direct check. Then the only monomial that could appear in the Laurent
expansion of unw

k or in unz
k is 1. For k > 0 the conclusion in these two cases

follows observing that g(unw
k) = 2k and g(unz

k) = −2k, so 1 cannot appear in their
Laurent expansion. For k = 0 we observe that by definition unx3 = x3−2n + x3+2n.
So 1 appears in the Laurent expansion of un if and only if x3 appears in the Laurent
expansion of x3−2n and of x2n+3. By part a) this cannot be the case since their
Newton polygons do not intersect the positive octant Q+ (in particular they cannot
contain the point (0, 0, 1)).

Lemma 2.3.37.

Conv{pi : i = 1, · · · , n}+ Conv{qj : j = 1, · · · ,m} = Conv{pi + qj : i, j}

Proof. Let x =
∑
λipi and y =

∑
µjqj with

∑
λi =

∑
µj = 1 and λi, µj ≥ 0. Then

x+ y =
∑

i

λipi +
∑

j

µjqj =
∑

i

(
∑

j

µj)λipi +
∑

j

(
∑

i

λi)µjqj =
∑
i,j

µjλi(pi + qj)

and
∑

i,j µjλi = λ1(
∑
µj)+· · ·+λn(

∑
µj) = 1. On the other hand let x =

∑
λij(pi+

qj) with
∑

i,j λij = 1, λij ≥ 0. Then

x =
∑
i,j

(λijpi + λijqj) =
∑

i

(
∑

j

λij)pi +
∑

j

(
∑

i

λij)qj
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b ϕb(g1, g2, g3)

xp
2m+1x

q
2m+2x

r
2m+3 m(m− 1)g1 +m(m− 1)g2 + (m2 − 2m+ 1

2
)g3 m ≥ 2

xp
3x

r
5 g1

xp
3x

q
4x

r
5 g1 + g2 q > 0

xp
2mx

q
2m+1x

q
2m+2 m(m− 1)g1 + (m− 1

2
)(m− 3

2
)g2 + (m2 − 2m+ 1

2
)g3 m ≥ 4

xp
2x

q
3x

q
4 g1

xp
4x

q
5x

q
6 6g1 + 3g2 + 2g3

xp
6x

q
7x

q
8 9g1 + 5g2 + 5g3

xp
2m+1w

qxr
2m+3 mg1 + 2mg2 + (m− 2)g3 m ≥ 3

xp
1w

qxr
3 g2

xp
3x

r
5 g1 + g2

xp
3w

qxr
5 g2 q > 0

xp
5w

qxr
7 4g1 + 5g2 + g3 q > 0

xp
2mz

qxr
2m+2 m(m− 1)g1 + m

4
(m− 1)g2 +m(m− 3

2
)g3 m ≥ 4

xp
2z

qxr
4 g1 r > 0

xp
2z

q g1 + g3

xp
4z

qxr
6 4g1 + g1 + 2g3

xp
6z

qxr
8 3g1 + g1 + 2g3

unw
k g1 + g2 + g3 n ≥ 1, k ≥ 0

unz
k g1 + g2 + g3 n ≥ 1, k ≥ 0

Table 2.1: Every Laurent monomial y appearing in the Laurent expansion of b in
the cluster CIn must satisfy the equation ϕb(y) ≤ 0. The linear form of the other
elements of B (involving cluster variables x−m, m ≥ 0) are obtained from these by
(2.3.93), (2.3.95), (2.3.97) and (2.3.99).
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Lemma 2.3.38. Let α and β two non-zero positive scalars. Then

Conv{αpi : i = 1, · · · , n}+Conv{βpi : i = 1, · · · , n} = Conv{(α+β)pi : i = 1, · · · , n}

In particular kConv{pi : i = 1, · · · , n} = Conv{kpi : i = 1, · · · , n} for all positive
integer k.

Proof. Conv{αpi}+ Conv{βpi} = Conv{αpi + βpj} by Lemma 2.3.37. In particular
Conv{(α+ β)pi} ⊆ Conv{αpi}+ Conv{βpi}. On the other hand we first note that

αpi + βpj =
α

α+ β
[(α+ β)pi] +

β

α+ β
[(α+ β)pj] ∈ Conv{(α+ β)pi}.

Then ∑
i

λi(αpi) +
∑

j

µj(βpj) =
∑

i

(
∑

j

µj)λi(αpi) +
∑

j

(
∑

i

λi)µj(βpj)

=
∑
i,j

λiµj(αpi + βpj) ∈ Conv{(α+ β)pi}

since
∑

i,j λiµj = 1 and λiµj > 0

Newton polygons in the cluster {x1, w, x3}

In this section we find explicit formulas for the Newton polytopes of the elements of
B in the cluster {x1, w, x3}. In order to simplify notations we put w

.
= w.

Proposition 2.3.39. For m ≥ 2 and n ≥ 1 the following explicit formulas hold:

Newt{x1,w,x3}(x2m+1) = Conv{
(

1− m
0
m

)
,
(

m − 3
1

2− m

)
,
(

1− m
m − 1
2− m

)
} (2.3.100)

Newt{x1,w,x3}(x2m) = Conv{
(

2− m
−1

m − 1

)
,
(

m − 3
0

2− m

)
,
(

1− m
−1
m

)
,
(

1− m
m − 2
2− m

)
} (2.3.101)

Newt{x1,w,x3}(un) = Conv{
(

n
0
−n

)
,
(

−n
0
n

)
,
(

−n
n
−n

)
} (2.3.102)

Moreover un is monic in the cluster {x1, w, x3}.

Proof. By Theorem2.1.9, formula 2.1.26, we have the explicit expression of x2m+1 in
the cluster {x1, w, x3}. We then specialize all the coefficients to 1 and we get the
following formula (written in the spirit of Proposition 2.3.1)

x2m+1 = (x1, w, x3)

„
1− m

0
m

« [∑
e1,e3

(
m−1−e3

m−1−e1

)(
e1−1

e3

)
x2e3

1 we1−e3x−2e1
3 + 1

]
We deduce that the Newton polytope Newt{x1,w,x3}(x2m+1) of x2m+1 in the clus-

ter CCyclic is the convex hull of the set {
(

2e3 + 1− m
e1 − e3
−2e1 + m

)
| (e1, e2, e3)t ∈ E} where E =

{(e1, 0, e3)t ∈ Z3| 0 ≤ e3 ≤ e1 − 1; 1 ≤ e1 ≤ m − 1} ∪ {(0, 0, 0)t}. We consider the
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convex hull Conv(E) of E, i.e. the smallest convex set containing E. It is the convex
hull of the following points of the affine space:

Conv(E) = Conv{
(

0
0
0

)
,
(

m − 1
0

m − 2

)
,
(

m − 1
0
0

)
}

Let us consider the affine map

f : A3 → A3 : e 7→ BCyclice +
(

1− m
0
m

)
=

(
2e3 − e2
e1 − e3

−2e1 + e2

)
+

(
1− m

0
m

)
.

where Bcyclic .
=

(
0 −1 2
1 0 −1
−2 1 0

)
is the exchange matrix of the seed containing the clus-

ter {x1, w, x3}. The map f sends convex sets in convex sets and NewtCIn
(x2m+1) =

f(Conv(E)). We hence apply the map f to every generator of Conv(E) and we
find (2.3.100). The fact that x2m+1 is monic follows directly by (2.3.100) and by the
explicit formula.

The proof of (2.3.101) follows the same strategy. By specilizing all the coefficients
to 1 in formula 2.3.103 we get:

x2m = (x1, w, x3)

„
2−m
−1

m−1

« [∑
e

(
m−2−e3+e2

m−2−e1+e2

)(
e1−1

e3

)(
1
e2

)
x2e3−e2

1 we1−e3x−2e1+e2
3 + x3

x1
+ 1

]
For m = 2 we get

x4 =
1

x1

+
x2

3

wx1

+
x3

w

and (2.3.101) holds in this case. We hence assume m ≥ 3. We deduce that the
Newton polytope Newt{x1,w,x3}(x2m) of x2m in the cluster CCyclic is the convex hull of

the set {
(

2e3 − e2 + 2− m
e1 − e3 − 1

−2e1 + e2 + m − 1

)
| (e1, e2, e3)t ∈ E} where E = {(e1, e2, e3)t ∈ Z3| 0 ≤ e3 ≤

e1 − 1; 1 ≤ e1 ≤ m− 2 + e2, 0 ≤ e2 ≤ 1} ∪ {(0, 1, 0)t} ∪ {(0, 0, 0)t}. We consider the
convex hull Conv(E) of E. It is the convex hull of the following points of the affine
space:

Conv(E) = Conv{
(

0
0
0

)
,
(

m − 2
0

m − 3

)
,
(

m − 2
0
0

)
,
(

0
1
0

)
,
(

m − 1
1
0

)
,
(

m − 1
1

m − 2

)
}

Let us consider the affine map

f : A3 → A3 : e 7→ BCyclice +
(

2− m
−1

m − 1

)
The map f sends convex sets in convex sets and NewtCIn

(x2m) = f(Conv(E)). We
hence apply the map f to every generator of Conv(E) and we find

Newt{x1,w,x3}(x2m) = Conv{
(

2− m
−1

m − 1

)
,
(

m − 4
0

3− m

)
,
(

2− m
m − 3
3− m

)
,
(

1− m
−1
m

)
,
(

1− m
m − 2
2− m

)
,
(

m − 3
0

2− m

)
}

The second and the third vectors are convex combination of the others:(
m − 4

0
3− m

)
=

1

2m− 2

(
1− m
−1
m

)
+

1

2(m− 1)(m− 2)

(
1− m
m − 2
2− m

)
+

2m− 5

2m− 4

(
m − 3

0
2− m

)
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and (
2− m
m − 3
3− m

)
=

1

2m− 3

(
2− m
−1

m − 1

)
+

2m− 5

2m− 3

(
1− m
m − 2
2− m

)
+

1

2m− 3

(
m − 3

0
2− m

)
.

The fact that x2m+1 is monic follows directly by (2.3.101) and by the explicit formula.

We now prove (2.3.102). In formula 2.1.29 we put all the coefficients to 1 and
we get:

un = x

„ −n
0
n

«
w

{
x2n

1 x
−2n
3 +

∑
e

[(
n−e3

n−e1

)(
e1−1

e3

)
+

(
n−e3−1

n−e1

)(
e1−1
e3−1

)]
x2e3

1 we1−e3x−2e1
3 + 1

}
where xw

.
= (x1, w, x3).

We deduce that the Newton polytope Newt{x1,w,x3}(un) of un in the cluster CCyclic

is the convex hull of the set {
(

2e3 − n
e1 − e3
−2e1 + n

)
| (e1, e2, e3)t ∈ E} where E = {(e1, 0, e3)t ∈

Z3| 1 ≤ e3 ≤ e1 − 1; 1 ≤ e1 ≤ n} ∪ {(e1, 0, 0)t ∈ Z3| 1 ≤ e1 ≤ n} ∪ {(n, 0, n)t} ∪
{(0, 0, 0)t}. We consider the convex hull Conv(E) of E. It is the convex hull of the
following points of the affine space:

Conv(E) = Conv{
(

0
0
0

)
,
(

n
0
0

)
,
(

n
0
n

)
}

Let us consider the affine map

f : A3 → A3 : e 7→ BCyclice +
(

−n
0
n

)
The map f sends convex sets in convex sets and NewtCIn

(un) = f(Conv(E)). We
hence apply the map f to every generator of Conv(E) and we find the desired
(2.3.102). The fact that un is monic follows directly by (2.3.102) and by the explicit
formula.

Corollary 2.3.40. For n ≥ 1 and k > 0

Newt{x1,w,x3}(unz
k) = Conv{

(
n + k
−k

−n − k

)
,
(

−n − k
−k

n + k

)
,
(

−n − k
n

−n − k

)
} (2.3.103)

Newt{x1,w,x3}(unw
k) = Conv{

(
n
k
−n

)
,
(

−n
k
n

)
,
(

−n
n + k
−n

)
} (2.3.104)

In particular Newt{x1,w,x3}(unz
k) ⊂ {g1 +2g2 +g3 = −2k} and Newt{x1,w,x3}(unw

k) ⊂
{g1 + 2g2 + g3 = 2k} ∩ {g1 + g3 ≤ 0}.

Proof. By definition, x2 = x1+x3

w
and zx3 = x2 + x4. From (2.3.101),

Newt{x1,w,x3}(x2 + x4) = Conv{
(

1
−1
0

)
,
(

0
−1
1

)
,
(

0
−1
1

)
,
(

−1
0
0

)
,

(
−1
−1
2

)
,
(

−1
0
0

)
} = Conv{

(
1
−1
0

)
,
(

−1
0
0

)
,
(

−1
−1
2

)
}.

Then
Newt{x1,w,x3}(z) = Conv

{(
1
−1
−1

)
,
(

−1
0
−1

)
,
(

−1
−1
1

)}
(2.3.105)
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By the lemma 2.3.38 and the formula (2.3.102), Newt{x1,w,x3}(unz
k) = Conv{(n, 0,−n)t,

(−n, 0, n)t, (−n, n,−n)t} + Conv{(k,−k,−k)t, (−k, 0,−k)t, (−k,−k, k)t} = {(n +
k,−k,−n− k)t, (n− k, 0,−n− k)t, (n− k,−k,−n+ k)t, (−n+ k,−k, n− k)t (−n−
k, 0, n−k)t, (−n−k,−k, n+k)t, (−n+k, n−k,−n−k)t (−n−k, n,−n−k)t, (−n−
k, n− k,−n+ k)t}. So (2.3.103) and (2.3.104) follow by direct check.

The next result is an analogous of the proposition 2.3.36 for the cluster {x1, w, x3}.

Proposition 2.3.41. If b is a cluster monomial containing at least one cluster vari-
able different from x1, w and x3, then there exists a non-zero linear form on QR

ϕb(g1, g2, g3) = αbg1 + βbg2 + γbg3, αb, βb, γb ≥ 0

such that Newt{x1,w,x3}(b) ⊂ {ϕb < 0}. In particular Newt{x1,w,x3}(b) has empty
intersection with the positive cone Q+ = Z≥0α1 + Z≥0α2 + Z≥0α3.
Moreover the monomial xa

1w
bxc

3, for every non-negative integers a, b and c, does not
appear in the Laurent expansion of any other element of B with respect to the cluster
{x1, w, x3}.

Proof. We’re going to follow the proof of the proposition 2.3.36.

• b = xp
2m+1x

q
2m+2x

r
2m+3. We put α2m+1 := αb, β2m+1 := βb and γ2m+1 := γb.

Using 2.3.101 and 2.3.100, it’s sufficient to solve the following system of linear
inequalities: 

α(1−m) + γ(m) < 0
α(m− 3) + β + γ(2−m) < 0
α(1−m) + β(m− 1) + γ(2−m) < 0
α(1−m) + β(−1) + γ(m) < 0
α(m− 2) + γ(1−m) < 0
α(−m) + β(−1) + γ(m+ 1) < 0
α(−m) + β(m− 1) + γ(1−m) < 0
α(−m) + γ(m+ 1) < 0
α(m− 2) + β + γ(1−m) < 0
α(−m) + β(m) + γ(1−m) < 0

α > 0
β > 0
γ > 0

For m ≥ 2 this is equivalent to the following one

m−2
m−1

α < γ < m−1
m
α

γ < (m− 1)β − (m− 2)α
α > 0
β > 0
γ > 0
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Figure 2.9: The triangles Γ2m+1 in the subspace Q0 = {g1 + 2g2 + g3 = 0}:
Newt{x1,w,x3}(x2m+1) = (1, 0, 0) + Γ2m+1The quadrlilaterals Γ2m in the subspace
Q0 = {g1 + 2g2 + g3 = 0}: Newt{x1,w,x3}(x2m) = (−1, 0, 0) + Γ2mThe triangles Υw

n in
the subspace Q0 = {g1 + 2g2 + g3 = 0}: Newt{x1,w,x3}(un) = Υw

n . We use the basis
vector of Q0 given by {w1 = (1,−1/2, 0)t, w2 = (0,−1/2, 1)t}
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An explicit solution could be:

α2m+1 = m(m− 1), β2m+1 = 1
4
(m− 1), γ2m+1 = m2 − 2m+ 1/2.

(2.3.106)
In the same way we obtain

α1 = 0 β1 = 1 γ1 = 0

α3 = 1, β3 =

{
0 if r 6= 0
1 if r = 0

, γ3 = 0

By using the symmetries of A and the definition of b, we have for m ≥ 0

α−(2m+1) = γ2(m+1)+1, β−(2m+1) = β2(m+1)+1, γ−(2m+1) = α2(m+1)+1.
(2.3.107)

• b = xp
2mx

q
2m+1x

r
2m+2. We put α2m := αb, β2m := βb and γ2m := γb. If m ≥ 4 the

corresponding system is equivalent to{
m−2
m−1

α < γ < m−1
m
α

(m− 1)γ − (m− 2)α < β < (m− 2)γ − (m− 3)α

An explicit solution could be

α2m = m(m− 1), β2m = m− 1, γ2m = m2 − 2m+ 1/2. (2.3.108)

In the other ”positive” cases it is easy to verify that the following are solutions:

α2 =

{
1 if p = 0
0 if p 6= 0

, β2 = 1, γ2 = 0.

α4 = 2, β4 = 1, γ4 = 1/2.
α6 = 12, β6 = 3, γ6 = 7.

As before we have

α−(2m) = γ2(m+1), β−(2m) = β2(m+1), γ−(2m) = α2(m+1). (2.3.109)

• b = xp
2m+1w

qxr
2m+3. In this case we put αw

2m+1 := αb, β
w
2m+1 := βb and γw

2m+1 :=
γb. For m ≥ 4 the corresponding system becomes{

m−2
m−1

α < γ < m−1
m
α

β = 0

For m ≥ 3 a solution could be:

αw
2m+1 = m(m− 1), βw

2m+1 = 0, γw
2m+1 = m2 − 2m+ 1/2. (2.3.110)

In the same way we have

αw
3 = 1, βw

3 = 0, γw
3 = 0.

αw
5 = 4, βw

5 = 0, γw
5 = 1.

If m ≥ 0

αw
−(2m+1) = γw

2(m+1)+1, βw
−(2m+1) = βw

2(m+1)+1, γw
−(2m+1) = αw

2(m+1)+1.

(2.3.111)
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b ϕb(g1, g2, g3)

xp
2m+1x

q
2m+2x

r
2m+3 m(m− 1)g1 + 1

4
(m− 1)g2 + (m2 − 2m+ 1

2
)g3 m ≥ 2

xp
1x

q
2x

r
3 g2

xp
3x

q
4 g1 + g2

xp
3x

q
4x

r
5 g1 r > 0

xp
2mx

q
2m+1x

q
2m+2 m(m− 1)g1 + (m− 1)g2 + (m2 − 2m+ 1

2
)g3 m ≥ 4

xp
2x

q
3x

q
4 g2

xp
4x

q
5x

q
6 2g1 + g2 + 1

2
g3

xp
6x

q
7x

q
8 12g1 + 3g2 + 7g3

xp
2m+1w

qxr
2m+3 m(m− 1)g1 + (m2 − 2m+ 1

2
)g3 m ≥ 3

xp
3w

qxr
5 g1

xp
5w

qxr
7 4g1 + g3

xp
2mz

qxr
2m+2 g1 + 2g2 + g3 m ≥ 4

unw
k g1 + g3 n ≥ 1, k ≥ 0

unz
k g1 + g3 n ≥ 1, k ≥ 0

Table 2.2: Every Laurent monomial y appearing in the Laurent expansion of b in
the cluster CIn must satisfy the equation ϕb(y) ≤ 0. The linear form of the other
elements of B (involving cluster variables x−m, m ≥ 0) are obtained from these by
(2.3.93), (2.3.95), (2.3.97) and (2.3.99).

• b = xp
2mz

qxr
2m+2. In this case we observe that g(b) = −p− 2q − r. Then

Newt{x1,w,x3}(b) ⊂ Q−p−2q−r = {g1 + 2g2 + g3 = −p− 2q − r < 0}. (2.3.112)

It remains only to prove that the monomial xa
1w

bxc
3 does not appear in the unw

k

and unz
k’s Laurent expansion in {x1, w, x3}. By corollary 2.3.40, unw

k could have
only wk with this property. But this happens if and only if 1 appears in the Laurent
expansion (in {x1, w, x3}) of un. We observe that by definition unx3 = x3−2n +x3+2n.
So 1 appears in the Laurent expansion of un if and only if x3 appears in the Laurent
expansion of either x3−2n or x2n+3. This cannot be the case because their Newton
polygons do not intersect the positive octant Q+ (in particular they cannot contain
the point (0, 0, 1)t). Still by the corollary 2.3.40, for k > 0, the Laurent expansion of
unz

k cannot contain any such monomial, since its Newton polygon does not intersect
the positive octant.

The following Lemma is the analogous of the Key Lemma 1.5.2.

Lemma 2.3.42. For every element b of B there exists a cluster C = Cb and a monic
vertex γb of NewtC(b) such that γb does not lie in NewtC(b

′) if b′ 6= b is another
element of B.

Proof. If b is a cluster monomial in the elements of a cluster C, by Propositions 2.3.36
and 2.3.41 we can choose Cb = C. If b is an element of {unw

k, unz
k|n ≥ 1, k ≥ 0}
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we claim that the following couples have all the desired properties:

if b = un then C = {x1, x2, x3} and γ = (−n, 0, n);
if b = unw

k then C = {x1, w, x3} and γ = (−n, k, n);
if b = unz

k then C = {x2, z, x4} and γ = (−n, k, n).

Indeed let us consider first the case b = un. By Proposition 2.3.34, cγ occurs in the
Laurent expansion of un with coefficient 1. We show that cγ does not occur in up

for p 6= n as well: by definition up = Tp(u1). By using the Taylor expansion of Tp in
t+ t−1 we have

up =

p∑
k=0

1

k!
T (k)

p (t+ t−1)lk

Since the derivative of Tp is a positive linear combinations of Tq with q < p, the only
monomials xa

1x
b
2x

c
3 with a − c = 0 are such that (a, b, c) = (±p, 0,∓p). Moreover

sγ does not occur in any cluster monomial of B since γ does not satisfy the linear
inequalities ϕb(γ) ≤ 0 where ϕb is given by Table ??. Finally sγ cannot appear
in the Laurent expansion of upw

k and upz
k if k > 0, because g(sγ) = 0 whereas

g(unw
k) = 2k and g(unz

k) = −2k. The other two cases follow by the same arguments
using Table 2.2 instead of table ??.

Theorem 2.3.43. The set B = {cluster monomials} ∪ {unw
k, unz

k|n ≥ 1, k ≥ 0}
is the canonical basis of A{1}.

Proof. Since of Proposition 2.3.32 it remains to prove that the elements of B are
positive indecomposable. This is done as in the proof of Theorem 1.5.3.

2.3.12 The elements of B are positive indecomposable

In Propositions 2.3.9 and 2.3.23 we have proved the set B = {cluster monomial} ∪
{unw

k, unz
k : n ≥ 1, k ≥ 0} is a ZP–basis of the cluster algebra A with principal

coefficients at the initial seed

ΣIn
.
= {B =

0@ 0 1 1
−1 0 1
−1 −1 0

1A, {x1, x2, x3}, {y1, y2, y3}}.

Moreover the elements of B are positive (Proposition 2.3.22).

Proposition 2.3.44. The elements of B in A are positive indecomposable.

Proof. It follows by Lemma 2.3.31 and Theorem 2.3.43.

This conclude the proof of Theorem 2.1.4.
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2.4 General coefficients

In this section we allow P to be a generic tropical semifield (see Definition 1.1.1).

Let AP be a cluster algebra (of type A
(1)
2 ) inside the field QP(x1, x2, x3) with initial

seed
ΣIn

.
= {B =

0@ 0 1 1
−1 0 1
−1 −1 0

1A, {x1, x2, x3}, {y1, y2, y3}}.

By Theorem 1.1.11 we know that the cluster variables of AP are {xm}m∈Z ∪ {z, w}
and every cluster variable s has the form

s =
Fs |F (ŷ1, ŷ2, ŷn)

Fs |P (y1, y2, y3)
xgs

where
ŷ1 = y1

x2x3
, ŷ2 = y2x1

x3
, ŷ3 = y3x1x2 (2.4.1)

(defined in (2.3.2)), Fs and gs are respectively the corresponding F–polynomial given
by Proposition 2.3.4 and the corresponding g–vector given by Proposition 2.3.3.

Recall from Section 1.5.1 that if a canonical basis of AP exists, it is determined up
to rescaling by elements of P. Having this in mind we give the following definition.

Definition 2.4.1. For every cluster variable s of AP we define

S
.
= Fs|P(y1, y2, y3) · s. (2.4.2)

We call these elements of AP principal cluster variables. Similarly given a cluster
monomial b of AP we call the element B

.
= Fb|P(y1, y2, y3) · b a principal cluster

monomial of AP.
For every n ≥ 0 we define

Un
.
= Fun(ŷ1, ŷ2, ŷ3) ·

xn
3

xn
1

(2.4.3)

Principal cluster monomials are elements of the universal semifield in six variables
Qsf (y1, y2, y3, x1, x2, x3) (see Definition 1.1.1) since they are rational functions with
positive coefficients in these six variables; moreover in this semifield a principal
cluster variable S of AP coincide with the rational expression of the cluster variable
s of the cluster algebra A with principal coefficients at the initial cluster ΣIn, which
explains the terminology.

Theorem 2.4.2. The set B
.
= {principal cluster monomials}∪{UnZ

k, UnW
k : n ≥

1, k ≥ 0} is a canonical basis of AP (see Definition1.5.1), i.e. B is a ZP–basis of
AP whose elements are positive indecomposable.

Proof. The elements of B are linearly independent over ZP since B satisfies hypoth-
esis of Theorem 1.5.7. The straightening relations given by Proposition 2.3.27 hold
in Qsf (y1, y2, y3, x1, x2, x3). So we can use the same argument as in the proof of
Proposition 2.3.23 in Section 2.3.10 in order to conclude that B spans AP over ZP.
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So B is a ZP–basis of AP. We now prove that the elements of B are positive. The
expansion of an element B ∈ B in the cluster {x1, w, x3} is given by

B = Fb|P(y1, y2, y3)
Fw

b (ŷ1;w, ŷ2;w, ŷ3;w)

Fw
b |P(y1;w, y2;w, y3;w)

(x1, w, x3)
gw

b

where Fw
b is the F–polynomial of b given by Proposition 2.3.13 and gw

b is the g–
vector of b given by Proposition 2.3.17 and {y1;w, y2;w, y3;w} are the coefficients of the
(unique) seed of AP with cluster {x1, w, x3}. Then the Laurent expansion of every
element of B in the two clusters {x1, x2, x3} and {x1, w, x3} has coefficients in Z≥0P.
By the symmetry of the exchange graph we conclude they are positive.

The fact that the elements of B are positive indecomposable follows by Lemma 2.3.31
and Theorem 2.3.43.

2.5 F–polynomials and quiver Grassmannians

This section is somehow independent on the previous ones. We consider the acyclic
quiver QIn of type A

(1)
2 :

2a
{{xx

xx

QIn
.
= 1 3,c

oo
bccHHHH

and we study the map F : Rep(QIn) → Z[y1, y2, y3] which associates with every
QIn–representation M the polynomial FM(y1, y2, y3) defined by:

FM(y1, y2, y3) =
∑

e=(e1,e2,e3)

χe(M)ye1
1 y

e2
2 y

e3
3 (2.5.1)

where χe(M) denotes the Euler–Poincaré characteristic of the quiver Grassman-
nian Gre(M), the projective variety of the sub–representations of M with dimension
vector e = (e1, e2, e3). The map F is the natural generalization of the Caldero–
Chapoton–Keller map in the coefficients–setting.
The map F has the following multiplicative property:

FM⊕N(y1, y2, y3) = FM(y1, y2, y3) · FN(y1, y2, y3). (2.5.2)

The proof of this fact follows from [10, Proposition 1], where it is shown that χe(M⊕
N) =

∑
f+g=e χf (M)χg(N).

Let us collect the main results of the present section that also justifies the interest
of the map F : Proposition 2.1.6 shows that the denominator vector in the initial
cluster {x1, x2, x3} of the cluster algebra A restricts to a bijection between cluster
variables of A and a proper subset (the real Schur roots) of the real roots of the root

system of type A
(1)
2 (see section 1.2.2 for more informations about the structure of a

root system of type A
(1)
2 ). By definition every Schur root d is the dimension vector

of a unique (up to isomorphisms) rigid module M , i.e. a module without nontrivial
self–extensions. This terminology comes from the well known results due to Kac
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[23]. Real Schur roots depends on the orientation of the quiver (see [12]) while real
roots do not. It is well–known (see [23, Theorem 3]) that every real root determines
a unique (up to isomorphisms) QIn–representation. Briefly we have the following
bijections:

cluster variables oo den.
vector

// Schur roots oo dim.
vector

//Rigid QIn–representations

s d(s) Ms

One of the main results of the present section (Proposition 2.5.2) shows that for every
cluster variable s the polynomial FMs(y1, y2, y3) is the F–polynomial of s (see Sec-
tion 2.3.3). Moreover, it follows from (2.5.2) that for every rigid QIn–representation
M = ⊕Mi (sum of indecomposable rigid representations Mi), there exists a unique
cluster monomial sa

1s
b
2s

c
3 such that its F–polynomial is exactly FM . In other words

the image of the rigid QIn representations by F is a set of “F–polynomials”.
In section 2.6 we will compute Euler–Poincaré characteristic of quiver Grassmannians
associated with non–rigid indecomposable QIn–representations (Proposition 2.6.1),
so that we have an explicit description of the image of F . The natural question at
this point is to see if this image is a set of “F–polynomials”. In other words we asked
if there exist elements of A whose corresponding F–polynomials are FM where M is
an indecomposable non–rigid QIn–representation (the image of the rigid representa-
tions has just been described). The answer to this question is affermative and the set
of such elements is divided into two families {sn : n ≥ 0} and {rn : n ≥ 0} (Defini-
tion 2.6.5). Moreover if we complete one of these families by the set of cluster mono-
mials we get the two sets S = {cluster monomials}∪{snw

k, snz
k : n ≥ 1, k ≥ 0} and

R = {cluster monomials} ∪ {rnw
k, rnz

k : n ≥ 1, k ≥ 0}. Proposition 2.6.6 shows
that both S and R are two ZP–basis of A different from every canonical basis. We
call S a “semicanonical” basis of A in analogy with semicanonical basis found in
[11] for a coefficient–free cluster algebra of type A

(1)
1 . In loc.cit. the semicanonical

basis was parameterized by Chebychev’s polynomials of the second kind, while the
canonical basis by Chebychev’s polynomials of the first kind. The same is true in A
as it is shown in Corollary 2.6.7.
We begin by recalling the well–known classification of the indecomposable rigid QIn-
representations. We assume that all the representations are over the field k = C of
complex numbers.

2.5.1 Indecomposable rigid QIn–representations

Here we recall the classification of the representations of the quiver QIn that are rigid,
i.e. without non–trivial self–extensions. The classification of the indecomposable
representations of QIn will be completed in Section 2.6 where Proposition 2.6.1 will
show the indecomposable QIn–representations that are not rigid. The quiver QIn is
the acyclic quiver of type A

(1)
2 and its classification is well–known in literature (see

e.g. [14] or [23]). In this thesis QIn is the quiver associated with the exchange matrix

of a cluster algebra of type A
(1)
2 , and it was introduced in Section 2.2.

91



Proposition 2.5.1. The indecomposable rigid QIn-representations have dimension
vector the real (Schur) roots: (n+1, n+1, n), (n+1, n, n), (n, n+1, n+1), (n, n, n+1),
(0, 1, 0) and (1, 0, 1) for every n ≥ 0.

We denote by S2 the simple representation of dimension (0, 1, 0) and by S13 the
representation of dimension (1, 0, 1). They correspond respectively to the cluster
variable w and z and they are sometimes called simple regulars. They are at the
bottom of the tube of rank two in the AR–quiver of QIn (see figure 2.3).

For n ≥ 0, let M2(n+2)+1 and M2(n+2) be the QIn-representations of dimension
vector respectively the real root (n+ 1, n+ 1, n) and (n+ 1, n, n). They correspond
respectively to the cluster variable x2(n+2)+1 and x2(n+2) (see figure 2.4) which explains
the terminology. By using Kac’s Theorem ([23, Theorem 3]) we can assume there
exist basis {v1, · · · , vn+1} of M2(n+2)+1; 1 and M2(n+2)+1; 2 (resp. M2(n+2); 1), and basis
{u1, · · · , un} of M2(n+2)+1; 3 (resp. M2(n+2); 2 and M2(n+2); 3) such that

kn+1

=
yyrrr

rr
kn

ϕ1

zzuuu
uu

M2(n+2)+1 = kn+1 kn ;ϕ2

oo

ϕ1eeKKKKK
M2(n+2) = kn+1 kn

ϕ2

oo

=bbEEEE

where ϕ1(uk) = vk and ϕ2(uk) = vk+1 for k = 1, · · · , n and the maps labeled by
“ = ” are the identity map. Indeed it is not hard to prove that their endomorphism
ring is a local ring and thus they are indecomposable.
The duality functor D sends the module M = (M1,M2,M3, fa, fb, fc) to the module
DM = (M∗

3 ,M
∗
2 ,M

∗
1 , f

∗
a , f

∗
b , f

∗
c ) where M∗

i is the dual vector space of Mi, i = 1, 2, 3.
We define M−(2n+1)

.
= DM2(n+2)+1 and M−2n = DM2(n+2) for every n ≥ 0. It follows

that M−(2n+1) (resp. M−2n) is the unique (up to isomorphisms) module of dimension
vector (n, n+ 1, n+ 1) (resp. (n, n, n+ 1)). Moreover given a QIn–representation M
of dimension (d1, d2, d3), the duality functor D induces a map N 7→ (M/N)∗ between
Gr(e1,e2,e3)(M) and Gr(d3−e3, d2−e2, d1−e1)(DM) so that we have in particular

χ(e1,e2,e3)(DM) = χ(d3−e3,d2−e2,d1−e1)(M). (2.5.3)

We will use this fact later in the proofs.

2.5.2 F–polynomials of cluster variables

Here we compute Euler–Poincaré characteristic of quiver Grassmannians associated
with the indecomposable rigid QIn–representations.

Proposition 2.5.2. Using the previous terminology the following formulas hold:

χ(e1,e2,e3)(M2(n+2)+1) =

(
e1 − e3
e2 − e3

)(
n+ 1− e3
n+ 1− e1

)(
e1 − 1

e3

)
(2.5.4)

(with the convention that the right hand side is equal to 1 if e1 = e2 = e3 = 0);

χe(M2(n+2)) =

(
e1−1

e3

) [(
e1−e3
e2−e3

)(
n−e3
n−e1

)
+

(
e1−e3−1

e2−e3

)(
n−e3

n−e1+1

)]
(2.5.5)
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(with the convention that the right hand side is equal to 1 if e1 = e2 = e3 = 0);

χe(S2) =

{
1 if e = 0 or e = (0, 1, 0)
0 otherwise

(2.5.6)

χe(S13) =

{
1 if e = 0 or e = (1, 0, 0) or e = (1, 0, 1)
0 otherwise

(2.5.7)

In particular for every rigid QIn–representation M , FM is the F–polynomial of the
cluster variable with denominator vector (in the cluster {x1, x2, x3}) the dimension
vector of M .

The proof is based on a suitable fiber bundle between the quiver Grassmannians
associated with QIn and quiver Grassmannians associated with the Kronecker quiver
K. We hence recall some facts about K and its quiver Grassmannians. Before doing
that we recall the useful notion of “right equivalence”.

2.5.3 Right–equivalence

In this section we recall the concept of ”right–equivalence” given in [13] specialized
to the case treated in this thesis. This is useful in order to compute Euler–Poincaré
characteristic of quiver Grassmannians.

Definition 2.5.3. Let Q = (Q0, Q1) be a finite quiver. Two finite dimensional kQ–
modules M = ⊕i∈Q0Mi and N = ⊕i∈Q0Ni are called right–equivalent if there exists
an automorphism ψ : kQ→ kQ of the path algebra and an isomorphism φ : M → N
of Q0–graded k–vector spaces such that

φ(α ·m) = ψ(α) ◦ φ(m) (2.5.8)

for every α ∈ kQ and m ∈ M (here we have denoted by · and ◦ respectively the
action of kQ on M and N).

The following Lemma justifies the introduction of the previous definition in this
section.

Lemma 2.5.4. Let Q be a finite acyclic quiver and (M, ·) and (N, ◦) two finite di-
mensional kQ–modules. If M and N are right–equivalent, then, for every dimension
vector e, Gre(M) = Gre(N). In particular χe(M) = χe(N).

Proof. By hypothesis there exists an isomorphism of k–vector spaces φ : M → N
and an automorphism ψ of the path algebra kQ such that (2.5.8) holds for every
α ∈ kQ and m ∈ M . We introduce another structure ? of kQ–module on N by
α ? n

.
= ψ(α) ◦ n. Since ψ is a kQ–automorphism, (N, ?) is a kQ–module. By

(2.5.8), (M, ·) and (N, ?) are isomorphic by φ as kQ–modules. In particular we have
Gre((M, ·)) = Gre((N, ?)). Now it is easy to see that every submodule of (N, ◦) is a
submodule of (N, ?) and viceversa since ψ is an automorphism of kQ. We conclude
that Gre((N, ◦)) = Gre((N, ?)) and we are done.
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2.5.4 Indecomposable representations of the Kronecker quiver

Here we recall the well–known classification of the indecomposable representations
of the Kronecker quiver

K : 1 2
aoo
b

oo

We assume that all the representations are over the field k = C of complex numbers.

Proposition 2.5.5. 1. The indecomposable rigid K-representations’ dimension
vector are the real roots (n, n+ 1) and (n+ 1, n), n ≥ 0.

2. For n ≥ 0, let mn+3 = {(mn+3;i), (ϕi)}i=1,2 and m−n = {(m−n;i), (ϕ
∗
i )}i=1,2

be respectively the (up to isomorphisms) indecomposable representation of di-
mension vector (n + 1, n) and (n, n + 1). We assume that m−n, 1 = m∗

n+3; 2

and m−n; 2 = m∗
n+3; 1. Then there exists a basis {u1, . . . , un} in mn+3; 2 and a

basis {v1, . . . , vn+1} in mn+3;1 such that ϕ1(uk) = vk and ϕ2(uk) = vk+1 for
k ∈ [1, n]. In these bases

mn+3 : kn+1 kn ;
ϕ1oo
ϕ2

oo m−n : kn kn+1
ϕt

1oo
ϕt

2

oo

where ϕt
i is the transpose of the matrix ϕi, i = 1, 2.

3. The indecomposable regular K-representations have dimension vector (n, n) for
every n ≥ 1. For every λ ∈ k, they are, up to isomorphisms, the following

mReg
n (λ) : kn kn ;

=oo
Jn(λ)

oo mReg
n (∞) : kn kn

Jn(0)oo
=

oo

where Jn(λ) is the n-Jordan block of eigenvalue λ ∈ k and the maps labeled by
“ = ” are the identity map.

4. mn+3, m−n and mReg
n for n ≥ 0 are the all indecomposable K–representations.

This result is due to L. Kronecker [25]; for a modern treatment see [20, Section 5.4]
or [1].
Next result provides the Euler–Poincaré characteristic of the quiver Grassmannians
associated with the indecomposable K–representations. Recall from section 2.2, that
given a K–representation m, χ(e1,e2)(m) denotes the Euler–Poincaré characteristic
of the variety of all sub–representations of m with dimension vector (e1, e2). In
order to do that it is sufficient to consider only a small class of indecomposable
K–representations as it is shown by the following Lemma.

Lemma 2.5.6. With notations of Proposition 2.5.5, we have

• mReg
n (λ) and mReg

n (∞) are right equivalent for every λ ∈ k. In particular
χe(m

Reg
n (λ)) = χe(m

Reg
n (∞)).
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• χ(e1,e2)(m−n) = χ(n+1−e2,n−e1)(mn+3)

Proof. In Definition 2.5.3 we choose φ : mReg
n (λ)→ mReg

n (0) to be the identity map
and the automorphism ψ defined on the generators of kK by ψ : a 7→ b; b 7→ a+ λb
and identity on the idempotents.
Second part follows from the fact that m−n = Dmn+3 where D is the duality functor
that sends a module m = (m1,m2, fa, fb) to the module Dm = (m∗

2,m
∗
1, f

∗
a , f

∗
b )

being m∗
i the dual vector space of mi. D induces an isomorphism of algebraic variety

n 7→ D(m/n) between Gr(e1,e2)(m) and Gr(d2−e2,d1−e1)(Dm) where di
.
= dim(Mi).

Proposition 2.5.7. [11, Propositions 4.3 and 5.3] With notations of Proposition 2.5.5

χ(e1,e2)(mn+3) =

(
n+ 1− e2
n+ 1− e1

)(
e1 − 1

e2

)
+ δe1, 0δe2, 0 (2.5.9)

where δa,b is the Kronecker delta;

χ(e1,e2)(m
Reg
n ) =

(
n− e2
n− e1

)(
e1
e2

)
. (2.5.10)

2.5.5 Proof of Proposition 2.5.2

Let us recall some properties of the Euler-Poincaré characteristic. We follow the
treatment in [22, Section 4.5], where the Euler-Poincaré characteristic χ(X) is de-
fined for any complex algebraic variety X (not necessarily smooth, projective or
irreducible). The following facts are shown in loc.cit.

If A is a finite dimensional affine space, then χ(A) = 1. (2.5.11)

If a variety X is a disjoint union of finitely many (2.5.12)

locally closed subvarieties Xi, then χ(X) =
∑

χ(Xi).

If X → Z is a fiber bundle (locally trivial in the Zariski topology) (2.5.13)

with fiber Y , then χ(X) = χ(Y )χ(Z).

In our situation X = Gre(M) is a projective variety; in particular every Zariski–open
subset of X is a locally closed subvariety. As a consequence of (2.5.11) and (2.5.12),
the Schubert cell decomposition of the Grassmannian implies that

χ(Grr(V )) =

(
dimV

r

)
. (2.5.14)

Let us prove (2.5.4). The surjective morphism of algebraic variety

kn+1
=
yysss

Gr(e1,e2,e3)(kn+1 kn)ϕ2

oo

ϕ1ccGGGG
// // Gr(e1,e3)(kn+1 kn)

ϕ1oo
ϕ2

oo : (N1, N2, N3)
� // (N1, N3)

sending the tern (N1, N2, N3) onto the pair (N1, N3), is a (locally trivial) fiber bundle
with fiber Gr(e2−e3)(e1−e3). From (2.5.12), using (2.5.9) and (2.5.14), (2.5.4) follows.
We now prove (2.5.5). We need the following Lemma.
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Lemma 2.5.8. Given a QIn–representation of the form

M2fa

{{www

M =M1 M3fc

oo

fbccGGG

where Mi = K ⊕ I for some i = 1, 2, 3, then χe(M) = χe(MK) + χe(MI) where

MK
.
= {N = (N1, N2, N3) ∈ Gre(M)| Ni ⊇ K}

and
MI

.
= {N = (N1, N2, N3) ∈ Gre(M)| Ni ⊆ I}.

Proof. Clearly Gre(M) is the disjoint union of the closed subset MK and its com-
plement (locally closed) M c

K = {N |Ni + K} in Gre(M). Then χe(M) = χ(MK) +
χ(M c

K). The projection onto I in Mi induces a surjective morphism of algebraic
variety π : M c

K � MI with affine fiber. We then have χ(M c
K) = χ(MI).

Let us prove (2.5.5). We consider the decomposition M1 = Im(ϕ1)⊕Cvn+1 of the
vector space at the vertex 1 of the module M2(n+2) = (M1,M2,M3). By Lemma 2.5.8
we have

kn
ϕ1

zzuuu
u

χ(e1,e2,e3) (kn+1 kn)ϕ2

oo

=bbEEE

= χ(G1) + χ(G2)

where G1
.
= {(N1, N2, N3) ∈ Gre(M2(n+2))|N1 ⊆ Im(ϕ1)} and G2

.
= {(N1, N2, N3) ∈

Gre(M2(n+2))|N1 ⊇ Cvn+1}. We now compute these Euler–Poincaré characteristics.
Let us start with χ(G1): it is easy to realize that

kn
=
||yyy

G1 ' Gr(e1,e2,e3) (kn kn−1)ϕ2

oo

ϕ1ddIIII

i.e. G1 is nothing but Gre(M2(n+1)+1). By using (2.5.4) we get

χ(G1) =

(
e1 − e3
e2 − e3

)(
n− e3
n− e1

)(
e1 − 1

e3

)
+ δe1,0δe2,0δe3,0. (2.5.15)

Similarly one can easily realize that

kn
=
||xxx

G2 ' Gr(e1−1, e2, e3) (kn kn)
Jn(0)

oo

=bbFFF

where Jn(0) is the n–th Jordan block with eigenvalue zero. In Proposition 2.6.1
below, we will see that the representation on the right–hand side is an indecompos-
able non–rigid QIn–representation denoted by Regn. In (2.6.1) the Euler–Poincaré
characteristic of Gre(Regn) is computed. We recall here the (easy) proof in order to
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make the treatment of the proof of Proposition 2.5.2 completely self–contained. The
surjective morphism of algebraic variety

kn
=
||xxx

Gr(e1,e2,e3) (kn kn)
Jn(0)

oo

=bbFFF
// // Gr(e1,e3) (kn kn)

=oo
Jn(0)

oo : (N1, N2, N3)
� // (N1, N3)

sending the tern (N1, N2, N3) onto the pair (N1, N3), is a (locally trivial) fiber bundle
with fiber Gr(e2−e3)(e1 − e3). By using (2.5.10) we get

χ(G2) = χ(e1−1, e2, e3)(Regn) =

(
e1 − e3 − 1

e2 − e3

)(
n− e3

n− e1 + 1

)(
e1 − 1

e3

)
. (2.5.16)

From (2.5.15) and (2.5.16) we get the desired (2.5.5).

2.6 Regular representations and semicanonical ba-

sis

In this section we study the Euler–Poincaré characteristic of the quiver Grassman-
nians associated with non–rigid indecomposable QIn–representations. We begin by
recalling the classification of such modules.

Proposition 2.6.1. 1. The non–rigid indecomposable QIn-representations have
dimension vectors: (n, n, n), (n, n+ 1, n) and (n+ 1, n, n+ 1) for every n ≥ 1.

2. The QIn-representations of dimension the imaginary root nδ = (n, n, n) for
every n ≥ 1 are called regular homogeneous. They are, up to isomorphisms,
the following

kn

=
||yyy

yy
kn

Jn(0)

||yyy
yy

Reg
{3,2}
n

.
= kn kn ;=

oo

Jn(0)ccGGGGG

Reg
{2,1}
n

.
= kn kn

=
oo

=bbEEEEE

kn

=
||zzz

zz

Reg
{3,1}
n (λ)

.
= kn kn.

=bbFFFFF

Jn(λ)
oo

where Jn(λ) is the n-Jordan block of eigenvalue λ ∈ k. The arrows labeled by
“ = ” are the identity map.

3. The QIn-representations of dimension (n, n + 1, n) and (n + 1, n, n + 1) for
every n ≥ 0 are called regular non-homogeneous (for n = 0 we recognize the
simple regular rigid representations introduced in Section 2.5.1). For n ≥ 1
they have non-trivial self-extensions but their dimension vector is a real root.
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By the Kac’s theorem [23, Theorem 3], they are uniquely, up to isomorphisms,
determined by their dimensions. We can hence assume they are the following

kn+1
ϕt

2

zzuuu
uu

kn
ϕ1

zzuuu
uu

RNw
n
.
= kn kn ;=

oo

ϕ1eeKKKKK

RN z
n
.
= kn+1 kn+1

ϕt
2

ddIIIII

=
oo

where ϕ1, ϕ2 :< u1, · · · , un >→< v1, · · · , vn+1 >, ϕ1(uk) = vk and ϕ2(uk) =
vk+1 have been introduced in Section 2.5.1.

RNw
n (resp. RN z

n) is a regular non–homogeneous QIn–representation that con-
tains (the module corresponding to) w (resp. z) as a submodule; which explains the
terminology. The notation also determined uniquely their position in the Auslander–
Reiten quiver (see figure 2.3). One can also prove part 3 by a case-by-case inspection
assuming Proposition 2.5.5 below. Indeed the representations defined there are in-
decomposable since their endomorphism ring is local (see [1, III.Example 1.8]).

Lemma 2.6.2. • For every non–zero λ ∈ k, Reg
{3,1}
n (λ) and Reg

{3,1}
n (0)) are

right–equivalent. In particular

χe(Reg
{3,1}
n (λ)) = χe(Reg

{3,1}
n (0)).

• For every QIn–representation M of dimension vector (d1, d2, d3) we have

χ(e1,e2,e3)(DM) = χ(d3−e3,d2−e2,d1−e1)(M).

where D is the duality functor defined in Section 2.5.1.

Proof. With notations of Definition 2.5.3, we choose φ : Reg
{3,1}
n (λ) → Reg

{3,1}
n (0)

to be the identity, and for the automorphism ψ of kQ we choose the automorphism
c 7→ λab+ c.

The duality functorD induces a map ⊥ : Gr(e1,e2,e3)(M)→ Gr(d3−e3,d2−e2,d1−e1)(DM)
which send N 7→ N⊥ .

= (M/N)∗ that is an isomorphism of algebraic varieties.

We simply denote by Regn the representation Reg
{3,1}
n (0).

Proposition 2.6.3.

χ(e1,e2,e3)(Regn) =

(
e1 − e3
e2 − e3

)(
n− e3
n− e1

)(
e1
e3

)
(2.6.1)

χe(Reg
{2,1}
n ) =

(
e1
e3

) [(
e1 − e3
e2 − e3

)(
n− e3
n− e1

)
+

(
e1 − e3

e2 − e1 − 1

)(
n− 1− e1
n− 1− e3

)]
(2.6.2)

χe(Reg
{3,2}
n ) =

(
n− e3
n− e1

) [(
e1 − e3
e1 − e2

)(
e1
e3

)
+

(
e1 − e3

e3 − e2 − 1

)(
e3 − 1

e1 − 1

)]
(2.6.3)
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χ(e1,e2,e3)(RN
w
n ) =

(
n− e3
n− e1

) [(
e1 − e3

e1 − e2 + 1

)(
e1
e3

)
+

(
e1 − e3
e1 − e2

)(
e1
e3

)]
(2.6.4)

χ(e1,e2,e3)(RN
z
n) =

(
n− e3 + 1

n− e1 + 1

)(
e1 − e3

e1 − e2 − 1

)(
e1 − 1

e3 − 1

)
+

+

(
n− e3

n− e1 + 1

)(
e1 − e3 − 1

e1 − e2 − 1

)(
e1 − 1

e3

)
+

(
n− e3
n− e1

)(
e1 − e3
e1 − e2

)(
e1
e3

)
(2.6.5)

Proof. Clearly Reg
{3,2}
n = DReg

{2,1}
n and hence (2.6.3) follows from (2.6.2) by using

(2.5.3).
Let us prove (2.6.1) (this proof already appeared in the proof of Proposition 2.5.2).
The surjective morphism of algebraic variety

kn
=
||xxx

Gr(e1,e2,e3) (kn kn)
Jn(0)

oo

=bbFFF
// // Gr(e1,e3) (kn kn)

=oo
Jn(0)

oo : (N1, N2, N3)
� // (N1, N3)

sending the tern (N1, N2, N3) onto the pair (N1, N3), is a (locally trivial) fiber bundle
with fiber Gr(e2−e3)(e1 − e3). By using (2.5.10) we get (2.6.1).
We prove both (2.6.2) and (2.6.4) together by induction on n. For n = 1 the surjective
morphism of algebraic varieties:

k
0
��~~

~

Gr(e1,e2,e3) (k k)=
oo

=__@@@
// // Gr(e1,e3) (k k)

=oo
0

oo : (N1, N2, N3)
� // (N1, N3)

is a fiber bundle with fiber Gr(e2−e3)(k); then, by using (2.5.10), we get χe(Reg
{2,1}
1 ) =(

1−e3

1−e1

)(
e1

e3

)(
1

e2−e3

)
which coincides with (2.6.2) for n = 1. For n = 0, RNw

0 = S2 and
(2.6.4) holds. We now proceed by induction on n. The image of the Jordan block

Jn(0) is the subspace of Reg
{2,1}
n;1 generated by {v1, · · · , vn−1}; by Lemma 2.5.8 we

get χe(Reg
{2,1}
n ) = χe(G1) + χe(G2) where

G1 = {(N1, N2, N3) ∈ Gre(Reg{2,1}
n )|N1 ⊇ kvn},

G2 = {(N1, N2, N3) ∈ Gre(Reg{2,1}
n )|N1 ⊆ Im(Jn(0))}.

It is easy to see that

kn−1
Jn(0)

yyssss
kn

ϕt
2
zzvvv

v

G1 ' Gr(e1−1, e2−1, e3−1) (kn−1 kn−1)

=eeKKKK

=
oo and G2 ' Gre (kn−1 kn−1)=

oo

ϕ1ddHHHH

We hence have:

χe(Reg
{2,1}
n ) = χe−1(Reg

{2,1}
n−1 ) + χe(RN

w
n−1).
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Now (2.6.2) follows by the inductive hypothesis. In order to prove (2.6.4) we again
use Lemma 2.5.8. We consider the decomposition of RNw

n;2 by the kernel and the
image of ϕt

2. We get χe(RN
w
n ) = χe(H1) + χe(H2) where

H1 = {(N1, N2, N3) ∈ Gre(RNw
n )|N2 ⊇ Ker(ϕt

2) = kv1},
H2 = {(N1, N2, N3) ∈ Gre(RNw

n )|N1 ⊆ Im(ϕt
2) = kn}.

It is easy to see that

kn
=
||yyy

kn
=
||yyy

H1 ' Gr(e1, e2−1, e3) (kn kn)

Jn(0)bbEEE

=
oo and H2 ' Gr(e1, e2, e3) (kn kn−1)ϕ2

oo

ϕ1ddIIII

We hence get:

χe(RN
w
n ) = χ(e1, e2−1,e3)(Reg

{3,2}
n ) + χe(M2(n+1)+1),

from which (2.6.4) follows by using (2.6.3) and (2.5.4).
Let us prove (2.6.5). We use Lemma (2.5.8). The image of ϕ1 in RN z

n is generated
by {v1, · · · , vn}. We have χe(RN

z
n) = χe(G1) + G1 where

G1 = {(N1, N2, N3) ∈ Gre(RN z
n)|N1 ⊇ kvn+1},

G2 = {(N1, N2, N3) ∈ Gre(Reg{2,1}
n )|N1 ⊆ Im(ϕ1)}.

One can easily recognize that

kn
=
||zzz

kn
ϕ2

zzuuu
u

G1 ' Gr(e1−1, e2, e3) (kn kn+1)

ϕt
2aaCCC

ϕt
1

oo ' Gr(n+1−e3,n−e2,n−e1+1) (kn+1 kn)ϕ1

oo

=bbDDD

and by (2.5.5) we have

χe(G1) = χ(n+1−e3,n−e2,n−e1+1)(M2(n+2))

=
(

n−e3

n−e1+1

) [(
e1−e3

e1−e2−1

)(
e1−1
e3−1

)
+

(
e1−e3−1
e1−e2−1

)(
e1−1
e3

)]
. (2.6.6)

One can also recognize that

kn
=
||yyy

G2 ' Gr(e1, e2, e3) (kn kn)

Jn(0)bbEEE

ϕt
1

oo

and from (2.6.3) we get

χe(G2) = χe(Reg
{3,2}
n )

=
(

n−e3

n−e1

) [(
e1−e3

e1−e2

)(
e1

e3

)
+

(
e1−e3

e1−e2−1

)(
e1−1
e3−1

)]
. (2.6.7)

By summing up (2.6.6) and (2.6.7) we get the desired (2.6.5).
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The following result gives the relations between polynomials associated with reg-
ular QIn–representations.

Corollary 2.6.4.

F
Reg

{2,1}
n

(y1, y2, y3) = FRegn(y1, y2, y3) + y2FRegn−1(y1, y2, y3) (2.6.8)

F
Reg

{2,1}
n

= F
Reg

{3,2}
n

(2.6.9)

FRNw
n

= FRegn · Fw = FRegn⊕S2 . (2.6.10)

FRNz
n

= FRegn · Fz = FRegn⊕S13 . (2.6.11)

Proof. From (2.6.2) we note that

χ{e1,e2,e3}(Reg
{2,1}
n ) = χ{e1,e2,e3}(Regn) + χ{e1,e2−1,e3}(Reg

{2,1}
n−1 ).

Then (2.6.8) follows from the definition.

Since Reg
{3,2}
n = DReg

{2,1}
n (both of dimension vector nδ), by (2.5.3) we have:

χe(Reg
{2,1}
n ) = χnδ−e(Reg

{2,1}
n ).

It follows by direct check by using the obvious equalities:

χ(e1,e2,e3)(RN
w
n ) = χ(e1, e2−1, e3)(Regn) + χ(e1,e2,e3)(Regn)

and

χe(RN
z
n) = χ(e1−1, e2, e3−1)(Regn) + χ(e1−1, e2, e3)(Regn) + χ(e1,e2,e3)(Regn).

Now everything is in place for the introduction of the semicanonical basis of A.
Recall that A is a subalgebra of F = QP(x1, x2, x3) where P is the free abelian
(multiplicative) group generated by {y1, y2, y3}; in F we have already considered the
monomials (see (2.4.1))

ŷ1 = y1

x2x3
, ŷ2 = y2x1

x3
, ŷ3 = y3x1x2

Definition 2.6.5. For every n ≥ 1 we define

sn = FRegn(ŷ1, ŷ2, ŷ3)x
(−n,0,n)t

We also define
rn = F

Reg
{2,1}
n

(ŷ1, ŷ2, ŷ3)x
(−n,0,n)t

Note that (−n, 0, n)t is the g–vector of un. The following Proposition gives an-
other two ZP–basis of A.
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Proposition 2.6.6.

sn = un + yδun−2 + y2δun−4 + · · · =
∑
k≥0

ykδun−2k, (2.6.12)

rn = sn + y2sn−1. (2.6.13)

In particular the set S = {cluster monomials} ∪ {snw
k, snz

k : n ≥ 1, k ≥ 0} and
R = {cluster monomials} ∪ {rnw

k, rnz
k : n ≥ 1, k ≥ 0} are ZP–basis of A. We call

S a semicanonical basis of A.

Proof. Recall from (2.3.10) that the F–polynomial of un is given by

Fun = yn
1 y

n
2 y

n
3 +

∑
e=(e1,e2,e3)

χun(e)ye1
1 y

e2
2 y

e3
3 + 1.

where χun(e1, e2, e3)
.
=

(
e1−e3

e2−e3

)
[
(

n−e3

n−e1

)(
e1−1

e3

)
+

(
n−e3−1

n−e1

)(
e1−1
e3−1

)
] and Fu0 = 1. By using

the identity
(

a−1
b−1

)
+

(
a−1

b

)
=

(
a
b

)
− δa, 0δb, 0, we have

χe(Regn) = χun(e) + χe−1(Regn−2) + δe1,0δe2,0δe3,0 + δe1,nδe2,nδe3,n

where 1 = (1, 1, 1) and δ is the Kronecker delta. We then have:

Fun(y1, y2, y3) = FRegn(y1, y2, y3)− y1y2y3FRegn−2(y1, y2, y3) (2.6.14)

from which one can easily prove that FRegn = Fun + yδFun−2 + y2δFun−4 + · · · by
induction on n. Since ŷδ =Then (2.6.12) follows from the definition.

The equation (2.6.13) follows from (2.6.8).

Corollary 2.6.7. For every n ≥ 2 we have

un = sn − y1y2y3sn−2. (2.6.15)

Moreover u1 = s1 and u0 = s0 = 1.

Remark 2.6.8. When all the coeficients y1, y2 and y3 equals 1, the relation (2.6.15)
becomes the well known relation between Chebychev’s polynomials of the first kind
and Chebychev’s polynomials of the second kind. Moreover in this setting the
straightening relation (2.1.20) becomes un+1 = u1un − un−1; we can hence see that
un = Tn(u1) is the n-th Chebychev’s polynomial Tn(u1) of the first kind computed
at u1 = zw − 2 and sn = Un(u1) where Un is the n–th Chebychev’s polynomial of
the second kind.

Example 2.6.9. The family {sn} satisfies property [hom], [F ], [g] and [B0] of The-
orem 1.5.7, and hence they are linearly independent over ZP. They do not satisfy
property [ind], since the Laurent monomial xn−2

3 /xn−2
1 = xgsn−2 appears with coeffi-

cient 1 in the Laurent expansion of sn−2 and with coefficient y1y2y3 in the Laurent
expansion of sn (as one can easily see from its definition 2.6.5).
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Chapter 3

Cluster algebras of type C
(1)
2 and

G
(1)
2

Let P = Trop(y1, y2, y3) be the tropical semifield generated by the elements y1, y2

and y3. Let F = QP(x1, x2, x3) be the field of rational functions in three commuting
variables x1, x2 and x3 over the field of fractions of the group ring ZP. We study
two particular cluster algebras inside F of type C

(1)
2 and G

(1)
2 .

3.1 Type C
(1)
2

Let C be the cluster algebra inside F with (principal coefficients at the) initial seed

Σ0 = {B = B(t0) =
0@ 0 −1 0

2 0 2
0 −1 0

1A, {x1;0, x2;0, x3;0}, {y1, y2, y3}}.

The Cartan counterpart of B is the matrix

C =
0@ 2 −1 0

−2 2 −2
0 −1 2

1A (3.1.1)

of type C
(1)
2 . Then C is a cluster algebra of type C

(1)
2 with principal coefficients at

the initial seed Σ0. C is a cluster algebra of bipartite type, hence we have all the
results of section 1.3 at our disposal. C is generated inside F by the distinct elements
{xi;2m : i = 1, 2, 3; m ∈ Z} defined by the exchange relations in the Corollary 1.3.6,
i.e. denoted by d(xi;2m) the denominator vector of xi;2m in the initial cluster, we
have the initial conditions

x1;0x1;2 = y1x
2
2;0 + 1 (3.1.2)

x2;0x2;−2 = y2x1;0x3;0 + 1 (3.1.3)

x3;0x3;2 = y3x
2
2;0 + 1 (3.1.4)
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Figure 3.1: Exchange Graph of the cluster algebra C

together with the recursive relations:

x1;2mx1;2m+2 = x2
2;2m + yd(x1;2m) (3.1.5)

x2;2mx2;2m+2 = yd(x2;2m)x1;2mx3;2m + 1 (3.1.6)

x3;2mx3;2m+2 = x2
2;2m + yd(x3;2m) (3.1.7)

and by the elements

w
.
=

x1;0x3;0 + y2y3x
2
2;0 + y2

x2;0x3;0

(3.1.8)

z
.
=

x1;0x3;0 + y1y2x
2
2;0 + y2

x1;0x2;0

(3.1.9)

(3.1.10)

The exchange graph of C is given in figure 3.1.

Proposition 3.1.1. For every m 6= 0 the denominator vector of x1;2m, x2;2m and
x3;2m in the initial cluster {x1;0, x2;0, x3;0} is given by: For every m ≥ 1

d(x1;2m) =


(

m
2(m − 1)

m − 1

)
= α1 + (m− 1)δ if m is odd,

(
m − 1

2(m − 1)
m

)
= α3 + (m− 1)δ if m is even

(3.1.11)

d(x2;2m) =
(

m
2m − 1

m

)
= −α2 +mδ (3.1.12)

d(x3;2m) =


(

m
2(m − 1)

m − 1

)
= α1 + (m− 1)δ if m is even

(
m − 1

2(m − 1)
m

)
= α3 + (m− 1)δ if m is odd

(3.1.13)
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d(x1;−2m) =


(

m
2m

m − 1

)
= −α3 +mδ if m is odd,

(
m − 1
2m
m

)
= −α1 +mδ if m is even

(3.1.14)

d(x2;−2m) =
(

m − 1
2(m − 1) + 1

m − 1

)
= α2 + (m− 1)δ (3.1.15)

d(x3;−2m) =


(

m
2m

m − 1

)
= −α3 +mδ if m is even

(
m − 1
2m
m

)
= −α1 +mδ if m is odd

(3.1.16)

where δ = (1, 2, 1)t (cf. Section 1.2.3). For every n ≥ 1:

d(w) =
(

0
1
1

)
, d(z) =

(
1
1
0

)
, d(un) =

(
n
2n
n

)
= nδ. (3.1.17)

Proof of Proposition 3.1.1. By the echange relations we have for every non–zero in-
teger m:

d(xi;2m) + d(xi;2m+2) = 2d(x2;2m)

from which all the formulas (3.1.11)–(3.1.16) follow by induction on m by using the
obvious initial condition given by the exchange relations (3.1.2)–(3.1.4).

The denominator vector of w and z is recognized by their definition (3.1.8) and
(3.1.9). The denominator vector of un is recognized directly by its definition (3.1.20)
since d(u1) = d(z) + d(w) = δ and

d(un+1) = d(u1) + d(un).

We want to find a canonical basis of C. In order to do that the following definition
is fundamental.

Definition 3.1.2. For every n ≥ 2 we define the elements of F by

u1 = zw − y2y3 − y1y2 (3.1.18)

u2 = u2
1 − 2yδ (3.1.19)

un+1 = u1un − yδun−1 (3.1.20)

where δ
.
= (1, 2, 1)t.

Conjecture 3.1.3. The set B = {cluster monomials}∪{unw
k, unz

k : n ≥ 1, k ≥ 0}
is a canonical basis of the cluster algebra C, i.e. B is a ZP–basis of C and its elements
are positive indecomposable.

This conjecture is motivating by the results obtained in the coefficient–free setting
that we are going to give in the next section.
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Figure 3.2: Exchange Graph around the initial vertex t0

3.2 Coefficient–free cluster algebra of type C
(1)
2

In this section we study the coefficient–free cluster algebra of type C
(1)
2 . We find the

canonical basis for this algebra and we find explicit formulas for its elements. This
section is independent on the others and completely self–contained.

3.2.1 Algebraic structure of a (coefficient-free) cluster alge-

bra of type C
(1)
2

We study of the (coefficient-free) cluster algebra C with initial seed

{B = B(t0) =
0@ 0 −1 0

2 0 2
0 −1 0

1A, {r1, s1, v1}}.

We are changing notations with respect to the general case since it is convenient.
The corresponding Cartan matrix is

A =
0@ 2 −1 0

−2 2 −2
0 −1 2

1A (3.2.1)

of type C
(1)
2 . Let B(i) be the principal submatrix of B(C) obtained by removing the

i-th row and column. Since B(C) is of affine type, B(1), B(2) and B(3) are all of
finite type. More precisely B(1) is of type C2, B(2) is of type A1 × A1 and B(3)
of type B2. The corresponding Coxeter numbers are respectively h = 4, h = 2 and
h = 4. By the useful result [16, Theorem 7.7], we know the cluster variable r1 appears
in exactly h + 2 = 6 different seeds, the variable s1 in exactly h + 2 = 4 different
seeds and the variable v1 in exactly h + 2 = 6 different seeds. So in the exchange
graph they must appear in the way showed by the figure 3.2. In this figure vertices
correspond to seeds and a variable inside a region touching a vertex t, corresponds
to a cluster variable of the seed in t. For example t0 is the initial vertex (i.e. the
vertex corresponding to the initial seed), t1 corresponds to the seed obtained after a
mutation in direction 3 from the initial one and t2 is obtained from t1 by mutation
in direction 1. The matrices in t1 and t2 are respectively

B(t1) =
0@ 0 −1 0

2 0 −2
0 1 0

1A and B(t2) =
0@ 0 1 0

−2 0 −2
0 1 0

1A.
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Figure 3.3: The Exchange Graph of C.

We note that B is invariant under the permutation (13) of the index set. Clearly for
every permutation σ of the index set and every index i the following diagram

B
µi−→ Bi

σ ↓ ↓ σ
B′ µσ(i)−→ B′(i)

(3.2.2)

commutes. In particular the mutation in direction 1 of B gives the matrix (13)B(t1)
obtained from B(t1) after the permutation (13) of the index set. We’ve found all the
matrices in the square. The mutation of B(t1) in direction 2 gives the matrix

B(t3) =
0@ 0 1 −2

−2 0 2
2 −1 0

1A.

By (3.2.2) the matrix on the opposite vertex to t3 with respect to s1 is (13)B(t3).
Moreover we note that the mutation of B(t2) in direction 2 is nothing but B. Then we
have obtained both all the exchange matrices for the cluster algebra C and a surjective
map from the graph in the figure 3.3 and the exchange graph of C. Consequently
we’ve obtained all the exchange relations of C:

rmvm+1 = s2
m + 1 (3.2.3)

vmrm+1 = s2
m + 1 (3.2.4)

wsm = rm + rm+1 (3.2.5)

sm−1sm = rmvm + 1 (3.2.6)

zsm = vm + vm+1 (3.2.7)

rm−1rm+1 = r2
m + w2 (3.2.8)

vm−1vm+1 = v2
m + z2 (3.2.9)

We note that w and z appear in infinitely many clusters otherwise rm and vm wouldn’t
appear in exactly 6 clusters. To see that the graph in the figure 3.3 is the exchange
graph of C we have only to prove that the cluster variables are all distinct (i.e. the
map above is also injective). In the initial cluster {r1, v1, s1} we have the denominator
map

d : C → Q = Zα1 + Zα2 + Zα3 : y =
Fy(r1, s1, v1)

rd1
1 s

d2
1 v

d3
1

7→ d1α1 + d2α2 + d3α3 (3.2.10)

Clearly d(r1) = −α1, d(s1) = −α2 and d(v1) = −α3.
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Figure 3.4: Denominator vectors in the initial cluster

Proposition 3.2.1. For every n ≥ 1:

d(rn+1) =
(

n − 1
2(n − 1)

n

)
= α3 + (n− 1)δ (3.2.11)

d(sn) =
(

n − 1
2(n − 1)− 1

n − 1

)
= −α2 + (n− 1)δ (3.2.12)

d(vn+1) =
(

n
2(n − 1)

n − 1

)
= α1 + (n− 1)δ (3.2.13)

For every n ≤ 0

d(rn+1) =
(

n − 1
2n
n

)
= −α1 + nδ (3.2.14)

d(sn) =
(

n
2n + 1

n

)
= α2 + nδ (3.2.15)

d(vn+1) =
(

n
2n

n − 1

)
= −α3 + nδ (3.2.16)

where δ = (1, 2, 1)t (cf. Section 1.2.3). For every n ≥ 1:

d(w) =
(

0
1
1

)
, d(z) =

(
1
1
0

)
, (3.2.17)

Proof. It follows from Proposition 3.1.1.

We conclude that the cluster variables are all distinct. The figure 3.4 shows the
denominator vectors of the cluster variables. In this figure we put out the correspon-

dence with the real roots of type C
(1)
2 once we choose

◦
Π= {α2, α3} (see Section 1.2.3).

By the exchange relations the following useful formulas hold

wvm = zrm = sm−1 + sm (3.2.18)

Indeed

wvmsm = (rm + rm+1)vm = rmvm + s2
m + 1 = zrmsm = sm−1sm + s2

m

We introduce an element u ∈ A by setting

u = zw − 2. (3.2.19)
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Let T0, T1, . . . be the sequence of Chebyshev polynomials of the first kind given by
T0 = 1, and Tn(t + t−1) = tn + t−n for n > 0. We define the sequence u1, u2, . . . of
elements of C by setting un = Tn(u). From (3.2.19) we obtain

d(u) = d(z) + d(w) = δ.

If we consider the automorphism t of C which sends xm to xm+2, for x = r, s or v,
we have by definition

unxm = xm−n + xm+n. (3.2.20)

In particular by induction on n, it can be shown that:

d(un) =
(

n
2n
n

)
= nδ. (3.2.21)

3.2.2 Explicit Laurent expansions

In this section we give the explicit Laurent expansion of the elements of the set
B = {cluster monomials} ∪ {unw

k, unz
k} in the initial cluster {r1, s2, v1} of C.

Theorem 3.2.2. • For every n ≥ 2 the following formulas hold:

rn =
s4n−6
1 +

∑
q+r≤2n−4

(
2n−4−r

q

)(
2n−3−q

r

)
rq
1s

2r
1 v

q
1

rn−2
1 s2n−4

1 vn−1
1

(3.2.22)

sn =
s4n−4
1 +

∑
q+r≤2n−3

(
2n−3−r

q

)(
2n−2−q

r

)
rq
1s

2r
1 v

q
1

rn−1
1 s2n−3

1 vn−1
1

(3.2.23)

vn =
s4n−6
1 +

∑
q+r≤2n−4

(
2n−4−r

q

)(
2n−3−q

r

)
rq
1s

2r
1 v

q
1

rn−1
1 s2n−4

1 vn−2
1

(3.2.24)

• For every n ≥ 0 the following formulas hold

r−n =
(r1v1)

2n+2 +
∑

q+r≤2n+1

(
2n+2−r

q

)(
2n+1−q

r

)
rq
1s

2r
1 v

q
1

rn
1 s

2n+2
1 vn+1

1

(3.2.25)

s−n =
(r1v1)

2n+1 +
∑

q+r≤2n

(
2n+1−r

q

)(
2n−q

r

)
rq
1s

2r
1 v

q
1

rn
1 s

2n+1
1 vn

1

(3.2.26)

v−n =
(r1v1)

2n+2 +
∑

q+r≤2n+1

(
2n+2−r

q

)(
2n+1−q

r

)
rq
1s

2r
1 v

q
1

rn+1
1 s2n+2

1 vn
1

(3.2.27)

• For every n ≥ 1 the following formula holds

un =
(r1v1)

2n + s4n
1 +

∑
q+r≤2n−1

2n
2n−q−r

(
2n−1−r

q

)(
2n−1−q

r

)
rq
1s

2r
1 v

q
1

rn
1 s

2n
1 v

n
1

(3.2.28)
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Proof. By the symmetries in the exchange relations, the Laurent expansion of r−n

(n ≥ 0)(resp. s−n(n ≥ 1), v−n(n ≥ 0)) in the cluster {r1, s0, v1} is obtained from the
Laurent expansion of rn+2 (resp. sn+1, vn+2) in the cluster {r1, s1, v1} by exchanging
s1 with s0. Then, applying the relation s0s1 = r1v1 + 1, the formula (3.2.25) (resp.
(3.2.26), (3.2.27)) follows from (3.2.22) (resp. (3.2.23), (3.2.24)).

Moreover the Laurent expansion of vn in the cluster {r1, s1, v1} is obtained from
the Laurent expansion of rn by interchanging the variables r1 and v1. Then (3.2.24)
follows from (3.2.22).

It remains to prove both (3.2.22) and (3.2.23).
For n = 2, (3.2.22) is nothing but the exchange relation (3.2.3), while (3.2.23)

becomes

s2 =
s4
1 +

∑
q+r≤1

(
1−r

q

)(
2−q

r

)
rq
1s

2r
1 v

q
1

r1s1v1

=
s4
1 + 1 + r1v1 + 2s2

1

r1s1

=
r2v2 + 1

s1

that is (3.2.6). By induction on n a direct calculation shows that the right hand side
of (3.2.22) (resp. (3.2.23)) satisfies (3.2.5) (resp. (3.2.18)).

3.2.3 Canonical basis

Theorem 3.2.3. The set B = {cluster monomials} ∪ {unw
k, unz

k|n ≥ 1, k ≥ 0} is
the canonical basis of C.

Proof. The proof is organized as follows: in Corollary 3.2.5 we prove that B is a
linearly independent set over Z; by Theorem 3.2.2 it follows that the elements of B
are positive; in Section 3.2.4 we prove the elements of B are positive indecomposable
and that B spans C over Z.

Our next result provides a parametrization of B. Let Q = Z3 be the root lattice
of type C

(1)
2 . We fix the basis {α1, α2, α3} of simple roots. We will sometimes write

a point α = a1α1 + a2α2 + a3α3 ∈ Q simply as α = (a1, a2, a3).

Theorem 3.2.4. In the situation of Theorem 3.2.3, for every α = (a1, a2, a3) ∈ Q,
there is a unique basis element b = b[α] ∈ B of the form

b[α] =
Nα(x1, x2, x3)

xa1
1 x

a2
2 x

a3
3

, (3.2.29)

where Nα is a polynomial with constant term 1. The correspondence α 7→ b[α] is a
bijection between Q and B. Under this bijection the cluster variables different from
{r1, s1, v1} and the elements {unw, unz} correspond to all the positive real roots of

the Kac-Moody algebra of type C
(1)
2 .

Proof. The second part follows by Proposition 3.2.1 using the results of Section 1.2.3.
We now prove the bijection with Q. Since d(un) = nd(u1), d(u1) = d(z) + d(w)

and d(w) and d(z) lie in the positive octant, the image of {unz, unw : n ≥ 0} is the
cone

CIm := Z≥0d(z) + Z≥0d(w) = Z≥0(α1 + α2) + Z≥0(α2 + α3)
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Then it remains to show the following:

For every cluster {t1, t2, t3}, the vectors d(t1), d(t2) and d(t3) (3.2.30)

form a Z-basis of Q.

For every cluster {t1, t2, t3}, the vectors d(t1), d(t2) and d(t3) (3.2.31)

are the only positive real roots contained in the additive

semigroup C{t1,t2,t3} := Z≥0d(t1) + Z≥0d(t2) + Z≥0d(t3).

The union
⋃
C{t1,t2,t3} is equal to Q− CIm. (3.2.32)

From Proposition 3.2.1 it follows by direct check that given a cluster {s1, s2, s3},

det(d(s1),d(s2),d(s3)) = ±1 (3.2.33)

(here det is the determinant view as a multi-linear function on the column of matrices)
and (3.2.30) is proved.

In order to prove (3.2.31) we first observe that the clusters containing at least
one initial cluster variable r1, s1 or v1 (showed in figure3.5) satisfy both (3.2.31) and

(3.2.32). Indeed their union equals Q\
◦
Q+ where

◦
Q+ is the strictly positive octant

◦
Q+= {λ =

3∑
i=1

kiαi ∈ Q : ki > 0}.

Moreover the rest of the denominator vectors {d(s) : s 6= r1, s1, v1} are contained

in Q+\
◦
CIm where

◦
CIm is the interior of CIm. Then they satisfy (3.2.31). Now we can

consider the other clusters. We are going to show that whenever d(t) lies in C{t1,t2,t3}
for a cluster variable t, then t is either t1 or t2 or t3. Let us consider the operator

σ2(α) =

{
−α if α = α2

2α2 + α if α = α1, α3

defined on the generators and extended by linearity to Q. σ2 fixes CIm pointwise,
then the subspace generated by CIm is the maximal subspace with this property. In
particular σ2(αi + δ) = σ2(αi) + δ for i = 1, 2, 3. It follows σ2 induces an involution
in the set of the clusters not containing r1 or v1 which sends sm into s1−m. Then
it is sufficient to consider only the case in which all t, t1, t2 and t3 are rm, sm, vm

with m ≥ 2, s1, z or w. By Proposition3.2.1, the corresponding denominator vectors
are all contained in the cone D in Q spanned by −α2 and CIm. Now we can reduce
further our case by case proof by considering the involution of Q defined on the
generators by

(13) : α1 7→ α3 and α2 7→ α2.

It induces an automorphism of the exchange graph sending r1 into v1. It sends
clusters in clusters. The maximal subspace fixed by (13) contains α2 and α1 + α3.
It cuts D into two cones. Now we only have to treat the corresponding two cases.
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Figure 3.5: Denominator vectors having at least a zero coordinate

First of all let us assume s = {rm, w, rm+1} and t ∈ {rm+n+1, w, rm+n+2} for some
n ≥ 0. d(rm+n+1) and d(rm+n+2) lie on the opposite side of the plane through d(w)
and d(rm+1) with respect to d(rm) (indeed d(rm+n+1) = d(rm+1) + (n + 1)δ and
d(rm) = d(rm+1) − δ). It follows they can’t be in C(s). Moreover the other cluster
variables lie on the (closed) half-space of Q not containing w. So let us consider the
second case. Let us first assume

s = {rm, sm, rm+1}m≥2

We have

d(rm+n+1) = d(rm+1) + nδ
d(vm+n) = d(vm+1) + (n− 1)δ = −d(rm+1) + 2d(sm) + nδ
d(sm+n) = d(sm) + nδ

then they are contained in the half-space of Q opposite to d(rm) with respect to the
plane through d(sm) and d(rm+1) for every n ≥ 1. Moreover

d(vm) = 2d(s)− d(rm)− δ

so d(vm) is opposite to d(rm+1) = d(rm) + δ with respect to the 2-dimensional
subspace through d(sm) and d(rm). We conclude that d(rk), d(sk), d(vk) are not

contained in
◦
C (s) for k ≥ m. Analogously when

s = {rm, sm, vm}
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we have

d(rm+n) = d(rm) + nδ = −d(vm) + 2d(sm) + (n− 1)δ
d(sm+n) = d(sm) + nδ

for n ≥ 1 they are opposite to d(rm) with respect to the plane through d(sm) and
d(vm). Moreover

d(vm+n) = d(vm) + nδ = 2d(sm)− d(rm) + (n− 1)δ

for n ≥ 1 are opposite to d(vm) with respect to the plane through d(rm) and d(sm).
Finally when

s = {rm+1, sm, vm+1}

we have
d(sm) = 1

2
d(rm+1) + 1

2
d(vm+1)− 1

2
δ

d(sm+n) = 1
2
d(rm+1) + 1

2
d(vm+1) + (1

2
+ n)δ

d(rm+1+n) = d(rm+1) + nδ

d(vm+1+n) = d(vm+1) + nδ

so they are opposite to d(sm) with respect to the plane through d(rm+1) and d(vm+1).
This shows (3.2.31).

In order to show (3.2.32) it is sufficient to show

Z≥0α1 + Z≥0α3 + Z≥0δ =
⋃

m≥2 C(rm, sm, vm)∪

∪
⋃

m≥2 C(rm, sm, rm+1) ∪
⋃

m≥3 C(rm, sm−1, vm) ∪
⋃

m≥2 C(vm, sm, vm+1).
(3.2.34)

together with

Z≥0(α2 + α3) + Z≥0α3 + Z≥0δ =
⋃
m≥2

C(rm, w, rm+1) (3.2.35)

Indeed applying the linear operators s2 and (13) we cover the entire Q+ which we
think as the following union

Q+ =< α1, α3, δ > ∪ < α3, α2 + α3, δ > ∪ < α2 + α3, 2α2 + α3, δ > ∪

∪ < 2α2 + α3, 2α2 + α1, δ > ∪ < 2α2 + α1, α1 + α2, δ > ∪ < α1 + α2, α1, δ >

where < α, β, γ > is the additive semigroup generated in Q by α, β and γ. We
observe that for every linearly independent vectors α and β we have

Z≥0α+ Z≥0β =
⋃
n≥0

[Z≥0(α+ nβ) + Z≥0(α+ (n+ 1)β)] .
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Indeed for every γ = aα + bβ there exists a unique n such that 1
n+1
≤ a

b
≤ 1

n
. Then

(3.2.35) follows. Moreover

Z≥0α1 + Z≥0α3 + Z≥0δ =
⋃

n≥0 [Z≥0(α3 + nδ) + Z≥0(α3 + (n+ 1)δ)]

+
⋃

n≥0 [Z≥0(α1 + nδ) + Z≥0(α1 + (n+ 1)δ)] =⋃
n≥0 [Z≥0(α3 + nδ) + Z≥0(α1 + nδ) + Z≥0(α3 + (n+ 1)δ) + Z≥0(α1 + (n+ 1)δ)]

Now for every n ≥ 0 we have

Z≥0(α3 + nδ) + Z≥0(α1 + nδ) + Z≥0(α3 + (n+ 1)δ) + Z≥0(α1 + (n+ 1)δ) =

= [Z≥0(α3 + nδ) + Z≥0(α1 + α2 + α3 + nδ) + Z≥0(α1 + nδ)] +
[Z≥0(α3 + nδ) + Z≥0(α1 + α2 + α3 + nδ) + Z≥0(α3 + (n+ 1)δ)] +
[Z≥0(α1 + nδ) + Z≥0(α1 + α2 + α3 + nδ) + Z≥0(α1 + (n+ 1)δ)] +

[Z≥0(α3 + (n+ 1)δ) + Z≥0(α1 + α2 + α3 + nδ) + Z≥0(α1 + (n+ 1)δ)]

= C(rn+2, sn+2, vn+2) ∪ C(rn+2, sn+2, rn+3)∪

∪C(vn+2, sn+2, vn+3) ∪ C(rn+3, sn+2, vn+3)

Corollary 3.2.5. B is a linearly independent set and its elements are positive inde-
composable.

Proof. For γ = g1α1 + g2α2 + g3α3 ∈ Q, we abbreviate tγ = rg1

1 s
g2

1 v
g3

1 . We will use
the product partial order on Q = Z3:

γ1 ≥ γ2 ⇔ γ1 − γ2 ∈ Q+ = Z≥0α1 + Z≥0α2 + Z≥0α3. (3.2.36)

By Theorem 3.2.4, B can be parameterized by Q so that the element b[α] corre-
sponding to α ∈ Q has the form

b[α] = t−α +
∑

γ>−α

cγt
γ . (3.2.37)

Now suppose that a (finite) integer linear combination of elements b[α] ∈ B is equal
to 0. Let S ⊂ Q be the set of all α such that b[α] occurs with a non-zero coefficient
in this linear combination. If S is non-empty, pick a maximal element α ∈ S; in view
of (3.2.37), the (Laurent) monomial t−α does not occur in any b[β] for β ∈ S − {α},
which gives a desired contradiction.

3.2.4 The set B spans C and its elements are positive inde-
composable

We use straightening relations (see Section1.5.2).
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Proposition 3.2.6. • The following relation holds for all p ≥ n ≥ 1:

unup =

{
up−n + up+n if p > n;

2 + u2n if p = n.
(3.2.38)

• For all m ∈ Z and n ≥ 1, we have

rmrm+n = rm+bn
2
crm+dn

2
e + (

∑
k>0

kun−2k)w
2. (3.2.39)

• For all m ∈ Z and n ≥ 1

vmvm+n = vm+bn
2
cvm+dn

2
e + (

∑
k>0

kun−2k)z
2. (3.2.40)

• For all m ∈ Z and n ≥ 1

smsm+2n = s2
m+n +

2n−1∑
k=0

(k + 1)u2n−1−k. (3.2.41)

• For all m ∈ Z and n ≥ 1

smsm+2n+1 = rm+nvm+n +
2n∑

k=0

(k + 1)u2n−k. (3.2.42)

• For all m ∈ Z and n ≥ 1

rmvm+2n = vmrm+2n = rm+nvm+n +
2n∑

k=1

ku2n−k. (3.2.43)

• For all m ∈ Z and n ≥ 1

rmsm+n = smrm+n+1 = rm+dn
2
esm+bn

2
c + (

n∑
k=1

dk
2
eun−k)w. (3.2.44)

• For all m ∈ Z and n ≥ 1

rmvm+2n+1 = vmrm+2n+1 = s2
m+n +

2n+1∑
k=1

ku2n+1−k. (3.2.45)

Proof. (3.2.38) follows immediately by the definition of the Chebyshev’s polynomials.
It is convenient to prove the following reformulation of (3.2.39):

t−d
n
2
erm+dn

2
et
dn

2
erm+bn

2
c = t−b

n
2
crm+bn

2
ct
bn

2
crm+dn

2
e (3.2.46)
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t−b
n
2
crm+bn

2
ct
bn

2
crm+dn

2
e = rm+bn

2
crm+dn

2
e + (

∑
k>0

kun−2k)w
2 (3.2.47)

Since bn
2
c+ dn

2
e = n they are equivalent to (3.2.39).

For n even (3.2.46) is obvious. If n is odd dn
2
e = bn

2
c+ 1 and it follows by direct

check.
To prove (3.2.47) we proceed by induction on n. If n = 0 or 1 it is obvious. For

n = 2 it is nothing else than the exchange relation (3.2.8). let us assume (3.2.47)
true for n and n− 1 and let us prove it for n+ 1.

t−b
n+1

2
crm+bn+1

2
ct
bn+1

2
crm+dn+1

2
e = t−b

n
2
crm+bn

2
ct
bn

2
c+1rm+dn

2
e

= u1t
−bn

2
crm+bn

2
ct
bn

2
crm+dn

2
e − t−b

n
2
crm+bn

2
ct
bn

2
c−1rm+dn

2
e

= u1t
−bn

2
crm+bn

2
ct
bn

2
crm+dn

2
e − t−d

n−1
2
erm+dn−1

2
et
dn−1

2
erm+bn−1

2
c

= u1[rm+bn
2
crm+dn

2
e + (

∑
k>0 kun−2k)w

2]+

−[rm+bn−1
2
crm+dn−1

2
e + (

∑
k>0 kun−1−2k)w

2]

= rm+bn
2
c+1rm+dn

2
e + rm+bn

2
c−1rm+dn

2
e + (

∑
k>0 ku1un−2k)w

2+

−[rm+bn−1
2
crm+dn−1

2
e + (

∑
k>0 kun−1−2k)w

2].

Now we must distinguish the case even from the case odd.
If n is even

= rm+dn+1
2
erm+bn+1

2
c + [

∑
0<k< n−1

2

k(un−1−2k + un+1−2k)]w
2 +

n

2
u1w

2

−(
∑

k>0 kun−1−2k)w
2

= rm+bn+1
2
crm+dn+1

2
e + (

∑
0<k< n−1

2

kun+1−2k)w
2 +

n

2
u1w

2

= rm+bn+1
2
crm+dn+1

2
e + (

∑
k>0 kun+1−2k)w

2

If n is odd

= r2
m+dn

2
e + r2

m+bn
2
c + w2 + (

∑
k>0 ku1un−2k)w

2+

−r2
m+bn−1

2
c − (

∑
k>0 kun−1−2k)w

2

= r2
m+dn+1

2
e + w2 + (

∑
0<k< n−1

2

kun+1−2k)w
2 +

n− 1

2
(u2 + 2)w2 − n− 1

2
w2

= rm+bn+1
2
crm+dn+1

2
e + (

∑
k>0 kun+1−2k)w

2
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The proof of (3.2.40) is completely equivalent using (3.2.9) instead of (3.2.8).
(3.2.41)-(3.2.45) follow after a similar calculation. The first equalities of (3.2.44)-
(3.2.45) can be shown using for example the following argument: for n = 1 we have

vm+2rm = vm+1rm+1 + u1 + 2 = vm+nrm.

let us proceed by induction on n:

vmrm+2rm = rmvm+2n−2rm+2n = rmvm+2nrm+2n−2

and similarly for the others.

Proposition 3.2.7. The set B = {cluster monomials} ∪ {unz
k, unw

k|n ≥ 1, k ≥ 0}
spans the cluster algebra C over Z and its elements are positive indecomposable.

Proof. We define the multi-degree

µ1(M) =
s∑

i=1

ai +
t∑

j=1

bj + c+ d

µ2(M) = mt −m1;

µ3(M) = b1 + bt.

defined on a generic monomial M = ua1
n1 · · ·uas

ns
xb1

m1
· · ·xbt

mt
wczd where x is either r,

s or v. We proceed by induction on µ(M). If µ1(M) = 1 then M is a cluster
variable or one of the un’s. Then it suffices to show that every monomial M which
has at least one of the “forbidden” products as a factor, can be written as a linear
combination of monomials of (lexicographically) smaller multi-degree. We will show
that this can be done by replacing some “forbidden” factor of M with its expres-
sion given by the appropriate relation in Proposition 3.2.6. Indeed, if

∑s
i=1 ai ≥ 2

(resp.
∑s

i=1 ai = 1) then one can apply (3.2.38) (resp. (3.2.20)), expressing M as a
linear combination of monomials with smaller value of µ1. So we can assume that
M = xb1

m1
· · ·xbt

mt
wczd. If both c and d are positive, using (3.2.19) one obtains again a

sum of two monomials with smaller value of µ1. So we can assume that c = 0 (resp.
d = 0) and that we can apply (3.2.7) (resp. (3.2.5)) or (3.2.18). We again obtain
a sum of two monomials having smaller value of µ1 than the initial one. So we can
assume that M has one of the following forms: M1 = (Πir

bi
mi

)wc or M2 = (Πiv
bi
mi

)zd

or M3 = (Πis
bi
mi

) with mt−m1 ≥ 3. We apply the appropriate formula in the Propo-
sition 3.2.6 to the product xm1xmt . By inspection, in the resulting expression for
both M1 and M2, all the monomials except at most one that has smaller value of
µ1 have the same value of µ1. By further inspection, for every such monomial M ′, if
min(b1, bt) = 1 (resp. min(b1, bt) ≥ 2) then µ2(M

′) < µ2(M) (resp. µ2(M
′) = µ2(M)

and µ3(M
′) = µ3(M) − 2) . Analogously in the resulting expression for M3, there

is precisely one monomial M ′ with µ1(M
′) = µ1(M), while the rest of the terms

have smaller value of µ1. Moreover if min(b1, bt) = 1 (resp. min(b1, bt) ≥ 2) then
µ2(M

′) < µ2(M) (resp. µ2(M
′) = µ2(M) and µ3(M

′) = µ3(M)− 2).
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Once we have that the elements of B are positive and they span C over Z we can prove
they are positive indecomposable by using the same argument as in Corollary 3.2.5:
we prove that the expansion of a positive element of C in the Z–basis B has positive
coefficients. Suppose that a (finite) integer linear combination of elements b[α] ∈ B
is equal to p. Let S ⊂ Q be the set of all α such that b[α] occurs with a non-zero
coefficient in this linear combination. If S is non-empty, pick a maximal element
α ∈ S with respect to (3.2.36); in view of (3.2.37), the (Laurent) monomial t−α does
not occur in any b[β] for β ∈ S−{α}, we hence conclude that the coefficient of t−α in
this linear combination is positive. Since b[α] is positive, its coefficient in this linear
combination is positive. By repeating the same argument for every element of S we
get the claim.

3.3 Type G
(1)
2

Let G be the cluster algebra inside F with initial seed

Σ0 = {B = B(t0) =
0@ 0 −1 0

1 0 1
0 −3 0

1A, {x1;0, x2;0, x3;0}, {y1, y2, y3}}.

The Cartan counterpart of B is the matrix

C =
0@ 2 −1 0

−1 2 −1
0 −3 2

1A

of type G
(1)
2 . Then G is a cluster algebra of type G

(1)
2 with principal coefficients

at the initial seed Σ0. G is a cluster algebra of bipartite type, hence we have all
the results of section 1.3 at our disposal. G is generated inside F by the elements
{xi;2m : i = 1, 2, 3, m ∈ Z} defined by the exchange relations in the Corollary 1.3.6
and by the elements:

w
.
=

x1;0x
3
3;0 + y2(y3x2;0 + 1)2

x2;0x2
3;0

(3.3.1)

z
.
=

y2(y1x2;0 + 1)(y3x2;0 + 1) + x1;0x
3
3;0

x1;0x2;0x3;0

. (3.3.2)

The exchange graph of G is given by Figure 3.6
The following definition is fundamental in order to get a canonical basis of G.

Definition 3.3.1.

u1 = zw − y2y
2
3 − y1y2y3 (3.3.3)

u2 = u2
1 − 2yδ (3.3.4)

un+1 = u1un − yδun−1 (3.3.5)

where δ
.
= (1, 2, 3)t.
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Figure 3.6: Exchange graph of the cluster algebra G

We want to note here the analogy between Definition 3.1.2, Definition 3.3.1 and
Definition 2.1.3: in all these cases

u1 = zw − yd(w) − yd(z)

and the un is a modification of the Cebychev’s polynomial Tn(u1) of the first kind
evaluated in u1.

Conjecture 3.3.2. The set B = {cluster monomials}∪{unw
k, unz

k : n ≥ 1, k ≥ 0}
is a canonical basis of the cluster algebra G, i.e. B is a ZP–basis of G and its elements
are positive indecomposable.
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