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Summary

In the last fifteen years a large amount (more than 500) ofsatar planets has
been found. However, until now the great majority of them basn discovered ex-
ploiting indirect techniques like e.g. the radial veloaiethod (that gives, actually,
the most important contribution), the transit method, theratlensing method and oth-
ers.

Direct imaging of extrasolar planets would be very importansample the external
parts of the extrasolar systems where the most importaireictdnethods (e.g. radial
velocity) are not able to get until now, and to test the modethe formation of the
planetary systems. However, direct imaging of extrasdiamets is very dficult be-
cause of the great luminosity contrast 10757 for a giant planet ang 10°° for an
Earth-like planet) and the small separation (few tenthsadec for a planet at 10 AU

at some tens of pc) between the companion object and theatstar. Until now just
a few extrasolar planets have been imaged around stellabstedlar (brown dwarfs)
objects.

In the near future, some instruments like SPHERE (that wikrate at ESO VLT)
promise to be able to largely improve the number of planetswiil be found through
direct imaging. These instruments to work properly, howewe should be able to
strongly reduce the impact of the speckle noise. To this a#mous diferential imag-
ing methods have been developed in these years like e.g. pibetral Diterential
Imaging (that exploits the spectral characteristics ofgbarched planets), the Angu-
lar Differential Imaging (that exploits the rotation of the Fieldidw to subtract the
static speckle pattern) and the Spectral Deconvoluticat @hploits the spectral char-
acteristics of the speckle pattern itself). All these mdthbave been tested during the
simulations that we performed on the SPHERE IFS performanithh some modifi-
cations to adapt them to the characteristics of the instniifsee Section 3.2). The
results of these simulations confirm that, using the SPHEREihstrument in associ-
ation with diterential imaging techniques, we will be able to get lumityosontrasts
between the companion object and the central star of the ofd®me 107 at sep-
arations of less than 1 arcsec. Moreover, from our simulatid seems that spectral
deconvolution can get slightly better contrasts with respe the spectral dlierential
imaging method.

An example of possible data analysis on real data is givernapr 2 where | present
the results of the analysis performed on data from the NAC@é& &rogram.

In Section 3.3 | then present the results of an analysis madest the astrometric
potential of SPHERE IFS exploiting, in particular, the deristics of the speckle
pattern. It results that these methods should allow anrastiric precision better than
1 mas. In Section 3.4 | then present a possible pipeline dpedlfor the IFS data
reduction with the aim to find and characterize eventual comgn objects.

A further development in the field of direct imaging of extsks planets should be
reached with EPICS, which is an instrument designed to wbtkeafuture ESO Eu-
ropean Extremely Large Telescope (E-ELT). It is at preserthé post Phase A. In
Chapter 4 | present the results of a laboratory experimeneaito test the possible
advantages in using an apodizer in place of a traditionail pugsk. It resulted that,
probably due to the presence of ghosts, we are not able togbgreeduce the cross-talk



using an apodizer but however its level is well below the esfied values.
Finally in the same Chapter | present the preliminary op&ehanical design of the

IFS that will be part of EPICS. This design has been presattdte Phase A meeting
of the instrument.



Sommario

Negli ultimi quindici anni un gran numero (pit di 500) di peti extrasolari sono
stati scoperti. Comunque, fino ad oggi la gran parti di estata scoperta sfruttando
tecniche indirette come per esempio le velocita radi&le (forniscono in fetti il con-
tributo pill importante), il metodo dei transiti, il metodhe sfrutta il microlensing e
altri.

L'imaging diretto di pianeti extrasolari sarebbe estreraate importante perché per-
metterebbe di campionare le zone pil esterne dei sisteanetari extrasolari dove i
metodi indiretti principali (per esempio le velocita ralil non sono in grado di ar-
rivare fino ad ora e perché permetterebbe di testare i maliléirmazione dei sistemi
planetari. Ad ogni modo, I'imaging diretto di pianeti ex¢rdari & estremamente dif-
ficile a causa del grande contrasto di luminosital0% - per un pianeta gigante e
~ 107° per un pianeta di tipo terrestre) e della piccola separaz{pochi decimi di
arcsec per un pianeta~al0 UA e a qualche decina di pc dal Sole) fra il pianeta e la
stella centrale. Fino ad oggi solo pochi pianeti extrasstamo stati scoperti per mezzo
di imaging diretto attorno a oggetti stellari e substel{aeine brune).

Nel prossimo futuro, alcuni strumenti come SPHERE (che engeal VLT del’ESO)
dovrebbero essere in grado di aumentare di molto il numepadieti scoperti tramite
imaging diretto. Perché questi strumenti funzionino netimmigliore, sara comunque
necessario ridurre fortemente il rumore dovuto alle specklquesto scopo, un certo
numero di metodi di imaging ffierenziale sono stati sviluppati in questi anni come
per esempio I&pectral Diferential Imagingche sfrutta le caratteristiche spettrali del
pianeta che stiamo cercandojtigular Diferential Imaging(che sfrutta la rotazione
del campo di vista per la sottrazione del pattern di spedklice) e laSpectral De-
convolution(che sfrutta le caratteristiche spettrali dello stessaldpepattern). Tutti
questi metodi sono stati testati nel corso delle simulaziba abbiamo #ettuato allo
scopo di controllare le performance dell'IFS di SPHERE denr@e modifiche pensate
per adattarli alle caratteristiche dello strumento (vedelParagrafo 3.2). | risultati di
queste simulazioni confermano che, usando I'lFS di SPHES#eme ad alcune di
queste tecniche di imagingftiérenziale, saremo in grado di ottenere contrasti di lu-
minosita tra un pianeta e la stella centrale dell'ordinguilche 10’ per separazioni
inferiori ad 1 arcsec. Inoltre, dalle nostre simulazioeinbra che lapectral decon-
volution permetta di ottenere contrasti leggermente migliori dillgo&enuti con lo
spectral djferential imaging

Un esempio di analisi di dati provenienti da un caso realaté del Capitolo 2 dove
presento i rsultati dell’analisifettuata sui dati ottenuti conMACO Large Program
Nel Paragrafo 3.3 presento i risultati dell'analisi svgiex verificare il potenziale per
I'astrometria dell'lFS di SPHERE sfruttando, in partio@ale caratteristiche dello
speckle patternll risultato di questa analisi & che questi metodi dovezblzonsentire
una precisione astrometrica migliore di 1 mas. Nel Parag3af, presento invece una
possibilepipelinesviluppata per I'analisi dei dati provenienti dall'lFS clanscopo, in
particolare, di trovare e caratterizzare pianeti.

Un ulteriore sviluppo nel campo dell'imaging diretto di p&ti extrasolari dovrebbe
essere ottenuto con EPICS che & uno strumento progetiabpeeare presso il futuro
European Extremely Large TelescopellESO. Lo strumento si trova al momento in



post Fase A. Nel Capitolo 4 presento i risultati di un espernita di laboratorio che
aveva lo scopo di verificare i possibili vantaggi ottenust8aendo un apodizzatore
ad una maschera tradizionale nella pupilla dello strumebto questo esperimento &
risultato che, probabilmente a causa della presenzgnd$t non siamo in grado di
ridurre il cross-talkusando un apodizzatore ma che, ad ogni modo, il suo liveteré
sotto i valori richiesti.

Infine, in questo Capitolo presento il progetto opto-meamxapreliminare dell'lFS che
sara parte di EPICS. Questo progetto é stato presentateeting per la Fase A dello
strumento.
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Chapter 1

Introduction

1.1 Search of extrasolar planets

Since the discovery of the first Jupiter mass companion bhjecind the solar type star
51 Pegasi in 1995 (Mayor & Queloz , 1995), more than 500 ptagetbjects orbiting
around stars other than the Sun have been discovered @xgldifferent techniques.
In this Chapter | will present a brief review of the most imaoit of these methods.
Great part of the extrasolar planets detected until now kas biscovered exploiting
indirect methods, that is exploiting some of thiéeets caused on the light from the
host star by the presence of the planet. The indirect teaksigan be divided into
three wide categories:

1. methods that exploit the dynamical perturbation of tae given by the presence

of a companion objects. This category comprises threrdnt methods:

e the radial velocity technique
¢ the astrometric perturbation technique
¢ the timing delay technique

2. the transit technique

3. the microlensing technique

1.1.1 Dynamical perturbation of the star

The motion of a planet around its host star will cause a matiathe star around the
barycentre of the star-planet system with a period P equiet@rbital period of the
planet and with a semimajor axag equal to:

as = ap- (II:/IA_Z) (1.1)

wherea, andM, are the semimajor axis and the mass of the planet respgotivele
Ms is the mass of the star. This fact can be exploited to implérienmethods that
are described below.

21



22 CHAPTER 1. INTRODUCTION

Radial velocity technique

A great majority of the extrasolar planets that have beesodisred until now, has been
detected using this technique. The orbit of the star arohadarycentre of the star-
planet system causes a periodic variation of the radialcitgl¢RV) of the star. The
semi-amplitude of this variation is given by the followirayfnula:

5 - - (1.2)
Mp + Ms)’ (1-e)?

K:(%”Gf- Mp, - sini 1
(

wherei is the inclination angle between the normal to the orbitahpland the line of
sight andeis the eccentricity of the planetary orbit.
Clearly, because the radial velocity variations increagh the planet mass and de-
crease with the separation, this method tends to find ptafeggant planets in close
orbits. In order to detect the planet signal, accuraciegtiébthan 15-s™ are needed.
To this aim it is necessary the use of moderately large tefesand long integration
times to obtain the required highiNband high resolution spectra required.
To find Earth-like planets we would need accuracies of therwl003m- s~ that are
not possible with the actual instruments while the perspe more favorable for the
next decade. However, the real problem for this high precig@ due to the intrinsic
variations in stellar radial velocities (jitter). While @ improvements are possible,
they are very expensive in terms of telescope time.

The astrometric perturbation technique

The projection on the celestial sphere of the motion of aathiting around the star-
planet barycentre appears as an ellipse with an angulasrsejor axisa given by the

following formula:
Mp\ (a
o= (M_S) (a) (1-9)

wherea is expressed in arcsec, the semimajor axis of the planethityads expressed
in AU and the distance between the star and the Sun is exprgsge. The value
of a for a Jupiter like planet at a distance of 10 pc is 500 mas, eMut a Earth-
like planet at the same distance it is 0.3 mas. From equati®nitlis apparent that
this method is particularly sensible to planets with largm&najor orbital axis (and
then long orbital period). This technique is then completagnto the radial velocity
method. Note however that is venyficult to realize instruments having this extremely
high astrometric accuracy over long time intervals.

The timing delay technique

The extreme accuracy of the signal from evolved objectgliklisecond pulsars allows
to exploit them to find companion objects eventually orlgjamound them. The period
of the radio signal will vary proportionally to planet mas4,) and to its orbital period
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(P) according to the formula (Wolszczan , 1997):

2
M, P\
=12 — 1.4
P (MEarth) (1yr) 14

In equation 1.4, the value af, is calculated in millisecond. This technique allowed
to detect a 2 earth masses planet aroB8IRL257+ 12 that were the first extrasolar
planets actually detected (Wolszczan & Frail , 1992).

1.1.2 The transit technique

This method allows to detect an extrasolar planet measuhi@gliminishing of the
stellar flux due to the transit of the companion object on tekes disk. The luminosity
fall is given by the following relation:

& ( Rplanet)2

- =R (1.5)

From this formula we have that to find a Jupiter-like planetrveed a photometric
precision of the order of 1%, while to find an Earth-like plane need a photomet-
ric precision of 0007%. While for the Jupiter-like case observations from Eagth
with small telescopes can be used, to detect Earth-likeepdaspace observations are
needed.

The probability to observe a transit is of the order of:

R.
P~ (1.6)

Itis clear that the probability diminishes when the orbitdiusa increases and, then,
this method find more easily companion objects near to thealestar. The length of

a transit is then given by:

s}
tr < ﬂ—? a.7)

Solar spots, flares pulsations and any other photometriatiars can mimic a plane-
tary transit. For this reason the best targets to be usedéotransit method are low
activity stars (e.g. G-K spectral type stars). Moreovetpmetric binaries might
appear to have a light curve virtually indistinguishablenfrthat of transiting planets
under various circumstances. For this reason, radial itgloonfirmation is needed to
establish the real nature of the system. This is the maitelnettk of transit observa-
tions.

From the transit method we can directly infer the planetadjus and, if the planet has
been detected with the radial velocity method too, we caainlits massv, from the
minimum mass M, - sini). From these values we can then estimate important phys-
ical quantities as the average density and the surfacetg@ihe planet. Moreover,
various spectral informations can be obtained from bothgipal (planet in front of
the star) and secondary (star in front of the planet) trafsits allows a fine physical
characterization of transiting planets.
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1.1.3 The microlensing technique

This method was proposed by Paczynski (1986) with the ainesoch dark stellar
mass objects in the halo of our galaxy. It occurs when a steilss object (at tipi-
cally a few Kpc from the Sun) lenses the image of another i@ ¢bject) at a few
times this distance. It is distinguished by the usual gatidihal lensing by the fact that
different images generated by the lens object are too close #zmhto be separated
spatially. For this reason, the totdfect is a temporarily enhancement of the luminos-
ity of the lensed object. While for a single lensing objee light curve describing the
phenomenon is symmetric with a single maximum, if the oplieas consists of two
(or more) point like objects the resulting light curve be@snmuch more complex. It
is possible to define curves in the space where the magniéfiagt become very large
(caustic). When the magnified object crosses these zorebghh curve shows vari-
ous secondary maxima. The position of the caustic on theeérpéane and its shape
depends from the planet-star mass ratio and from the pkiaeseparation. The main
effect of the variation of the companion mass, is to narrow tlcersgary maxima, so
that a good sampling of the light curve allows to detect piaméth small masses.
The main disadvantage of this method is that the microlgnsient is very improb-
able, so that we have to observe toward very crowded field e/ ¥0 enhance the
probability. Moreover, once observed, it is very improlgathlat a planet discovered
with this technique will be observable again and, given thatstars eligible for this
method are at a distance of some Kpc from the Sun, its targatsot be detected with
other techniques (like radial velocities) that work prdpenly for very nearby stars.
In spite of these limitations, the microlensing techniqueyrprovide useful statistical
informations on the frequency of planets over a wide rangaasgses and separations.

1.2 Imaging of extrasolar planets

Direct imaging of extrasolar planets would be very impotrtarovercome some of the
problems that plagues the indirect methods described iprédous Paragraphs. In
particular the motivations for the imaging of extrasolansts are:

e Detection of a companion object around active stars is plesgist through di-
rect imaging. In particular, this is true for very young st#hrat are the ambient
where, according to the most common formation theoriespldrgets form.

e Photometry of the planets atfférent wavelengths would give a first direct test
of the atmospheric models.

e The determination of the planets luminosity affelient ages will give informa-
tions about the planetary evolution.

e Spectroscopy of the companion objects will give informasi@bout the chemi-
cal composition and about the physical properties (e.gp&ature or presence
of clouds). This would allow a further test of the atmospbenbdels.
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e The detection of the planetary polarimetric signal donmedaty reflected ligth
(especially from clouds) would provide very important infations about the
planetary atmosphere.

However, the imaging of extrasolar planets is at the momeny ¢hallenging be-
cause of the very high luminosity contrast between the caongpaobjects and the
star (~ 107® corresponding to 15 magnitudes for a Jupiter-like planeds-a10-*° cor-
responding to 25 magnitudes for an Earth-like planet) aadthall angular separation
between them (few tenths of arcsec for a planet 40 AU at some tens of parsec).
At this moment, just a few planetary mass objects have beagedharound stellar and
substellar objects like e.g. HR8799 (Marois et al. , 2008n&lhaut (Kalas et al. ,
2008), 2M 1207 (Chauvin et al. , 2009) ggiictoris (Lagrange et al. , 2010).

The next generation of instruments aimed to the imaging wasglar planets will ex-
ploit extreme adaptive optics (XAQO) systems to correct ediems up to a high order,
providing a high Strehl ratio (SR), and higlfieiency coronagraphs to attenuate the
on-axis PSF and reduce itdfilaction pattern. The combination of these two devices
should be able to reduce the stellar background down to @ waflaround 10° at
separations of few tenths of arcsec. The residual backgdratith be given mainly
by the speckle noise generated by the atmosphere and teedptepupil phase dis-
tortion. To further improve the contrast achievable witegl instruments, it will be
mandatory to apply dlierential imaging techniques, such as angulffedéntial imag-
ing (ADI) (Marois et al. , 2006), the simultaneous spectifiedential imaging (S-SDI)
(see e.g. Marois et al. 2005) and the spectral deconvol(@bn) (see Thatte et al.
2007).

In the next years in particular two instruments will be aldexploit these techniques
to do imaging of extrasolar planets. These are the Gemimielemager (GPI) at the
Gemini South Telescope (Macintosh et al. , 2006) and SPHERE&SO Very Large
Telescope (VLT) (Beuzit et al. , 2006). A further developineill be EPICS (Kasper
etal. , 2010) at the future 42 m ESO European Extremely Laedestope.

SPHERE (see Chapter 3) and EPICS (see Chapter 4) have beemesatgpf my work
that is described in this thesis.

1.3 Speckle noise theory

In this Paragraph we present a short theory about the fosmafithe speckle pattern.
The arguments exposed here are mainly taken from Racine €1299).

A short exposure image of a point source can be seen as thieistece pattern be-
tween diferent coherent light beams of typical diametg defined as Fried length)
distributed over the full aperture of the telescope. A sngibpupil of size, would
form a PSF of widtht/rg, while two such subpupils separated by D (where D repre-
sents the telescope diameter) constitute a two beam indenéger. They will form a
pattern of fringes of width- 4/D and, as a result of the randomly varying phase dif-
ference between the two aperture, this fringes move withénbroad PSF envelope.
The introduction of other subpupils producefelient patterns of interference. Where
these fringes interfere constructively a bright specklevmfth ~ 1/D appears. The
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Figure 1.1: Short exposure (0.1 s) natural (left) and AO4ensated (right) images
of a star obtained with the CFHT bonnette AO-system at 1.6um andD/ro ~ 4.
The grey scale is logarithmic in intensity (from Racine et 4999). Notice that the
increasing Speckle brightness toward the PSF center arapthearance of the bright
diffraction limited core with size- 24/D.

numerical density of the speckle pattern is given from:

0.342 (1.8)

In Adaptive Optics compensated images a fraction of théastiyht F, given by the
Strehl ratio SR, is deviated into a bright central specklghwiimensions~ 21/D,
leaving the rest of the flux given by @SR - F into the halo speckles that, averaged
by time, give origin to the smooth long exposure halo (seeiféid.1).

The variability of the wavefront gives origin to the spechktise. The speckle pattern,
indeed, changes randomly over a small fraction of a secod@darmrea of the detector
will measure a dferent speckle brightness for eagfthat defines the speckle lifetime
given from:

o
~— 1.9
T~ 7y (1.9)
whereAv is the velocity dispersion in the turbulent seeing layersss the telescope

line of sight.

The speckle noise, however, is not simply given from the nemolb speckles recorded
in one area of the detector times the mean speckle brighteessise speckles are not
independent events but are produced through interferartthair number per unit of
area is necessarily constant as showed by equation 1.8.

The enormous complexity of the speckle noise forces to amaoidanalytical treat-
ment and to perform numerical simulations where atmosplpeniameters, telescope,
AO and coronagraph specifications are inputs and realstiess of the residual phase
distortions are generated. The simulated speckle noisthearbe compared to that ob-
tained during observation at the telescope. The resultesttsimulations demonstrate
that speckle noise dominates by a factor of 2A.0* over other noise contributions in
the AO-compensated region of a telescope PSF.
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1.4 Correction of speckle noise

Various dfects limit the contrast that can be achieved using an higlrastnimager
like SPHERE or EPICS IFS. We order them according to theoflg classes:

1. Calibration of the stellar coronagraphic halo

2. Instrumental fiects (e.g. spurioughects associated with cross-talk between the
various IFU sub-pupils - see Paragraph 3.2.8).

3. Photon noise

4. Detector issues (noise associated with detector rebdaise, thermal back-
ground and limited accuracy on detector flat field, detectosigtence)

5. Noise possibly introduced in the operations of data rédn@and analysis (e.qg.
interpolations).

In this work, we focus most attention on the estimation ofrdsduals associated with
the calibration errors (we defined in this way all the erravey by sources other than
the photon noise) of the stellar coronagraphic halo, thah&s of the most diicult to
be corrected.

1.4.1 Theoretical concepts

In the following | give a short theoretical analysis of perfance limitations of high
contrast diferential imaging in terms of instrumental wavefront errofs complete
description should include estimations of thEeets of:

e Beam shift due to atmospheric refraction

Fresnel propagation ("instrumental scintillation”)

Pupil shift between telescope and instrument

Zenith variations (pupil de-rotator, ADC prisms)

Effect of pre and post coronagraph absoluféedéential aberrations

The purpose of this section is to build a model of the instmintieking wavefront
specifications for each optical surface to final instrumearfggmances based on this
theory.

Basic definition

Let us consider the phase errdrs = 21WFE/ 1, and let us assume that they are small
enough to ignore second order terms and higher. Consideawmdiéven components
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of phase map, hence separate real and imaginary parts aflitieF Transform consid-
ering phase errors small enough to ignore the second andrhigter of the Fourier
series:

Er = Pe® ~ P(1+i®F) (1.10)

In our notation:

e WFE, wavefront map in nm

@, phase map in radians

P is the Fourier cd&cient

o O =0P°+id°

8= FT(0) = ¢°+i4°

Non-coronagraphic imaging

In this notation, the image-plane amplitude without cogrmagh (notationg = p® ¢)
is:

e = FT(Er) = p® (0 +igf —¢p) =p—R +i- G (1.11)
The image without coronagraph is then:
e = leel = (p— @)%+ (Gf)° = P* - 2P + GR° + O® = Iary + Ipinnea+ lo (1.12)
wherel pinned are the "pinned speckles” and
lo = 0% + % = [p® ¢¢l” = 20/ DYFT(PWE)P = (21/2°PSDp  (1.13)
An ideal coronagraph removes the "coherent” part of the |gigbd:
Ec = Er — P ~ iPOg (1.14)
Hence the image-plane amplitude is:
ec = FTEc = p® (¢¢ — ¢¢) = —G +i0F (1.15)
And image intensity is:

Ic = lecl? = 2% + G2° = 1o = (27/2)?PS Do (1.16)

Azimuthal statistic

The PS Dyp, like the image, is speckled, i.e. noisy. For an isotropiagghmap, the
statistical parameters of the second order speckle pdRB&yp) are expected to have
a cylindrical symmetry. | define the following notation fazieuthal statistics:

e Azimuthal averagex>

e Azimuthal standard deviatior:<>>
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For better clarity, | define the PSD in terms of its azimutharage:
PSD=< PSDyp > (1.17)

Different phase screens with the same statistical parametéthevi have identical
PSD although the exact shape of tHe$ Dyp will be different.

Averaging thePS Dy for a large number of phase screens will yield a 2D function
whose radial profile will be identical to the individual (emithally averaged) PSD.
This PSD averaging applies to the atmosphere. We now elgiibiaformulae for:

® = DParm + DinsTR (1.18)

We find instantaneous intensity composedRS Dpatm, PS DipinsTr @and a cross
term. For a long exposur®S Dpatm = [FT(@atm)? reduces to th@S Daty, Which
has zero azimuthal standard deviation, plus a cross temaicdingF T (O atv) Whose
time average is zero.

We are left with the instrument&S Dypns TrShowing speckles added to tR& Dyt
halo. So, azimuthal average of long exposure image is:

< looro >= (2/2)*(PS Darm + PS Dns TR (1.19)
and the azimuthal standard deviation of the long exposuagé@nis:
O—(I(:oro) = (27T//l)2 << PS QDINSTR>> (120)

From this we obtain:
(lcoro) = (21/2)? - PS DnsTR (1.21)

Summarizing we expect that the overall shape of RSk at entrance of IFS will be
essentially that given by the atmosphere, and then relat®&tDar v, While its vari-
ance will be dominated by the instrumen®® DnsTr

An important consequence is thatfdrent sources of noise might havefeient de-
pendence Othoro, 0(lcoro), OF €ven be independent from them. This has an important
impact in the evaluation of the performances of SPHERE ahdrdfS based high
contrast imagers, and on their optimization. Table 1.1 sanmes the main depen-
dences. | will find that for SPHERE, which has moderatelydavglue forW FE
(only about a third ofV F Eaym), photon noise dominates only for faint sourcés-(4),
while calibration errors dominate for brighter sourcéeetively limiting its detection
performances. High contrastimagers characterized by smelier values ofV F Ejns;
are expected to behave better for bright sources. HowebenW F E st << WF Eatm,
constraints on flat field errors might be very stringent, dresé systems might be ef-
fectively flat field limited for bright sources.

1.5 Simultaneous Spectral Oferential Imaging (S-SDI)

In this section, we will combine the previous consideradiwith the diferential imag-
ing approach of Marois etal. (2000). These authors onlyidensa single value for the



30 CHAPTER 1. INTRODUCTION

Dependence | WFE Dependence Noise type
| WFE, Photon Noise

core Flat Field Noise
WFE, Calibration errors

(lcoro) (sometimesVFE ;) Cross-Talk

Interpolation errors

. . None Read Out Noise
Additive noise Sky Background

Table 1.1: Dependences of main sources of noise

WEFE, thus neglecting the details of the distribution of ti8DRwith spatial frequency
on the pupil plane. Furthermore, the analysis of Marois .et(2D00) was made for a
non-coronagraphic system that is not the case for SPHERERHAS. However, we
assume that the Marois et al. (2000) approach applies te gystems by considering
the instrumental wavefront errd¥ FE,5.. Albeit rough, this approach allows to take
into consideration most of the relevarferts, and predict simulated performances of
differential imagers within reasonably good approximationwelcer, we should re-
mind that following the treatment of the previous subsextwe should expect that the
general shape of the PSF should be determined/BEa;m rather than byw F Ejpgt.
This will play a significant role when we will consider souscef errors other than
residuals of speckle correction.

Contrast from monochromatic images

Following Marois et al. (2000), the order of magnitude oftbgiduals after correction
of "non common path errors” and "speckle phase chromatisan”lze obtained start-
ing from the relation connecting wavefront errors and StRditio. We will assume
that this last represents the typical strength of specKi&ss relation is given by the
Marechal approximation:

SR=1-(2r- WFE/1)?, (1.22)

where SR is the Strehl Ratio, WFE represents the r.m.s. opliase delay of the
wavefront andl is the wavelength. For monochromatic images, the deperdeihc
contrast C from WFE and at a given radial distance is then given by:

CMono ~ 1 — SR= (21WFE/1)?, (1.23)

where the WFE to be considered her®i§ E ., at least for long enough exposures.

Contrast from Single Differences

Within this approach, speckle chromatic errors are nuljy @R is independent from
A, which is obviously not a typical case. In general, we may@ssthat the exact
functional dependence of SR on wavelength is not known, andaequently also the
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way speckles change with wavelength is also unknown, adthave may expect that
for well corrected systems (large SR values), the domireant is proportional to the
inverse of wavelength squared, so thatatiential imaging may achieve a gain of at
least an order of magnitude in contrast.

From Marois et al. (2000), we have then:

Csp = 2-dA/2 - Cuono (1.24)

wheredA is the separation between the wavelengths at which the tageésare taken.
In absence of other sources of noise, the gain in contrastoteg from single dier-
ences with respect to monochromatic images is then prapaitio 1/(2d1), which
is about an order of magnitude when parameters typical fééréintial imagers are
considered. We note that this approach gives a linear depeed of contrast on wave-
length separatiod, the limiting value is set by the slope of the wings of the $gdc
features used for fferential imaging, and values as large~a20-30 can be obtained
in favorable cases.

Non common path errors

The Marois et al. (2000) approach can be easily extendekéitd&o account non
common path errors. Using the same development considersgdckle chromatism
errors, we get a more general formula for singl@atences:

Csp ~ (4n%/2%)[2-WFEhg -dA/A+WFEcp)
= [2-da/A+ (WFEnce/WFEins)®] - Crmono (1.25)

where the first term of the sum represents the speckle chismatrors, and the sec-
ond one the non-common path errors, W&tE Eycp is the WFE error related to non-
common path. We will thereinafter assume that non-commain @aors are static,
and can not be then eliminated by longer exposures. Thisularmay be used for
both single and double fierence method (for IRDIS, in the first cagéF Eycp=10
nm, in the seconilVF Eycp=4 nm).

Contrast from double difference

A further improvement can be obtained using doubfBedénces. Marois et al. (2000)
proposed a dierent approach using threeffégrent wavelengths and combining them
in a way described by this formula:

A%l = (11— 15) — k(I — 13) (1.26)

where K is a factor constant over all the pixel of the congdemages. This method,
the double dierence method, should give a contrast gain given by:

A? > Ad12Ad13
2 D412 213

- = (3-202)0 e (1.27)
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Simplifying their notatiof, we write the contrast that can be achieved using this tech-
nique as:

Cop ~ (127°/AP)WFEfg - (d1/2)* = 3- (d2/2)? - Cwmono (1.28)

In absence of other sources of noise, the gain in contragtcteg from double dif-
ferences should then be proportional igd1)?/3. While very large gains seems ap-
parently possible using doublefiirences, it should be noticed that while for single
differences there is quite a large flexibility in the valuedaf in the case of double
differenced is fixed at~ 0.08um by the intrinsic width of the spectral features of a
methane dominated giant planets (that is the spectra thasawame for this method)
used in dfferential imaging. For this reason, the gain possible withbd® diterences

is limited to about 70 (for methane dominated spectra)speetive of the spectral res-
olution provided by IFS.

Contrast from multiple single/double difference

Further gains are possible ifftBrential imaging techniques are applied to various sets
of wavelengths (pairs for single fiéérences, triples for doubleftirences), which is
possible using IFS. In this case, we expect a gain which iscqipately proportional
to the square root of the indipendent sets of wavelength. usedist be noticed that to
be considered independent from each other, tiferdint bands should samplefdrent
projected slit widths. In the limit of super-sampling (pofed slit width~ 2 pixels),
the number of independent spectral bands is then abouttaalbt the pixels along the
spectra. Furthermore, pairs are made of twiedént bands (the band with the planet
signal and the reference band without it), and a few bandsactibe used because they
have some planet signal only. In the case of the SPHERE IF$ sdl0 pairs (and a
similar number of triples) can be used, resulting in a furtien by a factor of about
3.

Two main aspects should be considerd:

e The combination of dferential images should be made in such a way to en-
hance the planet signal above background. This requir¢sdfeaence images
(those without the planet signal) should be rescaled fomtheelength dier-
ence with respect to the image where the planet signal iepteand that these
in turn should not be scaled. The scheme adopted in the SPISERHations is
described in more detail in Section 3.2.4.

e The combination of dferent diferential images can be optimized according to
the expected noise level, by adopting an optimized weighditheme. This is
different, depending on which source of noise dominates. Anusdeqoise
model is then required to optimize planet detection.

1The formula considered by Marois et al. (2000) is more génecasidering also the possibility that
the wavelength separation between the individual bands wet constant. Here, we rather assumed that
A2 — A1 = A3 — A2 = AA.
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Calibration noise

Multiplicative Noise

(DZ

Monochromatic Coronagraphic Image et a
Single Difference 2-0; - (A1) sqri2-a
double Difference 3- @7 - (A1) A)? sqri3-a
Non-common path Dicp sqri2-a

Multiple Single Differences

2- @7 - (A1)/sqrtnpairs

sqri2 - a/sqrtnpairs

Multiple Double Di fferences

3 (Dlznst : (A/l//l)z/ \Mtriples

Squ i a/Sqrtnriples

Rotation (uncorrelated)

Above v[ar/

2. /D)]

Rotation (correlated, azimuthal filter

Above/[ar/(2- 1/D)]

Table 1.2: Summary of calibration noise dependences

Table 1.2 summarizes the expected dependences of calibnadise (contrast) ex-
pected for dfferential imaging techniques. Both Single and Double Midtipiffer-
ences might be considered. However, in practice, DoubldipelDifferences do not
yield results better than Multiple Single fBerences (see e.g. Figure 3.7), because the
wavelength separation to be considered is generally large.

1.6 Temporal speckle variation: Angular Differential

Imaging (ADI)

The approach we followed insofar is general, and it can béiexpto both static and
time variable speckles. For what concern time variableldpscwe expect that their
impact scale down with the square root of time, so that it magome small in long
exposures. Static speckles do not change and their impagltdshot scale down with
time. However, static speckles may be calibrated and rechfveen images using An-

gular Differential Imaging (ADI, see Marois et al.

2006). ADI is a PShhration

technique that consists of the acquisition of a sequencmafiés with the telescope
rotator turned & (at the Cassegrain focus) or adjusted (Nasmyth) to keemsieui
ment and telescope optics aligned. This setup improvegabdity of the quasi-static
PSF structure throughout the sequence, while it causeswarstation of the field
of view (FOV) with respect to the instrument. Note that orfig OV, not the PSF,
rotates with time. Since the FOV rotates during an expostompanion PSFs are
smeared azimuthally. Let us now assume aberrations whehtatic with respect to
the pupil, while field rotates. In this case it is not only pbksto reduce the noise
due to static speckles becausf&atient independent background speckles are sampled
while the planet image moves with respect to the fixed spgukitern (which would
give a square root reduction factor), but rather directlgtsact them by simply as-
suming that the speckle pattern measured in two epochs, bae the planet was in
a location, and the other one when the planet is not anymere thre identical. This
principle (which is essentially the same concept of the dadlibration adopted with
IRDIS) can very easily be applied to IFS data simulationsimp$y filtering out low
frequency azimuth variations of the signal obtained aféeratating images so that the
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planet image keep fixed. This isfi#irent from the traditional ADI technique because
of the peculiar nature of the IFS simulations (see Paraggaptior more detail). It
can then be combined with otherfldirential imaging techniques in order to improve
achievable contrasts.

Of course this procedure works for static speckles (thapéslsles that do not change
with the time) fixed with respect to the pupil (which is what we assuming), and
also for quasi-static speckles that have a lifetime sigaifity longer than the time re-
quired by the field to rotate more than an Airy disk at the pldoeation, practically
a few minutes in most interesting cases if only field rotatiom to Earth rotation is
considered. The procedure can be optimized by adoptingienudzfiltering, whose
cut-off frequency is a function of radial distance. This is esséntighat we are doing
in the procedure described in Section 3.2.5. We found tleagftiect of this filtering is
more dficient at relatively large separations. However we find thigtis very dfective
already in the region 0.2-0.5 arcsec for a field rotation ofi8@rees.

It should be noticed that the square root factor would stifilg in the case of speckles
with lifetimes shorter than the time required by the field atate by an Airy disk at
the planet location, which practically means of the ordea déw minutes, depend-
ing on the location in the field. In fact, in this case, speslkdan not be removed by
this calibration procedure. However, since the noise d@ertoorrelated) speckles with
lifetimes shorter than the total exposure time should iaseavith the square root of the
exposure time, the limiting contrast should increase withgquare root of time, like
in a photon noise limited case. The conclusion is that at lg#k IFS there should be
always a significant gain in having long exposures (notettreasame approach should
also be applicable to IRDIS).

Let us now consider this issue in a quantitative way. We bbgiconsidering the case
of quasi-static speckles, which is the minimum gain we camdreen exploiting field
rotation. The improvementin contrast S in this case is giwen

Sgs = So/ V[1 + ar/(22/D)] (1.29)

whereS, is the contrast for the no rotation case, r is the separatias the rotation
angle (in radians)) is the wavelength and D is the telescope diamete&0f5 arcsec,
a =30 degrees, we have a gain of 0.91 mag & 1.25:m, and of 0.78 mag ift =
1.6um. Gain should bey3 times larger for a rotation of 90 degrees.

The gain is larger for static speckles. While in principleyttmay even cancel out
after azimuthal filtering, in practice this is not possitidecause there is always a loss
of information in the filtering procedure. With the method adopted, a fraction of
the speckles remains uncorrected. This is due to the fatirtharder not to cancel
out the planet signal (which has a spatial frequency sintléine speckles), we have to
average signal within a number of pixglalong the arc, which is larger than the typical
size of a planet image (this is the same to say that we shoukldaut-df frequency
lower than the typical spatial frequency of planetary sigrighis implies that speckles
falling in the bins at an angular distance equal to half offibkl rotation from the
planet position can not be canceled out. The net gain witheeso un-rotated images
with optimal filtering will then be equal to :

Sstatic = So/[1 + ar/21/D] (1.30)
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With respect to the case of the quasi-static speckles, tihdga

Sstatic = Sqs/ V[1 + ar/(24/D)] (1.31)

Practically speaking, forz0.5 arcsec and=30 degrees, we then expect a further gain
of 0.91 mag if2 = 1.25um, and of 0.78 mag ift = 1.6um. This further gain is
significant, but still some residual pattern remains urexad.

Equations 1.30 and 1.31 have two important consequences:

1. Since the rotation of the field with respect to the pupitéases with time, there
is a considerable reduction of the static aberration catiitan limit with time.
The gain depends on the declination of the target, but it neaybch larger than
the values quoted above.

2. For a given separation, the subtraction of static andiepiatic speckles is more
efficient for larger telescope, by a factor proportional to Dtfie first case) and
to VD in the second one.

Table 3.6 compares calibration-3imiting contrast (in mag) for SPHERE using the
analytic approach with results of detailed simulationssits are for a location at 0.5
arcsec from field centre with calibration of static specldganeans of field rotation.
On the whole, the comparison is fairly good, altough the géditained from simula-
tions is somewhat smaller than expected from the analytdahd his is likely due to
division of images in quadrants due to the coronagraph. Attial filtering do a quite
good job in improving results.

1.7 Spectral Deconvolution

1.7.1 Principle

Thatte et al. (2007) proposed dfdrent way to look at the data cube, that is called
spectral deconvolution. This method may be considered astamsion of the double
difference imaging of Marois et al. (2000), but it has the merthatier emphasize
regularities of the speckle pattern (see also Sparks & F&@PR The principle is that
speckles are expected to change regularly with wavelersgih left panel of Figure
1.2). After appropriate radial scaling of the monochromatiages (proportionally to
the wavelengthl), spectra for each spaxel should be well reproduced by a tnfiarc-
tion, likely represented by a low order polynomial withilas independent variable
(see Figure 1.3). If such polynomials are then subtracted tlze images are rescaled
back, the resulting data cube should result clean of spe¢ki@vever, as Figure 1.3
illustrates, some residuals are still present in realisitisulations; for the SPHERE
CAOS simulations, residuals with respect to a low order polyial in a ¥ 1 are of the
order of 5-10%; since some 30 spectral points are used, the expected improvement
using this method is of about 50-100 over the monochromatieragraphic images).
The method to work properly, it should be possible to cleanitiage from the planet
image. In the scaled images, the radial location of the plam@ges changes propor-
tionally to wavelength (see central panel of Figure 1.2).tsie a given separation
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(bifurcation point), speckle pattern at a given wavelenggh be reconstructed (and
eliminated) using regions uffacted bt the planet image (see right panel of Figure
1.2). Inside the bifurcation point a (less reliable) iteraprocedure is required, which
makes some assumptions about the shape of the specklegatber subtracted.

The radial coordinate of the bifurcation point is given by:

Bifurcation Point

o

Figure 1.2: lllustration of the principle of the spectruntdavolution method by Thatte
etal. (2007). The dierent diagrams represents slices of the IFS data cube wiidl ra
and wavelength coordinates. The shadowed area reprebendseta covered by the
planet image. The right panel represents the original d#te,ovhile the other panels
represent the data cube after transformation of the rad@idinate proportionally to
wavelength. After this transformation, the speckle pattrould be represented by a
low order polynomial in 11. Note that the planet spectrum occupies now an inclined
band on this transformed plane. The right panel shows hovatge inclination of the
planet spectrum that is obtained outside the bifurcationtadiows to define areas free
from the planet image at any radial coordinate.

r= 26122(/10/ D)[/l]_/(/lz - /ll)] (132)

where; and A, are the minimum and the maximum wavelength of the IFS spectra
(0.95 and 1.3%um for the z-J-mode and 0.95 and 1.4 for the z-H-mode in the
case of SPHERE), an intermediate value, D the telescope diametereamduitable
parameter relates to the "inclination” of the spectra of plenet within the datacube

in the scaled images. K = 1 we have the situation where, at a given scaled radial
distance, there is no spectral region clean from the plamage. Ife > 1 there is some
part of the scaled image free from the planet signature cfrabe used to reconstruct
the speckle profile. The bifurcation point for the SPHERE i &t about 0.20 arcsec
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Technique

Spectral diferential Imaging

Spectral deconvolution

Assumption about planetar
spectrum

y Yes (e.g. methane dominated)

None

Assumption about speckle dg¢
pendence on wavelength

2-None, if spectra are hyper sam-Can be modeled (e.g. by a lo

pled

=

order polynomial)

Calibration errors after subtrag
tion

_Z(Dlznst(A/l//l)/ VNpairs (for

multiple single dfference),

3CDI2nst(A/1//l)2/ VMtriples (fOT

multiple double diferences)

0 (if modeling is correct), pract
tically ~ 0.05- 0.102 /M
(even neglecting Fresnel propa-
gation)

Useful regions of spectrum

Those where methane bands ar&egion of spectrum not contam-

absent, to be compared to tho

sénated by planet flux<£ 1/ f(a))

where they are strong (both
1/3 of spectrum)

Region of applicability Inside Nyquist radius

Outside bifurcation point

Table 1.3: Comparison between Spectraf@iential Imaging and Spectral Deconvo-
lution.

for the z-J-mode, and at about 0.12 arcsec for the z-H-mdudis.cbrresponds to about
7-8 1/D in the first case, and 4-5/D in the second one. This is only slightly larger
than the Innner Working Angle of the Coronagraph. This pdoce can then be safely
applied over most of the field of view of the SPHERE IFS.

1.7.2 Planet detection with spectrum deconvolution

Table 1.3 compares advantages and limitations of spedtfarehtial imaging and
spectral deconvolution techniques when looking for exti@splanets on IFS data
cube. This table indicates that both methods have theirtsneat variance with the
spectral diferential imaging, spectral deconvolution does not reqaiing assumption
about the planetary spectrum, but requires that specklerdimce with wavelength
can be modeled with a limited number of parameters, whichhtrtig dificult if e.g.
Fresnel propagation errors are important. While in spediféerential imaging the
fraction of the spectrum that can be used is determined bgpbketral properties of
the planet (e.g. extension of the regions free from and abksciy methane bands,
which are both about half of the total spectrum length), ia thse of the spectrum
deconvolution it is limited by the spectral extension ofdges f(«), which depends
on distance from field center.

The fraction of the spectrum that can be used with respebtttotal for SPHERE IFS
is given in Figure 1.4. This fraction is null within the biftation point, and it raises
rapidly at larger separations (it is about 70-80% at the Aatafe Optic Outer working
Angle, depending on the mode).
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Figure 1.3: Example of the simulated spectrum on a spaxehted according to wave-
length for SPHERE IFS (the z-H-mode is considered here). ddteed line is the
spectrum entering the IFS (that is our "ideal” IFS). The ddilne is the spectrum as
measured on the detector of IFS (after appropriate datatied). Note that the run of
the spectrum is not perfectly smooth.

1.4
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Figure 1.4: Fraction of spectrum usable to determine spsaksing the Spectral De-
convolution technique, in the case of the SPHERE IFS.

1.8 Fresnel propagation

Optics in out of pupil location have an importantimpact orfpenances due to Fresnel
diffraction. The main phenomenon at work here is the Tallfeceas described by
Marois et al. (2006). An optic which is not conjugated to aippfane will modify
the light distribution in a chromatic way because at thisatamn the beam intensity
distribution depends on wavelength througfirdiction dfects. The closer the optics
are to a focal plane, the larger will be this chromaticity.eBwmore severe is the fact
that this chromaticity is no longer smooth, but cyclic alahg spectrum, when the
optic is conjugated to a height that is several times thedfdéingth. The Talbot length
Lt is defined as:

Lt = 2A%/A (1.33)

wherex is the light wavelength and is the period of the aberration considered in the
plane conjugated to the optic. For an aberration with a gpeiod, the pupil complex
amplitude representing the electromagnetic field charmpas & pure wavefront error
to a pure amplitude error over half of the Talbot length. 8itiee Talbot length is dif-
ferent for diferent periods (hence speckles in the field), a decorrelatioars which
depends on angular separation. The more an optic is far frgril plane, and more
the distance is larger than multiples of Talbot length, tlezerthe decorrelation along
spectral domain will be and speckle correlation is brokarhé case of SPHERE, Tal-
bot dfect is expected to be significant for those optical companlecated before the
lenslet arrays (which samples the focal plane) and closedal folanes on very slow
beams (entrance window, ADC, derotator and coronagrapaskjm It may likely in-
troduce serious limitations on the performances. We ntitigtits impact also depends
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on the way the IFS data cube is analyzed. As we have seen iini$éct, the spec-
tral deconvolution method assumes a smooth and well matie#igation of speckle
intensity with wavelength, and this assumption is likeliséaif the Talbot &ect is im-
portant. Note that this is crucial for a verffieient suppression of speckles (0~%)
exploiting chromatic dependence. On the other hand, suchoath dependence of
speckles on wavelength is not strictly required when usiclgssical diferential imag-
ing approach, insofar the spectra are properly sampledwelagth (hyper-sampling
condition), and a much smaller speckle suppression fastdO(- 20 for each pair of
images) is considered, like it is in the case for SPHERE.

Of course, this does not mean that Talbffieet has no impact on the contrast we may
get with SPHERE. Appropriate simulations will be preserdad discussed in Chap-
ter 3.



Chapter 2

NACO

In this chapter | describe the analysis of the high contraagies of a large number of
young stars observed within the NACO Large Program. Thi¢yaisawas performed

using a new data analysis code, prepared by the author. dtiesstems from the one
originally prepared for the analysis of the SPHERE simatfetj described in Chapter
3. However, a number of modifications and improvements weezlad when using

real data. They are described in the text.

Results for every individual star are given in Appendix A.

2.1 NACO Large Program

NACO is an ESO instrument installed at the Nasmyth B focushefWT4 ot VLT.

It provides adaptive optics assisted imaging, imaging niolketry, coronagraphy and
spectroscopy for wavelengths in the range between 1 gnd.5See Lenzen et al.
(2003) and Rousset et al. (2003) for more details on thisunstnt.

Exploiting this instrument, the members of the SPHERE cdnsu designed a survey
called NACO Large Program with the aim to provide an homoges&nd statistically
significant study of the occurence of Extrasolar Giant RR({EGP) and of Brown
Dwarfs (BD) in wide orbits (5-500 AU) around young nearbyrstaFrom a careful
analysis of public data, a target sample of 110 young, nestdoyhas been selected.
This study should be able to characterize the close star@mient down to the plan-
etary masses. The results willfer a unique systematic study to determine the mass
and period distributions of EGP and BD at wide separatiortses€& data, combined
with all other available deep imaging data, will be used tastmin the theoretical
models, including: the formation and evolution mechanisms physical and chemi-
cal properties of ultra-cool atmospheres, and the caldatf evolutionary models in
the substellar regime.

The sample has been selected from stars recently identifigaling co-moving groups
and from spectrosopic surveys taking into account theilimggion (< 25°), their age
(<200 Myr), their distance{100 pc) and their R-band brightness<{®5). The age
selection criteria was based orffdrent diagnostics (kinematics, isochrones, Lithium,
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Ha emission, X-ray activity, stellar rotation and chromoggdactivity). Known close
visual (0.1-6.0 arcsec) and spectroscopic binaries hawe tegected.

Stars were observed in the H-band with the S13 mode (1 pixe¢sponding to 0.013
arcsec). During observations conducted in November 2008fiacs the star relative
to the coronagraphic mask position was observed. Its amigliseems to be correlated
to the field rotation motion, i.e. the parallactic angle ameféfore the star declination.
For this reason stars were observed without the coronaghayiing the following ob-
servation runs (February, June and July 2010).

| concentrated my analysis on the targets observed duragebruary 2010 run.

2.2 Description of the analysis procedure

The input of the analysis procedure is a certain number @addtes composed of the
same number of images. The number of datacubes and the nofitmages for every
datacube can change forfldirent targets. Every image is composed by 102026
pixels. The diferent targets saturate the detector by factor of 10-20 dipgon their
brightness.

The procedure is divided roughly in twoft#rent parts. The first one is applied sepa-
rately to every single datacube while the second one carisishaking an appropriate
median of the rotated images obtained from the first part@ptiocedure.

The first part of the procedure is made of a series fiédint steps that can be repeated
more than one time if necessary:

1. Definition of the centre of rotation of the FOV and of the kemaf rotation.
2. Definition of the centre of the star for every single ima§the datacube.
3. Subtraction of the median stellar profile from the image.

4. Bad pixel filtering of the images to eliminate hot pixelslaosmic rays.
5. Adding again the correct stellar profile to every singlagea.

6. Rotation of every single image.

7. New definition of the centre of the images obtained afterrthation.

8. New subtraction of the stellar profile from the rotated gies

9. All the images are shifted in such a way that the centre@&thr has the same
position.

10. High pass filtering of all the images.

The whole procedure is automatic except for the definitiothefcentre of rotation (it
can however be taken as a default value). The time requegtad¢dmplete reduction
depends clearly from the number of datacubes and from thmiertsions, but it is
however a matter of some hours.
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2.2.1 First part: filtering and rotating images

In the following subsections, | describe in more detailsdimgle steps listed above.

Definition of the centre of rotation

The FOV rotates during the exposure around a point that doesanrespond to the
position of the central star. To define this centre of rotatiee exploit the changes of
the position of the background objects (if any) foffeient images taken atftBrent
times. The number of background objects i§atient from target to target. Indeed, we
have more than 20 background objects visible in the raw dattné star TYC 8979
1683 1, but normally the number is at most 2 or 3 objects. We defihedpbsition
of a single source in the first image of the datacube and iretfteohe (in our analysis
we exclude the last image of every datacube because it edsaltbe systematically
of worst quality with respect to the other ones). We then @ediistraight line passing
for these two positions and the straight line perpendictdat and passing for the
intermediate point of the segment between these two poifite centre of rotation
will be along this line and could be defined by the intersectftwo different lines
for a pair of objects. Clearly every couple of lines will giaedifferent position of the
centre and to obtain a final value we use the median over alialeeilated positions.
The centre of rotation position has been assumed to be the 8amall the stacks
of images. The positions of the centre of rotation that wentbwith this method is
slightly different for diferent objects. However, after some test, we decided to use fo
all the star the same centre of rotation attributing theatemh measured from star-to-
star random errors. The position we adopted was the centredftor TYC. 8979
1683 1: X=575.521: ¥=420.500. This choice was given by the greatest number of
background objects for this target that give more statistigliability to the final result.
The angle of rotation of every single image is calculatediftbe parallactic angle that
we obtain from the header of the FITS image using an apprepliid_ routine.

Definition of the position of the centre of the star

This step has the aim to define the centre of the central stdreinmage. As said
previously this position does not correspond to the centnetation and, however,
does not correspond with the centre of the image. To defirte weahave exploited
two possible solutions:

e we used a 2D Gaussian fit through the IDL routine gauss2dfit.

e we have an initial guess of the centre position through goeiction by eye of the
image. The procedure then calculates the sum of the staddwiation in annuli
centered on the current position of the centre of the stathelh performs an
iterative process changing the position of the centre o$taeto try to minimize
the value of this sum. We adopted a maximum number of itaraid 20.

The diferences between the two procedures is normally not larger1k? pixels. At
the moment we have adopted the first solution that seemséagive reliable results.
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However, this step is one of the more tricky of the entire pthoe and has to be further
improved.

Subtraction of the stellar profile

This operation is needed to allow us to perform the followtragl pixel filtering. To
subtract the stellar profile we simply subtract the valudefdtandard deviation calcu-
lated in diferent annuli defined around the position of the centre asraatdrom the
previous step.

Bad pixel filtering

This step of the procedure has been thought to eliminateikeitagnd cosmic rays from
the images. For every pixel of the image the eight adjace@piare considered. If
the counts for the considered pixel is higher than the meafidime eight adjacent plus
four times their standard deviation, we give to the congdeixel the value of the
median of the adjacent pixels. This procedure works pre&ly iwe are considering
an isolated hot pixel, while it does not work if we have morgadnt hot pixels.

Adding the stellar profile and rotation of the image

After the rotation of the images, the centre of the star cbaiitg position and we have
to reapply the centering procedure. However, to be able ptydpis procedure (both
the Gaussian and the one with minimization of the standavéatien in different an-
nuli, see above in this Paragraph), we need to considerdhargtrofile. We then sum
the previously subtracted noise to the filtered images jefsrie their rotation.

Once this has been done, we can rotate every single imagehgitim to make sure
that all the background objects in all the images have thegasition (after an appro-
priate recentering). This step is made simply exploitirgROT standard IDL routine.
We run this routine setting the INTERP keyword that allowsise for the bilinear in-
terpolation (the routine foresees the possibility of a cudminvolution interpolation but
we verified that in this way the procedure is slower and do¢give a better result).

Shift of the images

The next two steps are the repetitions of steps 2 and 3 on taedoimage to define
the new centre position for all the image and to subtract tbéle from them. We can
then skip these two steps and pass to the description of tuegure to shift all the
images in such a way that after this procedure they all havesdime position for the
centre of the central star (and of all the background obje€tsobtain this we make a
double spline interpolation along the x and y coordinatéanfirst case and along the
y and the x coordinate in the second case. We then made a méiaa wfo images
obtained in this way.
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High-pass filtering

The last step is to make a high-pass filter on the obtainedénsagply subtracting
from every pixel the median of thex n pixels sub-image centered on the considered
pixel. The value of n is determined as a function of the distafinom the position of
the star (that is 2 very near to it and up to 8 for the largesadies).

2.2.2 Second part: median and ADI

From the first part of the procedure we obtain a reduced db&aitom every raw data
datacube. All the images of this datacube have the sameqoaitgle. The first step
of the second part of the procedure is to make a median on #écabes using the
IDL routine MEDARR.

We then obtain from every datacube a single median imagehéde images are then
rotated of the appropriate parallactic angle correspantdithe first image of the orig-
inal datacube and again we take a median of all these imagéxtam the final one.
Another possibility is to apply to the images resulting friva first median, a very sim-
ple routine for the Angular Dierential Imaging. Our aim in preparing this procedure
was not to perform an high performance ADI like e.g. LOCI (lesiiere et al. , 2007)
and ANDROMEDA (Mugnier et al. , 2008) but just to make a simgdenparison with
our method. This routine rotates thefdrent images of the appropariate angle. To
every pixel of the rotated images we give &eient weight according to the rotation
angle. We give a weight equal to zero for very small rotatimnavoid to subtract the
planet itself and, for the other images, we give a lower wefghthe most rotated
images. From every image we subtract all the images with atgréndex in the final
data-cube.

We tested other possible routine to make ADI, witliglient ways to assign the weights,
but they did not seem to work better than this one. In genges not seem that our
routine for angular dferential imaging works better than the procedure that doés n
use it. This is probably due to the fact that the Angulaff@ential Imaging method
does not work properly if the centre of rotation of the imagesinot coincide with the
centre of the target star.

From a comparison with higher level ADI procedures like LG@Hd ANDROMEDA,
we find results comparable with those obtained with our no pidkcedure.

2.3 Results

2.3.1 Final images

The target star TYC8979 1683 1 (age-68.7 Myr; mag(H¥7.474; distance54.12
pc; Sp.TypeG7V) has been considered as a test case because of the grdarmof
field objects that can be seen even in the raw data (more thahjgéts).

In Figure 2.1 we displayed the image resulting from our dedluction procedure when
we do not apply the Angular Berential Imaging method for this target. This result is
obtained by simply filtering the single images, rotatingnihiey the appropriate angle
and making median on the final datacubes. More than fifty ¢bjesen be seen by a
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Figure 2.1: Final Image resulting from our data reductioocedure without the ap-
plication of the Angular Oiferential Imaging procedure for the test case target TYC
8979 1683 1.
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Figure 2.2: Final Image resulting from our data reductiomcpdure with the applica-
tion of the Angular Dfferential Imaging procedure for the test case target T8979
1683 1.
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Threshold factor] N. sources| N. spurious sources
4.0 82 8
4.5 76 3
5.0 72 3

Table 2.1: Number of real (second column) and spuriousdttefumn) sources found
by our code according to filerent values of the threshold factor (first column) in units
of the local standard deviation.

simple visual inspection of the image. In Figure 2.2, indtem@e displayed the same
target after the application of the Angularfi@irential Imaging procedure. As antici-
pated in the previous Paragraph, we are not able to find maree®in the final image
after the application of the Angular Bérential Imaging method. This is not an unex-
pected result given that the gain of the ADI procedure is ahmall separations from
the star where the speckle noise dominates.

On the first image we can then apply a procedure for the autorsedrch for point
sources. This procedure find an object if the median flux inrdeci(1 pixel radius)
centered on a certain pixel, is greater than the median flar iexternal annulus (radii
of 3 and 5 pixel) around the same pixel plus the value of thedstad deviation in this
annulus multiplied for a given threshold factor. Accordinghe value of the threshold,
we are able to find more (or less) of the objects visible in thage. In Table 2.1, |
show the number of real and spurious objects found accotdidifferent values of the
multiplicative factor. For the case of 4.5 and 5.0 we find theae number of spurious
objects (3 but we have to notice that one of them is outsideskéul part of the image
while the other two are very near to the centre of rotatiorhefimages so that they
are dfects of the rotation itself). However, in the case with a eadfi4.5 we are able
to find 4 objects more than using a value of 5.0. In the case &vlhwe are able to
find 6 more real objects, but the number of spurious ones ledie quite important.
This results are graphically displayed in Figure 2.3 andigufe 2.4 for the case with
a multiplicative factor of 4.0 and 4.5 respectively. Froragh results we can then con-
clude that the better results for the multiplicative fadtdoetween 4.0 and 4.5.
However, at this moment, this procedure is not able to ifieati the sources that we
are able to identify by a visual inspection and this latteanse to be again the most
effective method to identify sources on the image.

Precision of the method

With the aim to test the errors in the determination of theexrposition of the objects
of our method we performed our data reduction method on tekedird the second
half of the datacube separately. We then applied on thetiegimage the automatic
procedure for the search of objects (the value of the detetkireshold in this case
was 5.0). We found 60 objects in common between the tflemint images and to
evaluate the error we computed théfelience in pixel with respect to the position of
the same objectin the image resulting from all the datacubdsgure 2.5 | display the
dependence of the error on the position from tjd & the found object. As expected
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Figure 2.3: Position of the real (green crosses) and spsifred crosses) objects found
using our automatic method for the case with a multiplieatactor of 4.0.
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Figure 2.4: Position of the real (green crosses) and spsified crosses) objects found
using our automatic method for the case with a multiplieatactor of 4.5.
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Figure 2.5: Error on the objects position as a function of $é. The dotted line
represents the expected results for a Gaussian distnibotithe error.

the results agree with those expected for a Gaussian distribof noise, so that it is
possible to evaluate the error on the position just knowirgMalue of the S\.

From the analysis of the same images it is possible to estimatn the photometric
error on the flux determinations made using the automaticquhore. In Figure 2.6
we made a comparison between the determination of the flutxeofaund objects in
the first and the second half of the datacubes. In generahgreement is quite good
and the points of the plot are on a straight line. Finally, igufe 2.7 | display the
photometric error as a function of théN\g In this case the agreement with a Gaussian
distribution (dotted line in the Figure) is not so good ashie tase of the error on the
position, but the dference is still small.

2.3.2 Noise plots

A way to visualize the #ective capability of our method to reduce the noise on thé fina
image and to detect faint companions is to plot the standewdhtion along circles at
the same separation from the target star (multiplied forcéofeof 5). In this way we
can do a comparison between the final image obtained with t#thod without and
with the ADI. In Figure 2.8, we displayed this result for thest case target TYC
8979 1683 1. To avoid the great number of peaks in the final plots, dubeqteat
number of stars in the Field of View, we divided every circteéltee same separation
in different segment, we calculated the standard deviation oy sirgjle segment and
made a median in such a way to reduce the impact of the field. stée are able to
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Figure 2.6: Comparison between the intensity of the two iesagf the two half of the
datacubes.
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Figure 2.7: Photometric error as a function of th&l.SThe dotted line represents the
gaussian distribution of the error.
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Figure 2.8: Plot of the standard deviation (multiplied fofaator of 5) versus the
separation from the target star for the test case T8€79 1683 1 for the image
without (green line) and with (red line) ADI.
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Figure 2.9: Same plot of Figure 2.8 but just the inner papgsation less than 2 arcsec
from the central star) is displayed.



54 CHAPTER 2. NACO

-1.0 T T

__50-60
60-70

_90-100
—100-110
110-120

log(N)

Figure 2.10: Histograms with the distribution of the pixetdues in diferent annuli
at different separation from the central star. The black plots@rsdparations from
the central star greater than 120 pixels. In this case theistef 40 pixels. The
distribution is perfectly gaussian. The coulored plotsfarénner annuli. In this case
the step is of 10 pixels. It is apparent that the inner are timeikais the less gaussian is
the distribution.

reduce the number of the peaks but, however, some of themrremahe final plot.
We made the plot both for the image without the applicatiothefADI (green line in
the image) and with the ADI (red line). From the comparisothefse two plots, it is
apparent that the noise in the two images is very similarl dhalseparations from the
target star. We have an appreciable gain using the ADI metgid/ery near to the
centre of the star (for the inner0.5 arcsec) where, however, the noise is very high. In
Figure 2.9 we display the same plot showed in Figure 2.8 atitfpr separations less
than 2 arcsec from the central star. In this way it is enlighke part of the plot where
we have a gain using the ADI procedure.

2.3.3 Flux distribution

In Figure 2.10 the distributions of the pixel values affetient separation from the
central star is displayed. The black plots represents thteilglition in circular annuli
at separation from the central star ranging from 120 to 48@Ipi In this cases the
distributions are nearly identical and have a Gaussianilalision. This is due to the
fact that at such separations the background photon noisendtes over all other
sources of noises (e.g. the speckle noise).

The coulored plots, instead, represent distributionsdirttular annuli with separations
ranging from 50 to 120 pixels from the central star. In theases the step of the
annuliis of 10 pixels. It is apparent that, going nearer ®déantral star, the deviations
from a Gaussian distribution become bigger and bigger. iBhisie to the increasing
importance of the speckle noise with respect to the photisenindeed, we expected
a Gaussian distribution only if the photon noise is the mmgtdrtant source of noise.
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Figure 2.11: Fake objects found using our reduction methtothe TYC 8979 1683
1 field of view. The sixteen objects found are marked with adiede.

2.3.4 Test with fake planets

To test the fectiveness of our method in finding companion objects weyapfu a set

of datacubes where 35 fake objects were injectedftgréint separations andfdirent
luminosity contrast with respect to the central star. Irséhdatacubes all the images
were cut to a dimension of 8&800 pixels and the star was centered at the position
(400,400). The separations of the fake planets from thealestar were: 5, 10, 20,
40, 80, 160, 320 pixels corresponding to 0.065, 0.13, 0.22,0..04, 2.08 and 4.16
arcsec respectively assuming a pixel scale of 0.013 gpigedt every separation 5
different fake objects were injected affdrent parallactic angles of 30, 60, 90, 120,
160 degrees. The objects with £B0 have a flux of 2.5 ADU (coorresponding to a
contrast ofC ~ 2.14x 107°), at PA=60 of 5 ADU (C ~ 4.28 x 107°), at PA=90 of 10
ADU (C ~ 856x 107°), at PA=120 of 20 ADU C ~ 1.71x 107%) and at PA-150 of
40 ADU (C ~ 3.42x 1074).

From Figure 2.11 it is apparent that we are able to find all thjeais at distance of
1.04 arcsec and more. Moreover we are able to identify the lwsnous object at a
the separation of 0.52 arcsec.
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Chapter 3

SPHERE

3.1

Introduction to SPHERE

The primary objective of SPHERE (Spectro-PolarimetriciHapntrast Exoplanet Re-
search - see e.g. Beuzit et al. (2010)) instrument for the ilffie discovery and the
study of new extra-solar giant planets orbiting nearbyssitgrdirect imaging of their
circumstellar environment. The whole design of SPHERE igndped to reach the
highest contrast in a limited field of view and at short disemfrom the central star.
Both evolved and young planetary systems will be detectedith their reflected light
(differential polarimetry in the visible) and through their insic emission (using IR
differential imaging and integral field spectroscopy).

SPHERE is built by a consortium of eleven institutes of fivedpean countries, to-
gether with ESO. The consortium includes the followingitnggs:

Laboratoire d’Astrophysique de I'Observatoire de GreedhAOG) - Grenoble,
France

Max Planck Institute for Astronomy (MPIA) - Heidelberg, Geainy
INAF - Osservatorio Astronomico di Padova - Padova, Italy
Laboratory of Astrophysics (LAM) - Marseille, France

Laboratoire d’etudes spatiales et d'instrumentation ¢émpkysique (LESIA) -
Paris, France

Fizeau - Nice, France

Observatoire de Geneve - Geneva, Switzerland

Eidgenssische Technische Hochschule Zurich (ETHZ) - Aufavitzerland
University of Amsterdam - Amsterdam, The Netherlands

Netherlands Institute for Radio Astronomy (NOMSSTRON) - Dwingeloo, The

Netherlands

57
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e ONERA - Chatillon, France

The Final Design Review took place at the end of 2008 and SEHERow in the
integration phase. The delivery is foreseen for the begimof 2012 and the start of
science observations for the end of the same year.

High contrast imaging like that provided by SPHERE is expddo be the most
efficient technigue to discover planets in the outer region efglanetary systems.
SPHERE will give a gain of two order of magnitude in contraghwespect to the ex-
isting instruments (like e.g. NACO - see previous Chaptad) avith a list of potential
targets including several hundreds of stars, it will prevédclear view of the frequency
of giant planets in wide orbits (more than 5 AU). The expeaetkctions number of
several tens will allow a first statistical discussion of fireperties of the planetary
systems. It should then be possible to derive the distobstiof planets parameters
such as mass, semi-major axis and eccentricities.

The target for SPHERE can be divided irffdirent categories:

e Nearby young association (10-100 Myr, 30-100 pc): thesgetarwill have
brigther sub-stellar companions

e Young active F-K dwarfs in the solar neighborhood (a&yr,d < 50pc)

e Nearest stars (within 20 pc from the Sun, no constraint omgjey: these targets
will allow to probe the smallest orbits and eventually toasdtplanets by directly
reflected light

e Stars with known planets (F-G-K stars within 50-100 pc)
¢ Young early type stars
To reach these scientific objectives SPHERE should be able to

e make high contrast imaging to be able to detect giant plab®&tsnagnitude
fainter than their host star at 0.5 arcsec (for stars @ith6).

e access to very small angular separation (down to 0.1 arcsec)

e mantain optimal performances for targets up to a visiblemitage~9 to be able
to build a large enough target list (a few hundreds stars).

e access to a large enough wavelength range to be able to théwathe detected
objects.

3.1.1 SPHERE general design

SPHERE complete opto-mechanical design is showed in FRjareThe instrument is
divided in four subsystems:

1. the Common Path and Infrastructure (CPI). It includesImtg@bilizing fore op-
tics (tip-tilt and rotation), calibration units, the SAXGiteeme adaptive optics
system and the near-infrared and visible coronagraphicegyv



3.1. INTRODUCTION TO SPHERE 59

Figure 3.1: SPHERE complete opto-mechanical design.

2. the InfraRed Dual Imaging Spectrograph (IRDIS), féadential imaging camera
3. the Integral Field Spectrograph (IFS)
4. the Zurich Imaging Polarimeter (ZIMPOL), a visible imagipolarimeter

SPHERE will be entirely enclosed in a therrgist protecting cover. The Common
path contains various innovative components specificadlyetbped for the project:
toroidal mirrors, achromatic 4-quadrant and Lyot coroapds.

The SAXO extreme adaptative optics system (Petit et al. 8pid@lude a 4%k 41 high-
order deformable mirror from CILAS and a 4040 lenslet visible Shack-Hartmann
wavefront sensor based on a 24240 pixels electron multiplying CCD220 from EEV.
For what concern coronagraphy (Boccaletti et al. , 2008yilireduce the intensity of
the stellar peak by a factor of al least 100 and it will eliméthe difraction features
due to the pupil edges. It will include an achromatic 4-qaatiphase mask corona-
graph, a classical Lyot coronagraph and an apodized Lyonegraph.

The IRDIS science module (Dohlen et al. , 2008) covers a eanggh range between
0.95 and 2.3Zxmwith an image scale of 12.25 mas consistent with Nyquist samp
at 0.95um. The FOV is 11x 125 arcsec both for direct and dual imaging. Dual band
imaging is the main mode and it provides images in two neighbaspectral chan-
nels. Two parallel images are projected onto the sam@Rk18um pixels detector of
which they occupy half of the available area. A series offfii@rs is defined in corre-
spondence to élierent spectral features in modeled extrasolar planetdrspean the
other hand, the classical imaging mode allows high resmutbronagraphic imaging
of the circumstellar environment through all the NIR banlfsaddition it is possible
to perform long-slit spectroscopy at resolving powers oa8@ 500.

ZIMPOL (Thalmann et al. , 2008) will operate in the waveldnginge between 0.6
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and 0.9um, with an instantaneous FOV 0f>83 arcsec and with an access to a total
FOV of 8 arcsec in diameter by an internal field selector. TRROL optical train is
split in two optical arms with the use of a polarizing bearitgg each of them feeding
a different detector. The two arms have the ability to measurelsimaously the two
complementary polarization states in the same or in disfilters.

In the next Section 3.1.2 | will present the general desigtheflFS of SPHERE.

3.1.2 SPHEREIFS

The heart of IFS is a new kind of lens based Integral Field (Rit)) called BIGRE
that is placed at the interface of the instrument with the BRH Common Path and it
is optically conjugated with the telescope Focal Plane.3&sn coming from the tele-
scope has &/# = 316. This allows to sample thefttactive PSF - arising from the AO
compensation and the coronagraphic spatial filtering - @iNjquist limit. The pur-
pose of this instrument is thus to realizéfidiction limited integral feld spectroscopy
with the high contrast capabilities of the BIGRE device. fis tscope the whole IFS
system should only reimage and disperse the slits comimg fn@ IFU with the high-
est optical stability and a good optical quality. The opted IFS is a fully dioptric
optical design, composed by several optics located alot@iglst optical axis. IFS is
projected to work, in two dierent wavelength ranges: 0.95 - 1,86 with a resolution
of ~50 (z-J-mode) and 0.95 - 1.@fn with a lower resolution 0£30 (z-H-mode). The
two resolution are achieved using twdfdrent Amici prism (Oliva , 2000) dispersers.
The two working wavelength ranges are defined by a combinatidand pass, high
pass and low pass filters mounted in two locations: insideltvear (low pass filter)
and just in front of the prisms (band pass filter fo the z-J-enadd high pass filter for
the z-H-mode).

From a general point of view the IFS is composed of severahraab-systems (see
Figure 3.2):

e the IFU
e the collimator

¢ a filter wheel with several neutral density filters limitirfgetflux received by the
IR detector during the FF calibration

e a prism slide to select between the twéeient prisms
e a camera mounted on a focusing slide and a piezoelectrefaiddithering

e a 2kx2k Hawaii 2RG detector with pixels of 3@m working in the wavelength
range between 0.95 - 2.32n and mantained at low temperature in a cryostat.

BIGRE

BIGRE is a new scheme for the integral field unit based on a-duslet device (see
Figure 3.3), that solves problems related to the classicgleslenslet (TIGER) design
when used for such applications. BIGRE provides much lowesstalk signals than
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Figure 3.2: The SPHERE IFS opto-mechanical design.

TIGER, allowing a more #cient use of the detector pixels and a considerable saving
of the overall cost of a lenslet-based integral field spegaph.

Figure 3.3 shows a BIGRE spaxel working at th&rdiction limit with an un-resolved
entrance pupil. The first lens lies on the telescope focaleotnd reimages a microp-
upil at its focal distance. The electric field imaged onte tbptical plane is a sinc
function (one dimension) or a Jinc function (two dimensjoii#is signal is filtered by
a top-hat transmission function and finally reimaged ontoreage plane by the second
lens. The distance between this intermediate pupil pladétensecond lens is its focal
length. A complete description of the BIGRE theory can benfbin Antichi et al.
(2009).

3.2 Simulations

One of the main goal of this thesis is to present and discussl¢tailed simulations
performed to predict the performances of the SPHERE IFShisnSection | describe
the tools that we used for these simulations and the re$uitsve obtained from these
simulations.

3.2.1 Simulation tools

The SPHERE simulations are based on three codes:

e CAOS described in Carbillet et al. (2004)
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Figure 3.3: Scheme of a BIGRE lenslet array.

e CSP (CHEOPS Simulation Program, where CHEOPS is a formaioreof
SPHERE)

e bigre-sf, a shorter IDL program that simulates light pag$hrough seven adja-
cent lenslets.

CAOS and CSP are both based on Fraunhofer propagation. da tioeles, all image
manipulations (addition of wavefront errordfert of stops, etc.) are made on either
focal or pupil planes, and the transformation from one plane other one is made
by Fourier transforms. The mainftérence between the two codes is that CSP (that
is used only starting from the microlenses plane) assunatghh input data are real,
that is, it uses only the PSF on the lenslet plane producetiéprevious optics. On
the other hand, the CAOS IFS module properly considers laathand imaginary part
of the image forming on the lenslet plane, and can then betasgtddy the impact of
light propagation through the BIGRE (e.g. the impact of ifgeence among ¢lierent
apertures, that we called coherent cross talk) and of Hatidh. This code is very
time consuming and a complete run of simulations using iilted to be not reliable.
However, CSP allows to include coherent cross-talk amongié¢s (not really inter-
ference nor scintillation) through a parametric approathe value of the parameter
can be calibrated using our third code (bigre-sf) that sirad the wave propagation
considering both the real and the imaginary part of the intagmigh a small number
of lenslets (one central lenslet and the six lenslets thataound it). For all these
reasons, we decided to use the code called CSP to perforimeatimulations while
the SPHERE CAOS Package was used to provide real intensiteshe IFU entrance
focal plane as input for CSP. To this aim we performed sinatusing the CAOS
IRDIS module with 100 atmospheric phase screens at fdrdint wavelengths rang-
ing between 0.95 and 1.38n for the Y-J-mode or between 0.95 and 148 for the
Y-H-mode. The choice to make simulations with only 64 wargtas was given by
the fact that for a greater number of wavelengths the prog@nrates our computer.
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Part Output Code used
Image formation PSF on microlenses-épaxels) CAOS

IFS Instrument simulation Spectra on detector CSRCAOS
Data reduction Data Cube CSP
Data Analysis Reconstructed images and spectra CSP

Table 3.1: Scheme followed in the simulations.

Note however that 64 wavelengths are enough to properly legtimpexpected spectral
extension of speckles over the whole field of view with apprately two sampling
per pixel (hypersampling condition - see Antichi et al. 288d this should guarantee
that interpolation errors are under control. On the othedhthe CSP code requires as
an input 269 PSFs atfiierent wavelengths and to obtain them we performed interpo-
lation starting from the ones resulting from the CAOS sirtialzs.

Being based on the Fraunhofer approximation, both CAOS, &f8igre-sf codes are
inadequate to study the impact of wavefront errors arisiamfoptics not on the pupil
plane, for which Fresnel propagation should be consideYaiiskova et al. , 2010).
For this reason, a few simulations which take into accouatiiel propagation have
been performed using the PROPER code (see Section 3.2.6).

CAOS and CSP

Sections from 1.4 to 1.7 provide a frame to guide and intétheecomplex numerical
simulations to be performed for IFS. This frame is consistéth the IRDIS simulation
approach and theoretical expectations.

For what concerns the formation of coronagraphic images,hrt is common to
IRDIS. The numerical tool used is also identical (CAOS, saehillet et al. 2004 and
in particular the SPHERE Package developed for CAOS, sdgll@éaet al. 2008) with
consistent input parameters (see Table 3.2). The offilgrdnce is the larger number
of wavelengths considered. Coronagraphic images are afetlbt this stage as a
function of wavelength, of coronagraph, including AO cetien and all assumptions
on common path optics.

For what concerns the IFS instrument simulations:

e Conceptual limitations of IFS were examined considerirgitiput data cube
formed by the coronagraphicimages provided by CAOSf&dint wavelengths.
We call this data cube "Ideal IFS”, because it correspondsterfect IFS that is
able to faithfully reproduce the input data.

e Practical limitations of the IFS were examined using a detéid module (CSP).
It, in particular, includes the important BIGRE optical @gsand hexagonal
configuration.

1Fresnel propagation here is meant to represent the errdodbe fact that AO corrections are estimated
at a wavelength dlierent from those used for science observations, and it iglgitreated as an additional
WEFE. This approach cannot be used to estimate the impaceshér propagation on speckle chromaticity
within the wavelength range of IFS, considered in Secti@®63.
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Parameter IRDIS | IFS
AOC settings
Seeing 0.85” 0.85”
Wavefront outer scale | 25m 25m
my 2-8 0-8
Zenith angle 3¢ 30
Wavelength 1.6um 1.6um
Instrumental jitter 3 mas 3 mas
Ratio of common ref. | 0.97 No
obj.
COP Settings
INstrument WFE 34.5nm 34.5nm
AO Calibration WFE 7.4nm 7.4 nm
Fresnel  propagation| 4.7 nm 4.7 nm
WFE!
Beam shift WFE 8 nm 8 nm
Defocus WFE 4 nm No
Pupil shear 0.002D 0.002D
Pupil rotation 0° 0°
Differential rotation | O nm 0nm
WFE
Differential beam shift | 0 nm Onm
WFE
Double difference Reference star at theNo

same parallactic angle

Instrument settings

Coronagraph Achromatic 4-quadrant | Achromatic 4-quadrant
Filter J3J4 z-J,z-H

Number wave- | 5 269

length/filter

Polarizations dfect No No

Chromatic  up/down | 0/10 nm 0/10 nm

corono

Chromatic defocus | 0/0 nm 0Onm

up/down corono

Offset pointing 0.5 mas 0.5 mas

Table 3.2: Parameters used in the CAOS simulations.
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e Another routine (IFS module of CAOS) has been developedpeaddently, in
particular to properly take into account the complex natiir&ave propagation
(that is, including phases). An early version was checkgaréoide consistent
results with CSP. An updated version has been developedddrailude BIGRE
and hexagonal configuration. After consistency checkdjdtvad to perform
full simulations on this same platform. However, since giecedure is very
slow and has other practical limitations (see Section 3.2vé used it only to
show consistency with the CSP results.

e Photon noise, Flat Field noise dndread-out noises are introduced at the end of
this part of the simulation.

e We consider the z-H-mode in addition to the z-J-mode.
e We carefully considered the interpolation routines usetiénCSP code.

For what concerns data reduction, this part produces ttiraensional data cubes start-
ing from bi-dimensional detector images. It includes vasiateps (finding spectrum
on detector and identifying them with IFU lensletpaxels; subtract background; flat
fielding; wavelength calibration; rebinning in wavelengtfhis is done within CSP
and to improve these results we try to improve tfe&iveness of interpolation rou-
tines (see below).

For what concerns data analysis, this part includes asabfghe data cube in order
to extract the planetary signal from monochromatic imagekis has an important
impact on the final results. A description of the algorithmpiemented for multiple
Differential Imaging and Spectrum Deconvolution is given intidac3.2.4.

Interpolation routines

Various analysis steps require interpolations (eithehédpectra, or when scaling im-
ages). These interpolations introduce numerical noisgshauld be kept at minimum.
We tested various interpolation routines: FREBIN, CONGRIf a special routine
written by us which perform cubic spline interpolation irctdimensions, based on the
one-dimensional SPLINE IDL routine applied to the two dirsiens consecutively.
This last procedure produced the best results. We triedsaleatine based on Fourier
transform for bi-dimensional interpolations (requiredimage re-scaling), but it did
not produce better results, and it was then not used in ooulegions.

The evaluation of the élierent routines was performed by a comparison of the final
contrast that can be reached with thfetient interpolation methods.

Image formation: results with CAOS

Input simulations were made using the version 2.3 of the cble adopted simulations
used 100 atmospheric phase screens, and the standard pagalisted in Table 3.2.
In Figure 3.4 we display a monochromatic image provided byDSAused as input to
the CSP simulations. The bright ring corresponding to thee©&orking Angle of the
AO is obvious in the image. We made simulations both for thlerzede (0.95-1.35
um) and the z-H-mode (0.95-1.70n).
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Figure 3.4: Monochromatic image from CAOS simulation, uasdnput to the CSP
simulations.

Figure 3.5: Left: Monochromatic image from CAOS simulatiosed as input to the
CSP simulation. Right: monochromatic image at a very similavelength as output
of the CSP IFS simulation. Only the first quadrant is shown.
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Interpolation errorg erfnt - 0(lcoro)
Cross Talk CT - o(lcoro)
Flat Field errer lcoro ~ e"rFFO'(Icoro)(VvFEAtm/WFElnst)2

Table 3.3: Summary of multiplicative errors dependences.

3.2.2 Multiplicative errors

From what said in Section 1.4, it is clear that gains betwa®nto almost two order
of magnitude are possible usingigéirential imaging. However, when estimating the
actual gain that can be achieved in practice, there are ptrameters which must be
considered, even in the case of extremely bright sourcesremyphoton and read out
noise can be neglected. In fact, even in this case we shoonkidzr that the fidelity of
monochromaticimages actually obtained infiedential imager is limited by a number
of further dfects. We may divide them into two groups:

1. Errors that depend dgoro:
e Flat field
2. Errors that depend an(lcoro):

e Cross Talk

e In data reduction, interpolation errors done when extngc data cube
from the Integral Field Spectra, or when rescaling the insdggfore sub-
tracting them

¢ Inthe simulations, additional interpolation errors maydbae when gener-
ating the monochromatic images that are used to estimatettégral Field
Spectra (these last errors only exist in the simulations).

We may represent all these errors as additional terms iry@maktimates of the con-
trast achieved. Table 3.3 summarizes the expected depegsifar multiplicative er-
rors.

Cross Talk

Signal in one pixel depends on signal on close pixels duedassaalk. A more exten-
sive discussion of cross talk in Section 3.2.8. Cross Tatlaissed by various mecha-
nisms:

e Cross Talk between adjacent pixels at the detector leveheatevel of a few
1072. This is more important for IRDIS.

e The instrumental PSF causes a broadening of the images. fidu is small,
due to the exceedingly good optical quality of both IRDIS #R8 (where it is
called incoherent cross talk).
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Cross Talk source Value IRDIS IFS

Detector Cross Talk afew 102 | Impact on final SR Impact on LSF
Instrumental PSF | A few 104 | Impact on final SR| Impact on LSF (inchoerent CT|

Coherent Cross Talk A few 1073 Impact on final SR

Table 3.4:Summary of Cross-Talk

¢ In IFS, interference between adjacent lenses causes aetnlsgnal (coherent
cross talk) of the order of a few 18

In IFS the two first €ects may be considerd together, as a degradation of the RSF. W
will generally neglect them in data reduction. Table 3.4gia summary of the various
cross talk &ects.

3.2.3 Static speckles: comparison with simulations restgdt

Table 3.5 compares predictions for limiting contrast foHERE obtained using the
analytic approach described in Section 1.5, with resultietdiled simulations. Results
are for a location at 0.5 arcsec from field centre, and do robtidte the improvements
possible using calibration procedures (doubl@edéences for IRDIS, multiple dier-
ences and azimuthal filtering for IFS).

The agreement between predictions by the simple analytimagh and more detailed
simulations is generally good. This good agreement shoats th

e The analytic approach described in Paragraph 1.5 allowsettiqi quite well the
results of the detailed simulations.

e The agreement is obtained for alfffgirent scientific instruments: this confirms
that the simulations are consistent each other.

3.2.4 IFS instrument simulations
CSP simulations: comparison with ideal IFS

In Figure 3.5 we compare the first quadrant of the same imamersim Figure 3.4 with
the output of the CSP IFS simulation at the same wavelengthe $r diferent grey
scale and the loss of resolution due to the pixel size, thpubimage is very similar
to the input one, showing the fidelity of SPHERE IFS accordmgur simulations.
The dfects of IFS as simulated by CSP may be represented by theurttion of a
small multiplicative error (see Section 3.2.2) that hasgime efects on the instrument
performances.

Data analysis for CSP simulations

Data analysis has a large impact on the contrast achievatileSRHERE IFS. Here
| present the algorithm that | applied to implement thé&f®ential Imaging and the
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IRDIS IFS
1.19um 1.60um z-J
No coro PSF| 9.9 9.3 9.9
(mag)
5 sigma Single| 10.7 111 11.12
Model Image
Single  Differ- | 12.95 13.65 14.14
ence (A1 = 0.08um) (A1 = 0.08um) (A1 = 0.036um)
Multiple Single 15.49
Difference
Non common| 10 10
path WFE (nm)
Single difference | 13.5 13.9
Overall limit 12.8 13.4 15.49
5 sigma Single| 10.68 111 11.12
Simulations | Difference
Single difference | 12.97 13.94 14.35
(A2 = 0.08um) (A2 = 0.08um) (A1 =0.036um)
Multiple Single 15.45
difference

Table 3.5: % limiting contrast (in mag) for SPHERE using the analytic eggzh
described in Paragraph 1.5 compared with the results ofieigtsimulation. Results
are for a location at 0.5 arcsec from filed centre with no deutifference or field

rotation.
IRDIS IFS
1.19um | 1.60um | z-J
No rotation 12.8 13.4 | 15.49
Model 30 degree; field rotgtion 13.7 14.2 | 16.40
30 degree azimuthal filtering | 14.6 150 | 17.31
Double difference 155 15.9
No rotation 12.97 13.94 | 15.45
Simulations 30 degree .field rotqtion 15.86
30 degree azimuthal filtering 16.63
double difference 15.15 155

Table 3.6: Calibration & limiting contrast (in mag) for SPHERE using the analytical
approach (see Paragraph 1.5) compared with results ofatbwmulations. Results
are for a location at 0.5 arcsec from field centre with catibraof static speckles by
means of field rotation.
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Spectral Deconvolution methods described in Section 1dbiarsection 1.7 respec-
tively.

General Features

Some features are common to botHtBiential Imaging and Spectral Deconvolution:

e The data extraction package in CSP generates the data cubistomy in 33
(for the z-J-mode) or 38 (for the z-H-mode) calibrated mdmwomatic images
from the bi-dimensional detector data. This procedurelithes signal extraction,
wavelength calibration and rebinning of spectra at a constiad common wave-
length step. An interpolation along the spectrum is re@liildote that this in-
terpolation to be executed properly without aliasing, supad hyper-sampling
conditions on the spectra provided by the IFS should be edr{tihis was con-
sidered when designing the SPHERE IFS). As mentioned inde8t2.1, we
verified that results obtained using CSP are close enougbse fprovided by the
"ideal IFS” (the input data provided by the CAOS simulati@fishe atmosphere
and Common Path) so that we may safely conclude that appatixins in in-
strument simulation and data reduction within CSP have goifstant impact
on the results we show.

¢ In general, we assume that observations are done with thigad with respect
to the IFU. In this case, field rotates with time on an alt-dgseope, a typical
value being 30 degrees over 1 hr exposure time. In this fraomewAzimuthal
Filtering (that is along arcs at constant radius) of the nobmomatic images
may be used to reduce the noise (Angulaf®ential Imaging, see Section 1.6).
Such afiltering might be implemented in the Data Analysidaitt need of any
interpolation. Our procedures was the following:

— For each given spaxel, we searched for all spaxels which aaimilar
separation (distance from centre); practically, the amsulidth was set to
1 spaxel.

— We plotted the value of the intensity at the selected wayglefor each of
these spaxels against azimuth angle

— We draw a fitting line through these points (practically, icispline curve
through the average of these points within arcs of lengti4 to avoid
canceling the planet signal)

— We subtracted the intensity value read on the fitting linenfintensity at
the selected wavelength in the spaxel

— The procedure is then repeated for all the wavelengths
— The procedure is iterated aver all spaxels
¢ We assume that a planet is detected whenever signal is alo@tection limit in

the final images. Noise in the final images is determined usiagame routine
used to examine the IRDIS image produced by CAOS. This rewtetermines
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statistical properties of the image center. Detectiontlingis set at & (i.e. stan-
dard deviations); this is appropriate when there is sigaificotation of the pupil
with respect to the field (see Marois et al. 2008).

Multiple Di fferential Imaging
The data cube produced by CSP extraction package can beaiseplément a dter-

ential imaging procedure that allows detection of plan&te procedure we devised is
as follows:

1. Images are divided into two groups: planetary imageg (¢hianages at wave-
lengths where the planet is present), and reference imdigasi$ images at
wavelengths where the planet signal is very weak or absent).

2. We may then distinguish two cases:

¢ Single diterences:

— Areference image is assigned to each planetary image.

— For each pair, the reference image is spatially scaled tpldreetary
image according to the wavelength ratio between the wagéterof
planetary and reference image

— The scaled reference image is subtracted from the planietage
e Double diferences:

— two reference images are assigned to each planetary imagayith
wavelength respectively shorter and longer than that optaretary
image

— for each tern, the reference images are spatially scalértplanetary
image according to the wavelength ratio between the wagéhsrof
planetary and reference images.

— The three images are combined according to the doulikreice for-
mula by Marois et al. (2000).

3. The procedure at step 2 should eliminate most of the speeittern. If the pairs
are selected so that the planet image is present only in ahe ofvo images, the
planet image will not be canceled out.

4. A weighted average of the "cleanedffdirential image will provide the best final
image to be used for planet search. Note that since the plgnietages are not
scaled, the planet position will not shift with wavelength.

There are two critical issues in this procedure:

1. Eachinterpolation introduces noise. In our approaantimber of interpolation
to be made in the data analysis moduleffeetively reduced to only one per pair
(two per tern when using the doubldfgirence approach).

2. Pairing of monochromatic images, and the optimal weightauld be given ac-
cording to the noise model.
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e If errors are dominated by photon noise, the best procedweld be to
give the same weights to all pairs. In this case pairs shoeilskliected in
order to have similar (or even constant) wavelength sejparat

e If errors are dominated by calibration errors (speckledwsis) the best
procedure in single élierential imaging is to create pairs having the small-
est possible wavelength separation, compatible with thdignts present
in the planetary spectra. In this case weights should bgrasdiaccording
to the inverse of the square of wavelength separation.

e For what concern doublefiiérences, this last approach is limited by the in-
trinsic width of the emission peaks in the planetary spectr®ractically,
we expect very small advantage by creating terns with théisstaossible
wavelength dferences. It should then be more advantageous to have var-
ious terns with the same wavelengtlffdience, and give the same weight
to all of them.

Spectral Deconvolution

Spectral Deconvolution shouldfer some advantage with respect to th&etential
imaging approach even for planet detection, at least caitbie bifurcation point, be-
cause it makes use of all the spectrum. The procedure weviedlis composed of four
steps:

e We scaled single images provided by the CSP data extraclimmitam to a

reference wavelength (in this case we choose the centralerayth between the
ones of the 33 (or 38) monochromatic images). Because ofékisaling the
planet will be in diferent positions in every image.

We plotted the spectrum for every spaxel of the rescaled cldia (see Figure
1.3) and calculated a polynomial fitting function usingA{llas independent vari-
able. The poynomial degree depends on the distance frorettierof the image

in units of the bifurcation radius. The value of this fittingnttion is then sub-

tracted to every spectrum. This should eliminate or at lestlice the speckles
or diffraction residuals.

The subtracted images are then rescaled back to the orggiakd according to
their wavelength, in order to mantain fixed the planet posith all of them. At
this point, we have a data cube that should be cleaned of kgseskd difraction
residuals

In order to search for planet signal, the three-dimensidat cube is collapsed
to a bi-dimensional image given by the cross-correlatiothefspectra in each
spaxel with a template planet spectrum. This procedureraghthe AN of the
final image. In general, in our simulations we use methanemmed spectrum.
However, we notice that the same procedure can be followtdafiat spectrum,
or an L spectral type template.

Examples of application of this procedure are shown in g6, where we show
detection of planets with contrasts of £@left) and 107 (right) at 0.6 arcsec from the



3.2. SIMULATIONS 73

Figure 3.6: Detection of planets with contrast of 4Qleft) and 107 (right) from z-
H-mode data using the spectral subtraction method. Thasstaf2V at 10 pc, 1 hr
exposure time and 30 degrees field rotatian lifiting contrast is about 10 for such
a simulated observation.

central star. These simulated data corresponds to thewalhiserof a G2V star at 10 pc
using the z-H-mode. We assumed a total of 1 hr exposure tioréglwhich the field
of view rotated by 30 degrees with respect to the pupil. Werehed a & limiting
contrast of about 10 for such a simulated observation, so that the case for theefai
planetis just at the threshold limit.

3.2.5 Numerical estimation of calibration errors

This section describes results of the simulations madeyubkignmethods described in
Sections 1.5, 1.6, 1.7 and 1.8 focusing on the calibratioorgrthat is the limiting
contrast for the case of very bright objects.

Differential imaging

Results obtained with the multipleftérence method are shown in Figure 3.7. This
Figure also shows that no further gain is instead obtainedyusultiple double dif-
ferences. This is due both to the impact of multiplicativeoes (considered in Sec-
tion 3.2.2) and to the fact that realistic doubl&eliences should be made using rather
large wavelength separation, due to the intrinsic widtthefrhethane bands.

It should finally be noticed that optimal weighting schemééoused depends on the
relative values of dferent sources of noise.

Azimuthal filtering (Angular Di fferential Imaging)

As described in Section 1.6, substantial improvementirtreshcan be achieved by ex-
ploting rotation of the field of view with respect to the pugihe improvementis better
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Figure 3.7: Comparison between-sontrast obtained with singleftierence (yellow
line), with the multiple Single dierence method (red line) and with multiple Double
Differences (green line) from IFS simulations. The results are fsimulation with
only calibration errors.

at large separation (see figure 3.8). If quasi-static speakbminate, the gain runs with
the square root of the angle (and of separation), since #reepimage sample fiiér-
ent noise realizations while rotating around the stellaagm In the case where static
speckles (or quasi-static speckles with long lifetime) dwte, an azimuthal filtering
procedure can be applied, with further substantial gairoirtrast. The procedure out-
lined in Sections 1.6 and 3.2.4 (that can be applied in the o&both static and long
life quasi-static aberrations) allows a gain linearly prdgnal to the field rotation
angle and separation (see Figure 3.9).

Spectral Deconvolution

As discussed in Section 1.7, spectral deconvolution shouddide better results than
multiple Differential Imaging at separations larger than the bifurcatalius. As men-
tioned there, however, even in the case of Spectral Decotiwnl the contrast that can
be achieved even for bright sources is limited.

Figure 3.10 displays the run of the-®alibration limit for a very bright star. The case
shown is for 30 degrees field rotation with azimuthal filtgrirResults with spectral
deconvolution are indeed slightly better than those obthirsing multiple Diferential
Imaging, but the dference is small, about 0.2 dex 0.5 mag). As expected, better
results are obtained when the z-H-mode is considered (geee-8.11). In this case
the diference is about 0.3 dex (0.7 — 0.8 mag), and the gain is appreciable even at
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Figure 3.8: Run of the & calibration limit with separation for three cases: (i) nddie
rotation (red line); (ii) rotation by 30 degrees with no aamiim filter applied (yellow
line); (iii) rotation by 30 degrees with azimuth filter apgadi (green line).

quite small sperarations (0.15 arcsec).

Summary

Table 3.7 summarizes therxalibration limit at various separations as obtained from
our simulations. Whenever applicable (outside the bifiimoaradius), the spectral
deconvolution provides better contrast than multipl&é@ential Imaging. Also, the z-
H-mode allows to get better contrast with respect to thexmde, save that for widest
separations. However, we notice that success of the Spe®@gaconvolution method

is related to the assumption of a smooth variation of spsakith wavelength, which
may be jeopardized by thefects of Fresnel propagation that was neglected in this
simulations.

3.2.6 Simulations with Fresnel propagation

To confirm the results of the simulations listed in the pregi®&ections we performed
new simulations using a new version of the CAOS softwareititarporates the PROPER
code to take account of the Fresnel propagatitects. The result of these simulations
is composed by a datacube of 64 PSFs that are used as an inphg '8SP code as
described in Section 3.2.1. To save computing time, we pmdd these simulations
not considering thefects of the atmosphere (using only one atmospheric scréén).
course, this is not realistic, yielding optimistically tgood contrasts. However, the
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Figure 3.9: Run of the® calibration limit at 0.5 arcsec with rotation of the field Wit

respect to the pupil. The open symbols and the dashed lineesués of simulations

and expectations from the model described in Paragraplodted case of uncorrelated
noise (quasi-static speckle); the filled symbols are theeshnt for the case of static
speckles, filtered out using the method described in Se8t5

Separation
Mode Data Analysis| 0.15arcsec | 0.5 arcsec 1.0 arcsec
2-3-mode Multiple 206 x 10°[309 x 107|989 x 10°
Differential (14.21mag) | (16.27 mag) | (17.51 mag)
Imaging
Spectral De-| Inside Bifur-| 1.64 x 10" | 7.68 x 10°°
convolution cation Radius| (16.96 mag) | (17.79 mag)
S Hemode| Multiple 161 x 10°[ 187 x 107 | 1.87 x 107
Differential (14.48 mag) | (16.82mag) | (16.82 mag)
Imaging
Spectral De-| 585 x 107 | 113 x 108 | 155 x 10
convolution (15.58 mag) | (17.37 mag) | (17 .03 mag)

Table 3.7: & calibration limit (30 degrees field rotation, azimuthalkiihg).
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Figure 3.10: Run of the calibration limit with separation for a very bright stargth
case shown is for 30 degrees field rotation with azimutharfilg. Red line is the
result obtained with multiple étierential imaging; the green line is with the Spectral
Deconvolution method.
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Figure 3.11: Same of Figure 3.10, but for z-H-mode.
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Figure 3.12: Plot resulting from a simulation without the$mel propagation and with-
out any rotation of the field of view (z-H-mode).

comparison is still meaningful to evaluate the impact offhesnel propagation.
The following parameters are adopted during the Fresnegmation calculations made
using the CAOS SPHERE Package:

e Pre-coronagraphic optics: for the DTTS the conjugatechdist is of 414 km
and the WFE r.m.s. is of 5 nm. The PSD Hagrofile.

e For the post mask optics we have the collimator with a conpdydistance of
396 km and the WFE r.m.s. of 15 nm.

e For the post-coronograph optics we have the folding mirrawit a conjugated
distance of 1492 km and with a WFE r.m.s. of 10 nm, the foldimgon3 with a
conjugated distance of 4440 km and the WFE r.m.s. of 10 nmlaméldld lens
with a conjugated distance of 10722 km and a WFE r.m.s. of 15 nm

In Figure 3.12 and in Figure 3.13 we report an example of thaltg of such simula-
tions for a case without any rotation of the field of view andsidering the z-H-mode
without and with the Fresnel propagation respectivelys Bpparent from a visual in-
spection of these two images that the results are very sifinifethe two considered
cases. Similar results have been obtained for simulatienfopned under dierent
conditions. A numerical confirmation of this result can béaited by Table 3.8 where
values of the contrast atftirent separations from the central star are listed both for
the case without Fresnel propagation and for the case wéhnet propagation. The
listed values are very similar in the two considered cadeis.then clear that we can
conclude that the Fresnel propagatio has not a very impdrtgeact on the results of
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Figure 3.13: Same of Figure 3.12 but with the Fresnel projiaga

Sep. (arcsec) No Fresnel Fresnel
0.2 240x 107 | 350x 1077
0.4 8.35x10° | 1.31x 107/
0.6 1.17x 107 | 1.23x 107/
0.8 9.80x10° | 1.12x 1077
1.0 9.76x10° | 1.19x 1077

Table 3.8: Values of the contrast afférent separations for simulations with and with-
out taking account of Fresnel propagation.
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our simulations so that te results reported in the previeagi@s can be considered
valid.

3.2.7 Photon Noise
Analytical predictions

Multiple Di fferential Imaging
In the photon noise limit, the contrast is given by the ragoween the signal given by
Spi

Cph =
ph O'(Spl + Ssky + Sstar)

(3.1)

where Sy, represents the number of photons within thfrdction peak of an image
of the planetSsky andSstar are the number of photons from the sky and from the star
in the same area of the planet. Since for those cases cloke tetection limit the
stellar background dominates over the planet, we will netglgs last (but we should
take into account the contribution by the sky, which is impot for faint objects). Of
course, detection requires low false alarm probabilityisThreasonably achieved for
a YN=5 (see Marois et al. (2008) for a discussion of those casesavthis limit is
enough).

Figure 3.14 displays the approximate limiting contrastdboton noise limited cases

201

I

18

E
o

Figure 3.14: Expecteddlimiting contrast as a function of stellar magnitude, if pnl
photon noise is considered for the SPHERE IFS. Results afetfour observations in
the z-J-mode. Dierent lines correspond toftkrent separations.
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Figure 3.15: Expecteddblimiting contrast as a function of stellar magnitude for the
ideal SPHERE IFS. Results are for 1 (30 degrees field rofatind 4 hours (120 de-
grees field rotation) observations in the z-J-band and a&parof 0.5 arcsec. Dashed
lines are for calibration errors alone; dotted line is foofam noise alone; solid line is
combining both calibration errors and photon noise.
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as a function of stellar magnitude for 1 hour observatiorteéncase of SPHERE. The
parameters of the simulations used to obtain this Figuréisiesl in Table 3.2.

Figure 3.15 displays the approximate limiting magnitudessted for an ideal SPHERE
IFS as a function of stellar magnitude, showing the relatiwetribution of calibration
errors and photon noise. We are considering 1 and 4 hourswaltieas (corresponding
to 30 and 120 degrees field rotation) in the z-J-band; reardt$or a separation of 0.5
arcsec. This Figure shows that with a properly designed pE8ton noise should be
the main factor limiting achievable contrast but for theperight objects with] < 2.5.
Figure 3.15 shows that the limiting contrast at 0.5 arcsea fb hour observation of a
J=8 star for anideal IFS is 14.7 mag, that is essentially setioggn noise. This shows
that the Top Level Requirements (contrast of®@hat is 15 mag, for a separation of
0.5 arcsec from a=B star in 1 hour integration time) cannot be reached by an even
perfect IFS, when using multiple Bérential Imaging in the z-H-mode.

Spectral Deconvolution should provide a significant gaieroMultiple Differential
Imaging in the photon noise limited case, because a largetiéin of the spectrum
can be used for speckle subtraction and planet detectignré-B.16 gives the gain in
contrast (with respect to the multiple fBérential Imaging) in the photon noise limited
observations expected from this simple consideration. ¥ge&ed a significant gain,
about a factor ot 2 at the AO Outer Working Angle.

I~
o

Gain
= = N M
11 IlqlllII?IIII‘*IIII?IIII‘FIIII

o

o =
Sm 010 020 030 040 050 060 070 0803 080 1.00
Separslion {(arcsec)

Figure 3.16: Expected gain when using spectral deconwltgichnique over the dif-
ferential imaging technique in the photon noise limitedecas

Numerical results

We may compare the results of the analytic approach deskiibearagraph 1.5 with
the results of our detailed simulations (see Figure 3.17Figdre 3.18). Results of
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simulations for both multiple dierential imaging (filled symbols) and spectral decon-
volution (empty symbols) are shown. Overimposed are ptiedis based on only pho-
ton noise (thin solid and dashed lines, respectively), akihg into account also the
calibration errors (thick solid and dashed lines, respebf). The calibration errors
were 16.27 (z-J-mode) and 16.96 (z-H-mode) mag for the pleltifferential imaging
method, and 16.82 (z-J-mode) and 17.37 (z-H-mode) mag éo&fectrum Deconvo-
lution method (see Table 3.7). The larger values for the mdtle is due to the wider
spectral range used, which allows to use more independesievagth pairs.

These simulations suggest a gain close to a factor of 4 exgpéctthe photon noise

20.0
[ |
1 ID (s
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i 88 @im)
1801 FiLNiokea ()
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17.01 -

g ] Predicied (10}
16.[H Predicted (35
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Figure 3.17: & contrast at 0.5 arcsec for observations in the z-J-modefasction

of stellar magnitude. 1 hour exposure, field rotation by 3frdes and azimuthal filter-
ing were assumed. Results of simulations for both multipfiecential imaging (filled
symbols) and spectral deconvolution (empty symbols) aosveh Overimposed are
predictions based on only photon noise (thin solid and dhihes, respectively), and
taking into account also the calibration errors (thick d@nd dashed lines, respec-
tively).

limited case when using spectral Deconvolution for the mbie, while the gain is
slightly smaller (about a factor of 2) for the z-J-mode. Téibstantial gain should
allow to reach the TLR on contrast (1) that is 15 magnitude, at a separation of 0.5
arcsec for a star with=B; from SPHERE Technical Specifications). Note also that
while we expect to be photon noise limited fbr- 4 when using multiple Oferential
Imaging, we expect the observation to be calibration lichfir J < 4 to J < 6 (de-
pending on the wavelength range) when using spectral detdion.

The values plotted in Figure 3.17 and Figure 3.18 have bdanaed neglecting Fres-
nel propagation. However, as noticed in Section 3.2.6 sisild not be too important
in the case of SPHERE.
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Figure 3.18: Same as Figure 3.17 but for the z-H-mode.

Summary

The TLR contrast specification is:

TLRC.2 This observation mode shall make possible to achievetrast ofL0° (goal
10°8) at 0.5” from a bright (J < 8) star in J band (assuming a line contrast of 5) in 1
hour integration time with SNE5.

From our simulations it results that for a star witk8) we are limited by photon noise
and not by calibration errors. Using multiplef@irential Imaging data analysis for the
z-J-mode alone (that is, the mode currently foreseen foN#ea Infrared Survey), we
concluded that we are able to arrive close to this TLR, butmeatisfy it.

However this TLR can be achieved in both the z-J-mode andmaedes using the
spectral deconvolution method for data analysis, and ergyt-mode when using the
multiple Differential Imaging method. The reason of the superiority ef $pectral
Deconvolution with respect to the multiplefBarential Imaging is that a wider spectral
region is used when subtracting the stellar background earthking for planets. As
expected, the z-H-mode allows better results, again becawgder spectral range is
exploited.

3.2.8 Other factors that may limit the contrast

Apart from calibration errors and photon noise, variofisas might limit the contrast
achievable with the SPHERE IFS. The most relevant are catissread out noise and
flat field accuracy. The impact of cross-talk is discussedim$ection.
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Cross Talk

Cross Talk is a major issue for IFS. It is in principle possitd reduce it to very low
values by an appropriate instrument design. However, titisnization may require a
more complex system and some reduction in other instrunmegfanances. Analysis
of its relevance for planet detection is then required tanoge the IFS design.

In order to estimate the impact of Cross Talk on planet digtectsing SPHERE IFS,
we proceeded as follows:

1. We define Cross Talk as the sum of two components:

e Incoherent Cross Talk, that is simply due to extension ofwhys of the
lenset PSF's (to distinguish it from coronagraphic PSF, vile wge the
abbreviation LSF for the lenslet PSF). This is properly takeo account
in the CSP simulations, where the wings of the LSF are consibi@ver an
area including adjacent pixels.

e Coherent Cross Talk, due to constructive interference &etways from
different lenslets. This is the sum of a term for every adjacerglde,
each given by the the product of the electric fields due tocadjglenslets
times a phase term depending on the optical pafierdince between the
two beams, averaged over a detector pixel. Coherent Crdissdlanot be
computed exactly using CSP (which does not include phase fiar the
beam within the IFS). However, the last version of the CSRigtea mul-
tiplicative factor that may be used to test the impact of €ak on planet
detection, once that it has been estimated elsewhere. Menebe last
version of CAOS simulation for IFS takes explicitly thisnemto account
(see Section 3.2.1).

2. We then evaluated (Section 3.2.1) the impact fiédént levels of coherent Cross
Talk on planet detection. This allows to justify the speaifions on coherent
Cross Talk, updating the value given in the SPHERE Techi8palcifications
(1073, goal 10%). An order of magnitude justification of this result may be ob
tained using the simple model for the multiplicative errangl their contribution
to the contrast given in Section 3.2.2.

3. We evaluated the Cross Talk parameter using the bigredsf,designed for this
purpose and checked against experimental results (seehfrtial. (2009)).
The value of the cross-talk obatined from this code is comgbavith that ob-
tained from analysis of the system, so that appropriateropdtion of the IFS
design can be achieved. Similar results were obtained tiseZGAOS IFS sim-
ulations described in Section 3.2.

Impact of coherent Cross Talk using a parametric approach

The impact of coherent Cross Talk was estimated by repetitehgvaluation of planet
detectability with CSP (that is able to consider it just imgpaetric way) with diferent
values for the coherent Cross Talk parameter (02)L(0rhe results of these simulations
are given in Table 3.9, where we give the average contrabeif15-1 arcsec area as
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Separation
Analysis method Coherent 0.15 arcsec | 0.5 arcsec 1.0 arcsec
Cross Talk
Multiple Diﬁerentiallmaging0 194 x 10° | 187 x 107|137 x 107
(14.28 mag) | (16.82mag) | (17.17 mag)
1072 194 x 10°| 187 x 107|165 x 10
(14.28 mag) | (16.82mag) | (16.96 mag)
Spectrum Deconvolution 0 110 x 10°% | 113 x 107|136 x 1077
(15.03mag) | (17.37mag) | (17.17 mag)
1072 110 x 10°| 113 x 107|154 x 10
(15.03mag) | (17.37mag) | (17 .03 mag)

Table 3.9: The same as Table 3.7, but fdfetient values of Cross Talk (only values

for the z-H-mode are given.

a function of the Cross Talk parameter, respectively. Wadbthat the impact of co-
herent Cross Talk is very small if the Cross Talk is less th&i Owhile it becomes
significant for a cross-talk of 0.1 (note that this is due ntora loss of signal than to a
raise of noise). For a Cross Talk of ZQhere is a small loss in the inner regions, and
actually a (very) small gain in the outer ones. This lastltesight seem surprising but

it is due to the fact that IFS slightly oversamples specKlée dfect of coherent Cross
Talk on monochromatic images is to replace the value of ttemsity on a lenslet (at a
given wavelength) with a linear combination of this sameigglwhich still has by far
the dominant value), and of an average of the values (at tine seavelength) in the
adjacent lenslets. Insofar images are oversampled, thageef adjacent lenslets is
a good proxy for the value in the lenslet itself, while adogtan average over several
spaxels slightly decrease noise. Once coherent CrosssTaken into account, inten-
sity in the pixel is modified only very marginally, at levelsaller than 10 even for
large values of the Cross Talk.
As a conclusion we carfiirm that the specification for the Cross Talk originally given
was overstated. Even a value of Cross Talk as large a&ckh be accepted without
noticeable &ect on planet detection.

3.3 Astrometry with SPHERE IFS

3.3.1 Science based on astrometry with SPHERE

Many scientific programs to be carried out with SPHERE regjoieasures of the rel-
ative position of the faint companions with respect to tta. sthese include (in order

of complexity):

1. Physical connection between the componentparallax, proper motion): this
requires accuracies better tharb mas, allowing estimates of parallaxes with
errors of 10% at 20 pc and transverse motions with an accafazinys at 100
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pc over 1 year baseline.

2. orbital solution (period, semi-major axis, eccentricity, plane inclinatietc.):
requires an accuracy depending on the fraction of orbitieml/by observations.
1 mas should be well enough for periods less than 5 years.

3. ldentification of unseen companionsandor determination of relative masses
from secular orbit perturbations: requires an accuracieb#tan 1 mas, on a
timescale depending on the characteristic period (likelgrs).

4. Determination of companions mas$y motion of the star with respect to back-
ground objects. For planetary masses, expected ampliargeselow 1 mas,
while for brown dwarf masses a larger signal is expecteddidan e.g. the case
of a 0.2M, star, with a 10M3,, companion at 1 AU at 10 pc: the amplitude of
the orbital motion is in this case 5 mas). Rough estimates of the masses can
then be obtained if appropriate background objects aredfamn an astrometric
accuracy of 0.1 mas can be achieved.

5. Identification of close companions to the planetrequires an accuracy depend-
ing on the characteristics of the close companions; eveerwety favourable
circumstances (mass ratio of 100, and a separation of 10thatss 0.1 AU at
10 pc), the amplitude of motion of the visible faint compamis 0.1 mas. This
is at the limit of feasibility.

The top level requirements for astrometry with SPHERE waatsquite conservative
value of 5 mas, with a goal of 1 mas. However we will show thatERE should be
able to reach a much better astrometric accuracy for brigbtigh sources, possibly
as good as 1 mas, so that scientific programs 2 and 3, and even 4 and 5¢ begh
reached under favourable circumstances.

3.3.2 SPHERE potential for astrometry

We will hereinafter generally consider relative positimighe faint companion with
respect to the bright central star image. Occasionallyightrbe possible to determine
absolute positions using background objects.

We construct a total error budget in the relative positidith® companion with respect
to the bright central star image including the followingner

1. Photometric accuracy of centering of the faint companion inage The cen-
tering accuracy along each axis is approximately given by:

err = 1.06+/(w- dx)/(S/N)mas (3.2)

where w is the FWHM of the image, dx is the pixel size (in mag) 8N is the
signal-to-noise ratio of detection (see Cayrel 1988).

Assuming 1 pixek12.25 mas, and the FWHM of the image equal to 2 pixels,
we have that er18/(S/N) mas. For limiting detection (81=5) we then have
err=3.6 mas.
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For detections witt6/N < 50 (that is contrast 107°), the photometric error
limits the astrometric capabilities of SPHERE. For brigldgempanions, when
the speckle noise is less important how we have seen fromethdts of the
simulations, star centering might be the most importante®af error.

2. Accuracy of centering of the central star. In the next Sections we describe this
part of the error budget. We consider two cases:

e SPHERE used without coronagraph
e SPHERE used with coronagraph

3.3.3 SPHERE used without coronagraph

An excellent discussion of expected astrometric perfocaarf AO assisted imaging
is given in Cameron et al. (2008). According to this discoissthe main limiting
factors are:

¢ Differential Tilt Jitter , expected value (at 1 arcsec separati@)5 mas, scal-
ing down with v/(o/t), and up with the square of the separation. Singf
is expected to be: 0.01 in all practical cases, theftirential tilt jitter should
contribute no more than a few micro arcsec to the astromettric budget.

e Distortion: for constant gravity system, it should depend on tempezadnd
pressure, which should cause scale variations. Distontiap can be prepared.
Distortion calibrations have been prepared assuming ar budget of 5 mas
(SPHERE Technical Specifications), but it should pradicgkeld 1 mas accu-
racy : however the discussion in Section 3.3.7 shows thatcanracy of 0.1
mas could be obtained if moderate dithering on the instrumistortion grid is
available.

e Atmospheric refraction: it can be taken into account with appropriate mod-
elling (see Helminiak 2009), provided that local measufdsmperature, pres-
sure and relative humidity are included, even if some uagaies would still
be present. For broad band observations, spectral ditribaf flux should be
taken into account. This is not needed in narrow band imagiogsidering rea-
sonable errors for the measures of temperature, pressdnektive humidity,
narrow band imaging should allow to keep errors relatedrmapheric refrac-
tion within a few tens of microarcsec.

e Measurement errors ~ 0.01 pixelsE0.1 mas for SPHERE). It should scale
down with Jt. If 1000 individual exposures are used (tipically20 minutes
exposures), measurament errors contribute no more tham enfieroarcsec to
the astrometric error budget.

We conclude that SPHERE without coronagraph should alloarenf < 0.1 mas,
mainly limited by residual errors in the evaluation of thetdition map, altough uncer-
tainties in correcting atmospheric refraction are not igdgle. Locally, accuracy may
be better (down to a few tens microarcsec).
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3.3.4 SPHERE used with coronagraph

As we have seen, SPHERE should allow very good astrometrforpgances when
used without the coronagraph. The coronagraph should degerformances, making
it more dificult to recover the original location of the centroid of lighstribution of
the guiding star. In fact, any asymmetry present in the cageeph illumination would
result in an asymmetric distribution of flux. On the other thafield center accuracy
based on A@DTTS correction is limited at 2 mas, with 0.5 mas reproduitib{goal:
0.2 mas - as defined by the SPHERE Technical Specifications).

We wish to explore alternative ways of determining imagdeein the presence of the
coronagraph. We will consider various alternatives, eitiplpdifferent image features:

¢ Diffraction peak
e Speckle shift with wavelength
e Outer working angle corona

e Speckle symmetry

Image centering from diffraction peak

While strongly attenuated, some residuals of tHEraction peak should still be present.
This might be used for centering the image. We expect howtbatithe coronagraph
itself strongly modifies the shape of this peak, becausééces diterently odd and
even terms of the Taylor series representing the PSF (sei@ Benl. 2003). Deter-
mination of the "undisturbed” location will be therffacted. Corrections are model
dependent, it will be then very hard to reduce errors beloenarhas, that is not better
than given by AGDTTS.

Image centering from radial shifts of speckles

In this subsection we will consider how the expected radfts of the speckles
with wavelengths can be exploited for image centering, engoresence of a coro-
nagraph. In this Section we assume that the nominal fieldeénat a position given
by X=117.0, Y=117.0. Actually the real position of the field centre canrnetdeter-
mined with precision in these simulated images due to theumental jitter that has
been introduced in the CAOS simulations that has a value cd8 as can be seen in
Table 3.2. For this reason, in the summary of the Paragrapwilveassume as the
position of the field centre the one obtained using the mettitidthe smallest error.

Results of detailed simulations
Detailed simulations are clearly required to properlyreate the contribution of indi-
vidual sources of errors. The procedure we followed inallithese steps:

e We considered the data cube obtained from a standard |F$asiomu
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o We first considered a pair of images affdient wavelengthg; and A, (12 >
A1). We considered well separated wavelengths, for which vpeexa similar
deviation due to the ADC.

o We filtered low frequency signal using the IDL SMOOTH funetid'he cutdf
frequency was 5.0 (pixel) for the image at the shortest vesgth, and B1,/1;
at the longest wavelength.

e We compiled lists of peaks in the two images using the rousiND by IDL,
with a FWHM =2.0 for the shortest wavelength and FWHRIOA,/1; at the
longest wavelength.

e We then paired peaks in the two lists by looking at those péaltke list at
longer wavelength whose location was within 5 pixels frong pixel in the list
at the short wavelength, scaled by 1; (with respect to an approximate identical
center).

e Finally, we repeated the whole procedure for all indepehgeairs of wave-
lengths, and compared results.

The simulation we considered is the case of a coronagrapkereation of a G2V star
at 10 pc. Main results are given in Table 3.10. The first twaigois of this Table
gives the wavelength pairs used in the combination. As raepad above, these pairs
give identical deviation from the ADC, a condition necegdar the method. The third
column gives the number of speckles used. Field center cateteemined typically
from 60-100 speckles from each pair of images; errors ardarge for fainter speck-
les. We found that position of each speckle can be measutbdwiaccuracy of about
6 mas on a single monochromatic image. This implies thatt#llasposition can be
measured from a wavelength pair with an accuracy of about 85 — 11) mas (see
Columns 6 and 9 of Table 3.10). The expected proportionafithe centering errors
with 1/(11— A2) is clearly illustrated by Figure 3.19. Considering the fnemof speck-
les that can be used in each determination, the error of thiercposition, obtained
averaging results from individual speckles, is thend)(?, — 1;) mas (see Columns 5
and 8 of Table 3.10). Miierent pairs of images give independent estimates of the field
center. A weighted average of the results from various gawsgides the center of the
star at coordinates X116.47, ¥=116.50 (6.5 mas, ¥6.1 mas from nominal field
center, X117.0, Y=117.0), with an error of about 0.12 pixels (.5 mas). Speckles
centering errors are then much more important than spenideganatism that would
limit the accuracy to~ 0.2 mas. Note that for this application, IFS is clearly adean
geous with respect to IRDIS because many wavelengths casdzksimultaneously.
This ofers a number of advantages:

e many independent pairs can be obtained and wavelengthasiepabetween
monochromatic images may be much larger. By itself, thisliespa full order
of magnitude advantage for IFS.

e the variation of position with wavelength due to refracto@m be modeled much
better. Note that if thefset between the centers of IFS and IRDIS images would
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be known (this is possible, with some limitation due tfetiential refraction),
IFS might be used to improve IRDIS astrometry.

We notice that noise in these stellar position determinatigree with expectations.
In fact, the centering error for each specklev&r*FWHM/(S/N) (Cayrel , 1988).
Using the distribution of speckle intensity according torMa et al. (2008), we expect
that the strong speckle tail of the distribution scales dewponentially with speckle
strength, with a decrease of an order of magnitude in numbspexkles for a vari-
ations of~ 3 in units of average signal. We are here considering abot 40Dthe
speckles with larger values. This implies a typicAIS3 for each speckle used in the
determination of center position. If we now consider thatfME=2 pixels=24.5 mas,
and 3N~3, typical centring error should be0.5 pixek6 mas, in agreement with sim-
ulations. This excellent agreement is confirmed by the coispaof observed scatter
of speckle positioning (here theftirence between location expected from the scal-
ing law with wavelength and observation) as a function ot&festrength (see Figure
3.20, with the prediction that this error should be inverggbportional to $N (that is
signal, assuming a constant noise).

We note that the exact threshold value used to select speiski®t too critical: in fact
adopting a higher threshold, the better accuracy in cerasitipn is almost exactly
compensated by the smallest number of speckles availatileifcestimate.
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Figure 3.19: r.m.s. scatter of determinations of stellaifgmns from individual speck-
les measuresd in pairs of monochromatic coronagraphices)aas a functionof the
wavelength dierence. Filled and open symbols represent the scatter giengand y
axis respectively.
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Figure 3.20: Run of the scatter (standard deviation) of messspeckle position with
respect to expectations (from scaling with wavelength)fasetion of speckle strength
(squares). The dashed line represents the expected axensely proportional to/8l

(that is signal).

A1 A2 N <X > | Err(X) | rms.(X) < Y > | Err(Y) | rm.s.(Y]|
(um) (um) speck- | (mas) | (mas) | (mas) | (mas) | (mas) | (mas)
les
1.028 | 1.340 | 58 -7.4 2.4 18.5 -3.8 2.3 17.2
1.040 | 1.328 | 74 -3.7 2.5 21.1 -7.3 2.3 20.0
1.052 | 1.316 | 70 -6.3 2.6 215 -8.4 2.6 22.1
1.064 | 1.304 | 75 -8.5 2.8 24.4 -9.4 2.5 22.0
1.076 | 1.292 | 82 -8.7 2.7 24.4 -7.5 2.8 25.3
1.088 | 1.280 | 85 -6.4 2.7 24.9 -6.4 4.0 36.5
1.100 | 1.268 | 100 -3.5 4.0 40.1 -2.9 4.3 43.3
1.112 | 1.256 | 98 -4.8 4.6 45.6 -0.6 3.4 33.7
1.124 | 1.244 | 98 -8.9 4.5 44.2 -6.5 3.6 35.5
1.136 | 1.232 | 104 -6.2 5.0 51.4 -2.3 5.3 54.0
Mean -6.4 1.0 -5.5 11

Table 3.10: Centering using speckle positions from pairmiohochromatic images.

Only one quadrant was used here, errors should be halvegl thh&rfull image.
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Image centering from Outer Working Angle Corona

Another technique to center stellar images exploits thermaexpected at the edge of
the AO Outer Working Angle (see Figure 3.21). This procedas important advan-
tages:

1. It uses monochromatic images, and then can be appliedtavblbth IFS and
IRDIS images.

2. The procedure is reasonably accurate, allowing imagedag at~ 1 mas (see
below).

The idea behind this method is to measure the location oféhkgat the Outer Work-
ing Angle corona of a radial cut of the image on opposite sidése center for dferent
position angle. In practice, our procedure is:

e to plot the radial cut of the image (see Figure 3.21); we digtyéot the values
of individual pixels whose coordinates are close to eacluss@ee Figure 3.22).

e to fit parabolas (in log flux) through these points in regidinse to the expected
local maxima due to the Outer Working Angle corona on bothsiaf the image
with respect to the center (see Figure 3.22). The maximaesktiparabolas give
the best estimate of the position of the Outer Working Angleona for each
position.

¢ We may then plot the mean point between these maxima as adordtposi-
tion angles (see Figure 3.23, where crosses are the rebtdtisied at dierent
wavelengths).

e The maximum of the best fit sinusoid (red curve in Figure 3g2®&s the ¢fset
and position angle of the star with respect to field centre.

Inspection of Figure 3.23 reveals that images #edént wavelengths generally give
consistent fiset of the mean position at a given position angle, while rtiésn posi-
tion fluctuates quite significantly(1 pixel, that is~ 12 mas) around the best sinusoid
while position angle changes. This error in the mean pasitan be attributed to indi-
vidual ofsets of strong speckledfecting the measure of the corona position. Since
130 independent position angle can be exploited, we expatthe final accuracy of
star centering should be1 mas.

To estimate the error in star centering, we extracted ramden®5 position angles
from the stack of measures, and fitted a new sinusoid thrchagetpoints. The proce-
dure was repeated 20 times. The r.m.s. of individual measapgesents an estimate of
the error done in this procedure, when half of the pointstimosangles are used. The
error on the best estimate (using all 130 position angletjen obtained by dividing
this value for V2. Using this procedure, the error is estimated to be 0.088githat
is 1.1 mas.
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Figure 3.21: Simulated monochromatic image provided by SRH, when using 4-
quadrant coronagraph. The image is at 1.@® The red line marks an arbitrary
selection for a radial cut through the image, the one usedgunré3.22. Some 140
similar cuts are possible, samplingtdrent pixels at the approximate location of the
Outer Working Angle, which is the bright corona clearly tisi in this image.
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Figure 3.22: Radial cut through the coronagraphic imagegfrieé 3.21. Note the core
asymmetry due to slightftset of the star on the coronagraph (about 6 mas along this
direction). Points marked in red are those used to find theiQuobrking Angle corona.
Overimposed are parabolas fitting through these pointsréarg.

Speckle symmetry

Speckle arising from even terms of the Taylor series devetoy of the PSF will be
symmetric (Perrin et al. , 2003), while those due to odd teflike pinned speckles)
will be antisymmetric. "Even terms” speckles can then bedusedefine the center
position. In real cases, we cannot easily separate synuoatti antisymmetric speck-
les. However, we can select those speckles that look syrnuyleécause they may be
found on opposite sides of the image center. We expect tieaetbpeckles will be
predominantly due to even terms, only perturbed by othatdaispeckles possibly due
to odd terms. We may further assume that the perturbationodogd term speckles be
either isotropic or have a radial symmetry. In both casesiamgabsition between the
speckles on both sides of the star center will give a goothest of the image centre.
It is possible to show that this procedure should providebttet possible estimate for
the stellar center. In fact, since the centering accura@aoh speckle is 6 mas, the
centre coordinate given by the averaging of symmetric dpschould have an accu-
racy of about 4.2 mas. Since we may formi00 pairs of symmetric speckles, we ex-
pect that a single monochromaticimage may provide the imagge with an accuracy
of about 0.4 mas. The accuracy is still improved by adopti@agous monochromatic
images. However, we are practically limited by speckle@plznatism and contamina-
tion (which reproduces almost unaltered iffelient monochromatic images) to about
0.25 mas.

We compared this expectation with results from detailediations. We adopted the
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Figure 3.23: drset from field centre of the mid point of Outer Working Angle@oa
positions as a function of position angle. Overimposedésttbst fit sinusoidal curve.
The maximum of this sinusoid gives bestset and position angle of the stellar image.
In this plot, 1 pixe:12.25 mas.

following procedure:
e We considered the data cube obtained from a standard |IFSasiomu

e For each monochromatic image, we filtered low frequencyadigeing the IDL
function SMOOTH. The cutld frequency was 5.0 pixels.

e We identified speckles using the IDL FIND procedure in theerpgnd lower
halves of the images separately.

e We then looked in the list of speckles found in the lower hdlthee images
for those speckles that are within a given searching rddiosn the expected
symmetric position deduced from those speckles found inugiper half of the
image.

¢ We then derived the mean of the position of the specklesgasimg this proce-
dure. Each one of this pair provided an estimate of the stadiaition.

e The procedure was repeated at all wavelengths. Resultshavensin Figure
3.24, which show the stellar position mesuread in this wanfi7660 pairs of

2In this example, we adopted a rather large value of 4 pixelthiasearch radius. This allows to clearly
show the clustering of points due to real pairs with respe@ background of random pairs. However, a
smaller search radius should be adopted in usual data &alys
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Figure 3.24: Stellar image position derived from indivitlpairs of symmetric speck-

les; each point represents a position derived from an iddadispeckle. The search
algorithm looks for speckles within a circle of 4 pixels nasli For this reason all star
position estimates lie within a circle with a radius of 2 psd&om the image centre po-
sition, which is marked with a black x. A fraction of speckigifing is due to random

fluctuations, and it is responsible for the uniform backagubfilling the whole search

circle. However, about half of the pairs are real pair of syetno speckles. They are
responsible for the clustering of points around coordimété6.75,116.58). Only these
points are used for image centering.
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Method X (mas) Y (mas)

Speckle wavelength shift | -3.4+1.0 | -1.0+1.1
Outer Working Angle corona —4.1+0.8 | -3.2+ 0.8
Speckle symmetry 00+03 | 0.0+04

Table 3.11: Stellar position determinations in a coronplgi@image using various
methods.

speckles, measured on 33 monochromatic images. Sincedhehsagorithm
looks for speckles within a circle of radius 4 pixels, allrgiasition estimates lie
within a circle with a radius of 2 pixels from the image cergosition.

e A fraction of speckle pairs is simply due to random fluctuasioand it is re-
sponsible for the uniform background filling the whole séaczcle. However,
about half of the pairs (3800 in 33 images, that i$15 pairs in each image) are
real pairs of symmetric speckles. They are responsiblehfstrong clustering
of points around coordinates=416.75, ¥=116.85 (that is %-3.1, y=-5.1 pixels
from nominal field centre). Only these points are used fogengentering, using
a Gaussian fitting. The standard deviation of the GaussiarB#&pixels along x
and 0.22 pixels along y. Essentially, the same result isiodtaconsidering each
monochromatic image separately.

e The quadratic sum of these values (0.40 pixels, that is 54) gige the center-
ing error from individual pairs measured on monochromatiages. This value
coincides with that expected combining quadratically fhec&le centering error
(6 mas) divided byv2 (because the average value determined from two speckles
on opposite sides of the centre is considered), with theképemisoplanatism
error (~ 1.75 mas), and the error due to parity of faint contaminan ihas).

We expect that speckle centering errors should scale dottrtke number of indepen-
dent measuresi{peckieX Nwavelengt)- ON the other hand, errors due to anisoplanatism
and contaminants should scale down simply Witgeckie Sincenspeckie ~ 115 and
Nwavelengt=33, the final error in stellar position provided by this teicjue is then 0.26
mas for IFS and 0.37 mas for IRDIS (where only two monochramiatages can be
used).

3.3.5 Summary

Table 3.11 compares determinations of the stellar positioa simulated image using
various methods. The various determinations are not mubérelint from each other.
As said at the beginning of this Paragraph we assume as @opasitthe field centre
the one obtained using the method with the lower error orgitsrthination (that in this
case is the third method presented). For this reason in Bablewe report the value of
the filed centre positions as dl@irence from the value obtained with the third method.
Table 3.12 summarizes astrometric errors expected withali«SIRDIS. Provided
adequate calibrations are available, star position cactérate to~ 0.1 mas in a non
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Method | IFS | IRDIS
Planet centering
Measurement errors | 18/(S/N)

Stellar centering
Non coronagraphic images

Differential tip-tilt jitter <0.01
Distortion <0.10
Atmospheric refraction < 0.05
Measurement errors <0.01
Coronagraphic images
DTTS ~1 ~1
Diffraction peak 5-10| 5-10
Speckle wavelength shift | 1.5 ~5
Outer Working Angle corona 1.1 | ~15
Speckle Symmetry 0.26 | 0.37

Table 3.12: Summary of SPHERE astrometric errors (in mas).

coronagraphic observations, and to 0.25 (0.35) mas for IIRBIS) in coronagraphic
observations. Planet positions will typically have lowecuaracy, depending oryI$
of observations. If bright background objects are preserthé field, very accurate
astrometry is potentially possible.

3.3.6 Background objects and absolute astrometry

Absolute astrometry allows to study motion of the star (ahdny faint companion)
around the common barycentre (as well as proper motion oftdreand absolute par-
allax). This is possible whenever background objects atectkd in the field. Notice
that this test is feasible even if no faint companion is dbtugetected. In general, ab-
solute astrometry with SPHERE should not be competitive WIRIMA observations.
However, this mode comes out free of cost and it requires negshtelescope time:
it can then be considered in a preliminary discussion of.dat@rder to evaluate the
relevance of this mode, we should consider the expectedtgefivackground objects
(excluding local overdensities).

To estimate this quantity, we first remind that in imaging madd the outer part of the
IRDIS field where RON and sky dominate, the limiting magnésdor 3N=5 detec-
tion in 1 hour of exposure time is+25 for point sources and approximately 3 mag
worse for galaxies (assuming an image size 6£3 arcsec).

Expected densities of background objects are as follows:

e Stars: ~0.1-1 star with 16< R < 26 for IRDIS field (depending on galactic
coordinates - Bahcall & Soneira 1981), all detectable.

e Galaxies:~4 galaxies withB < 27.5 (K < 24) for IRDIS field (Metcalfe et al.
1995, Madau & Pozzetti 2000 and Smail et al. 1995); 0.6 (dakde) for
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IRDIS field with I < 23 (limiting magnitude for a detection wit§/N > 5).
However galaxies are well resolved by SPHERE (typical si@e8 arcsec-20
pixels even at a redshift a> 1): images are then spread over a few fikels.
Usefulness for astrometry is then reduced. Typical astioengrecision from
a galaxy is~20 times worse than from a stellar image (for a galaxy havimy t
same integrated luminosity than a star).

e Clusters in external galaxies: a cluster wiith ~ —7 (a typical globular cluster)
only detectable with the SPHERE out ta{ M) ~ 31- 32, that is Virgo cluster
distance. They are then of very limited use.

e High redshift supernovae (SNe): SN®{ ~ -18) should be detectable by
SPHERE even if in high redshift galaxies witm{ M) ~ 43— 44. In local
galaxies, on average we havelSN¢g100 years. At high redshift the rate is
likely > 10 times larger (see Madau plots). We then expedS N¢ggalaxy
every 10 years. The SNe should be luminous<@8rmonths, and there aret
galaxies for IRDIS field. We then expe€0.1 SNe for IRDIS field. A number
of SNe could be then observable during the survey. They dhueileasily dis-
tinguished from faint companions from proper motions, amnf background
galactic stars from variability.

We note that limitations due to the proper motion of the stapécted values for most
targets are a few hundreds maesar) are not too strong.

Absolute (with respect to time) astrometric accuracy isitbethe order of< 1 mas
in the favorable (but not very rare) cases in which a star yer a limited time range
a high redshift SNe) is in the field, and of the order of 5 mashivzse cases where
detectable galaxies are in the field.

3.3.7 Astrometric grid calibration

Distortion dfects and lateral color are not negligible for SPHERE, if @sttry at

< 1 mas accuracy is desired. For instance, lateral color d@»tomon Path optics
is expected to be about 1 mas at the corner of the IFS field.alSaitcalibrations
are then required in order to recover correct astrometrgtrumental distortions and
scale variations can be monitored using the internal agthécrgrid. The accuracy of
positions of individual spots in the grid is 500 nm, corraspiog to 0.9 mas. This is
enough for measures accuratestb mas, but not enough for calibrating astrometry to
+0.1 mas accuracy.

Is it possible to use the astrometric grid also for very aa1€-0.1 mas) astrometry?
The main advantages of the astrometric grid are:

e calibrations can be performed frequently and during dagtim

¢ the spots are holes on a hard surface. Measures are therepegtable, save
for zero-point dfsets (due to slight positioning errors) and scale varidtioe to
thermal dfects). In principle this discloses the possibility to meadhe dfsets
of individual points of the grid, and to correct results foisteffect. This requires
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measurements of spots position with an accuracy of 50 nnghwégems very
difficult.

We may however exploit these advantages establishing tlesvfog calibration pro-
cedures:

¢ Distortion: the basic idea is to measure the variation ofesedong the FoV
measuring a number of spots whose relative position is kneitman error of
+0.9 mas. Accuracy can be improved by "dithering” the grid, that isngsa
different set of spots for any (approximate) location of the fifltis requires
oversampling of the grid, and at least one motorized axis (#st is already
available), because the grid is mounted on a slide. Assumit@@step dithering
(which represents a moderate oversizing of 30% of the IRDMSPOL FoV in
the direction of the slide motion) allows to reduce errorggividual points to
+0.3 mas. Furthermore, only low order surfaces would be usdi tlata, so
that errors in individual points can be further reducedt@ion is not expected
to change fast with time because SPHERE is in a constanttgiaifiguration.
The same distortion pattern correction should then be egiplk over quite long
intervals.

e Scale variation: in this case, we want to measure the ovietfument scale,
which is expected to change with temperature and pressuis. iiay be ob-
tained by monitoring the separation of individual spotsthis case, it is better
to use always the same spots and simply evaluate the scébe faquired to
match their relative locations, with respect to a referespat pattern. Once a
large number of such measures are available, correlaticthgemperature and
pressure can be constructed, so that appropriate look Ug ¢ah be derived,
reducing the number of calibrations required.

Note that these calibrations should be repeated whenevenagraph and Common
Path neutral density filters are exchanged. In principlis, phocedure should allow
instrumental distortion measures with errors~@ 1 mas, allowing to keep the astro-
metric potential of SPHERE.

3.4 Spectral classification with SPHERE IFS

The SPHERE IFS simulations described previously in Chaptdemonstrated the
ability of this instrument to image extrasolar planets dawera luminosity contrast
of ~ 1077 respect to the central star. However, to fully charactetizenew discovered
planets (e.g. temperature, chemical composition of th@spimere, etc.), it should be
important to be able to reconstruct their spectra at a goetitiidevel.

To this aim we developed a pipeline to perform a data anatysithe calibrated data
cube resulting from our simulations (the data cube in oue éesomposed by 33 im-
ages at dferent wavelengths for the z-J-mode and by 38 images for tHermode).

3Zero point error of the grid is significantly larger, but tigsirrelevant for this calibration, because the
zero point dfset can be accurately determined using cross correlation
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This analysis procedure could be applied in the future taititea from the real instru-
ment, too. The procedure is composed Wjedent steps:

1. Speckle noise subtraction from the original data cubegusie spectral decon-
volution algorithm.

2. Summing all the resulting images to create a single mudtielength image.
3. Search for objects on the summed image.

4. Extraction of a spectrum for every object found.

5. Spectral classification of every object.

In particular, for what concern the spectral extraction aladsification, we tried to
answer to the following questions:

1. Are the output spectra independent from the position@pthnet on the image?
2. How the output spectrum varies with the separation froarcintral star?

3. How the output spectrum varies with the luminosity costtrgith the central
star?

4. Is the method used sensible to the spectral type of thefflan

5. Are we able to disentangle planetary companions from 8&ds using a sin-
gle epoch spectrum alone (i.e. without requiring seconclepdservation for
common proper motion evaluation)?

In the following Paragraphs we describe the procedure usaddress these questions
and the results that we obtained.

3.4.1 Procedure description

The input for the CSP simulation code was the same PSFs ugaiebfaous simulations
(see Section 3.2.1) with the FoV rotating by’3furing the observations. The central
staris a GOV and itis at a distance of 10 pc (this correspandsritagnitude of33.75).
To answer to the first question concerning the spectral &xbraand classification
listed above, we made simulations with 5 identical plangtsne input spectra) at the
same separation from the central star and the same lumjramsitrast respect to the
host star.

To answer to the second question we performd@idint simulations with companion
objects at the following separations from the central star:

e 0.3 arcsec
e 0.5 arcsec

e 1.0 arcsec
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For what concern simulations with companion objects at arsgjon of 0.3 arcsec, it
resulted that in the simulations with 5 objects they werey/vexar each other. This
could create some disturb in the objects detection and indhect spectra extraction.
For this reason we performed thredfdient simulations with the same separation but
with only 2 objects in dierent positions. We have then Gfdrent objects for every
different case at 0.3 arcsec.

To answer to the third question we performefietient simulations with the following
luminosity contrast between the planets and the centnal sta

e 10°°
e 3x10°
e 1076
e 3x1077

To answer to the fourth question we performefiietent simulations using four féér-
ent input spectra:

e The spectrum of a late type T dwarf (T7 spectrum).

e The spectrum of an early type T dwarf (T2 spectrum).
e The spectrum of a late type L dwarf (L8 spectrum).

e The spectrum of an early type L dwarf (LO.5 spectrum)

To answer to the fifth question, finally, we performed our datians using, as input
spectrum, an M2 spectral type too (that is a flat spectrumeasplectral resolution of
the SPHERE IFS).

3.4.2 Short description of the analysis procedure

In the following we briefly describe the procedure that wemdd to reduce the data
cube that we obtained from our simulations. All the IDL rowt$ that are used in
this procedure has been implemented by the author. Thiggure can be seen as a
starting point for a future reduction procedure to be appl@ethe real data from the
IFS. The general structure of the procedure that we usedufarealuction pipeline can
be visualized in the flow chart showed in Figure 3.25.
The output of the CSP code simulations is a data cube comnsadd (or 38 - see
above) monochromaticimages of the FoV (only a quadraneoftiage is actually used
for these simulations) spanning over all the wavelengtlyeaof the IFS instrument
(0.95 + 1.35um for the z-J-mode and.95 + 1.70um for the z-H-mode). The first
step of our procedure is to perform on these images the speuakkraction exploiting
the spectral deconvolution method (this choice has beererbadause the spectral
deconvolution has resulted to be the mdetive method to do the speckle subtraction
from the results of our previous simulations - see Secti@rbj.

To extract the planet signal, the single bi-dimensional mmmhochromatic images
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Figure 3.25: Flow chart explaining the reduction procediarethe SPHERE IFS

dataset.
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that composed the data cube resulting from the above descpincedure are then
summed together with aftierent weight given by the cross-correlation with a template
spectrum. In our procedure we used the input spectrum of 8fe €bde, but in the
real cases, when the planet spectrum is not known, this panegrocedure should
be repeated for a series of template spectra. The final nsstiien a single multi-
wavelength image where the planet signal should be strargdignced.

On this multi-wavelength image we then perform an autonsstarch for companion
objects of the central star. This part of the procedure ispmsad by three éierent
steps:

e For every pixel of the image we compare the flux included inreleicentered
on the analyzed pixel and the flux into an external annulu® raii values of
the circle and of the annulus can be chosen by the user buduf@analysis, we
always adopted the values of 1.5, 2 and 4 (pixels) respégtiviehe user can
choose the type of statistic to be done on these regions: a prea median.
For our analysis we adopted the second case that seems tbeijtee results.
The program find an object if the value found for the innerleiis greater than
the value for the outer corona plus the standard deviatiorii{e outer corona)
multiplied for a factor that can be chosen by the user andisto be considered
carefully case by case.

e The procedure then, if finding more than one object into ausdi 3 pixels,
retains only the most luminous one.

e Finally a 2-dimensional Gaussian fit is performed on a sneglian around the
newly discovered object to find its precise position (ihd00 of pixel). We try
to minimize the diference between the extracted PSF and the fitting function
performing an iterative procedure that search for the mimmof the diference
by changing the parameters of the Gaussian fitting function.

We then extracted the spectrum of the newly found object lsimpmming the flux
of the pixels at a distance less than 1 pixel on every sulgiattonochromatic image
and subtracting from this value the median from an externablis. We make the
same extraction for two positions at a distance-@fD from the object position (but at
the same separation) to evaluate the spectral noise. $tibtyghe mean of these two
spectra from the object spectrum can then improve the fireadtsg classification that
is the last step of our procedure.

To classify the newly discovered objects, we compared thpudspectra of our sim-
ulations with template spectra (from TO to T8 for the T dwaafsl from LO to L8
for the L dwarfs with the spectral type L7 substituted with® Because we were not
able to find such a spectrum in the literature, as well as of EO¥X, K5V, M2V and
M8V type stars spectra). In Figure 3.26, Figure 3.27 and leigu28 we show the
template spectra used for this work. Spectral classifinatias obtained by a cross-
correlation (using the IDL routine €ORRELATE) between the output spectrum of
each simulation and the template spectra. The spectralvijthethe highest cross-
correlation cofficients is the spectral type assigned to the simulated plditnet data
for the T type dwarf template spectra has been taken from tkie Burgasser per-
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sonal site and are results of various paper of this authasfeq Kirkpatrick and Bur-
gasser (2007) for TO, Burgasser et al. (2004) for spectma ff@ to T5 and for T8
and Burgasser et al. (2006) for T6 and T7). The data for thepe-dwarfs spec-
tra have been taken from Testi et al. (2001). The stellartspéd@mve been taken
from the IRTF Spectral Libraryh(ttp://irtfweb.ifa.hawaii.edu/ spex/IRTF_
Spectral_ Library/index.html).
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Figure 3.26: Template spectra for the T type dwarfs.

3.4.3 Results
z-J-mode

In Figure 3.29 and in Figure 3.30 we show the final multi-wawglth images that we
obtained from the simulations performed with a T7 and a LQifrgpectrum. From
the left panel to the right one we show the simulation at a reetjpe of 0.3, 0.5 and
1.0 arcsec respectively, while from the the top to the botteershow the simulations
at decreasing contrast. It is evident that the planets aalglvisible apart the case
with a separation of 0.3 arcsec and a contrast &f1®’ for the T7 spectrum. It is
moreover apparent the presence, in the final images, oftstascalong the central
star-companion object direction that are due to the spestkd&raction method. These
structures are much more evident in the early spectral thpects than in the case of
late spectral type objects (this is especially true for tiggadr contrast objects). This
results in a greater disturb when trying to find an object and worst capability to
reconstruct its spectrum.



3.4. SPECTRAL CLASSIFICATION WITH SPHERE IFS

e gy

o~ ——
'fl%,‘m\fmn“[\“h .‘»M’MJ\/-" \’\\[\V\/__/“/”/
N T
A./J\A W‘WVA/ \\,/-\/\r/\-’_/»/‘
s e \_m P S eiE —

G e
,\r/\,—/\/—/w \/_,V\_\_W’-/

/\’\rmw‘f/\ﬁ R,
A N —

N s+ i T

L s
gl
7.5
| 18
ol
| 15
F L
il
L3
| Lz
2 i
L
| Lo
o
0.8

Figure 3.27: Template spectra for the L type dwarfs.
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: Template spectra for stars of various spetyipals.
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0.3 arcsec| 0.5 arcseqg 1.0 arcsec
10°° 6(0) 5(0) 5(0)
3x10°° 6(0) 5(0) 5(0)
10°° 6(5) 5(0) 5(0)
3x 1077 0(0) 4(0) 3(2)

Table 3.13: Number of companions found for every z-J-moaekition for the case of
the T7 spectral type input spectra. In parentheses areaitediche number of spurious
objects found.

0.3 arcsec| 0.5 arcseqg 1.0 arcsec
10°° 6(0) 5(5) 5(6)
3x10°° 6(0) 5(4) 5(0)
10°° 6(0) 5(3) 5(0)
3x 1077 3(6) 5(0) 5(0)

Table 3.14: Same of Table 3.13 but for T2 spectral type.

0.3 arcsec| 0.5 arcseq 1.0 arcsec
10°° 6(0) 5(6) 5(6)
3x10° 6(0) 5(5) 5(2)
10°° 6(4) 5(0) 5(0)
3x 1077 3(6) 5(0) 5(0)

Table 3.15: Same of Table 3.13 but for L8 spectral type.

0.3 arcsec| 0.5 arcsed 1.0 arcsec|
10°° 6(0) 5(6) 5(5)
3x10° 6(2) 5(4) 5(0)
10°° 5(0) 5(2) 5(0)
3x 1077 3(8) 5(4) 5(0)

Table 3.16: Same of Table 3.13 but for LO spectral type.

0.3 arcsec| 0.5 arcseq 1.0 arcsec
10°° 6(0) 5(5) 5(4)
3x10°° 6(5) 5(3) 5(0)
10°° 5(0) 5(2) 5(0)
3x 1077 2(4) 5(1) 5(0)

Table 3.17: Same of Table 3.13 but for M2 spectral type.
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Figure 3.29: Final multi-wavelength images obtained famdations of the z-J-mode
at different contrast (0.3, 0.5 and 1.0 from left to right) and witffedent contrasts
respect to the central star (P03 x 1076, 10® and 3x 10~ from top to bottom) with
a T7 spectral type input spectrum.
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Figure 3.30: Same of Figure 3.29 but for LO spectra type ispettrum.
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In Table 3.13, Table 3.14, Table 3.15, Table 3.16 and Tall& @&e report the
number of companion objects found for every simulation thatmade. It is evident
that we are able to find almost all the simulated objects dawa tontrast of 16,
while we can lose a lot of them for a contrast of 3077 (this is in particular true for a
low separation from the central star - i.e. 0.3 arcsec in Doulksitions).

In Figure 3.31 we show the histogram with the number of objéotind for every
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Figure 3.31: Histogram with the number of objects (red) afrgparious objects (blue)
found for every spectral type in the z-J-mode case.

spectral type with our procedure plotted in red while in biplotted the number of
spurious objects found for every spectral type. For whateams the simulated ob-
jects we can see three high peaks corresponding to the M8d T@& spectral types.
The M8 peak is given by the contribution of objects with bothNa2 (used to simu-
late possible flat spectrum contaminants) and LO input sippectThe T1 peak is given
by the objects with L8 and T2 input spectra. In this case hewéwve peak is quite
low and the objects classification is more dispersed. Bintde T8 peak is given by
T7 input spectra objects. These results are confirmed byeTakb where we report
the mean Spectral Type determined by our procedure compatbd input spectrum
Spectral Type for dierent contrasts with respect to the central star. In thi¢eTalbthe
separation are considered together. In general, apatiéocdase of LO input spectra,
it seems that our procedure tends to classify the objectslatér Spectral Types than
the dfective ones.

For what concerns the spurious objects we do not have angylartpeak in the final
distribution.

In Figure 3.32 we show the same distribution of the red histogin Figure 3.31 but
dividing it according to the input spectral type. This imagafirms what we said pre-
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Figure 3.32: Distribution of the spectral types of the fowigjects for the dferent
input spectral types for the z-J-mode. The spectral typgisded with the grey color
have not been used as input for our simulations and habe hserigd into the image

only to space out the used spectral types and make clearendige.
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Sp. Type.| Found Objecty % Found Objectg Spurious Objects % Spurious Objects
T7 55 out of 64 85.9 7 out of 62 11.3
T2 61 out of 64 95.3 24 out of 85 28.2
L8 61 out of 64 95.3 29 out of 90 32.2
LO 60 out of 64 93.8 31loutof9l 34.1
M2 59 out of 64 92.1 24 out of 83 28.9

Table 3.18: Number and percentage of found objects and afegmuobjects subdi-
vided by simulation input spectrum for the z-J-mode case.

viously showing that both M2 and LO spectral types are pesfeally recognized ad
M8 spectral type while L8 input spectral type is preferdifticlassified as T1 spectral
type (even if in this case the distribution is much more dispd. Finally, T2 input
spectral type is generally classified as T1 or T7-8 spectpa tvith a small preference
for the latter while T7 input spectral type is generally sified as T8.

In Table 3.18 we report the general numbers of found objectaur simulations ex-
ploiting this procedure. It is apparent that we are able t fitore than the 90% of the
simulated objects. Most of the lost objects come from thestvcaise simulations (that
is contrast of 3< 1077 and a separation of 0.3 arcsec). In the last two columns sf thi
Table we reported the number and the percentage of the sgwlgects found. The
number is quite high especially for the earlier Spectralelgimulations.

z-H-mode

Like for the z-J-mode case we show in Figure 3.33 and in Figugd the final multi-
wavelength images that we obtained from the simulationd®fztH-mode. The two
cases are quite similar but, from a more careful observaticdhe images, it results
clear that the z-H-mode allows to obtain more evident objelgtoreover, for the case
with a contrast of 3 10~ and a separation of 0.3 arcsec, where for the z-J-mode case
the planets were not visible, they are quite clearly visfbtehe z-H-mode.

Like for the z-J-mode case, in Table 3.20, Table 3.21, Talf#lig,3rable 3.23 and
in Table 3.24 we listed the number of simulated planets treafomnd with our auto-
matic procedure for the z-H-mode (like for the previous €alihe number of spurious
objects are listed in parentheses).
From these Tables it is evident that this method is mdifecéve in finding compan-
ions objects using the z-H-mode than using the z-J-modes. i$l@specially true when
we are at large separations from the central star. Indeedseparation of 1.0 arcsec
all the simulated planets are easily found independentiyjnfthe input spectral type
and the number of spurious objects is very low. For the 0.5earcase we are able to
find almost all the objects put in the simulations even if iis tase we find a greater
number of spurious objects. This is even more true for theafc8ec separation case
where, while we are able to find almost all the simulated dbjépart some objects at
the lower contrasts) ffierently from the z-J-mode case, we also tend to find an higher
number of spurious objects. The spurious objects are incpéat found for earlier
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Input Sp. Type| Contrast| Mean output Sp. Type St. Dev. on Sp. type
T7 10° T8.0 (16 obj.) 0.0
T7 3x10° T8.0 (16 obj.) 0.0
T7 10° T8.0 (16 obj.) 0.0
T7 3x 1077 T8.0 (7 obj.) 0.0
T2 10° T5.6 (16 obj.) 3.2
T2 3x10° T5.6 (16 obj.) 3.2
T2 10° T5.6 (16 obj.) 3.2
T2 3x 1077 T5.8 (13 obj.) 5.7
L8 10° T0.2 (16 obj.) 5.8
L8 3x10° T1.6 (16 obj.) 4.2
L8 10° T1.2 (16 obj.) 3.8
L8 3x 1077 T0.2 (13 obj.) 3.1
LO 10° M8.0 (16 obj.) 0.0
LO 3x10° M8.0 (16 obj.) 0.0
LO 10°° M8.0 (15 obj.) 0.0
LO 3x 1077 M8.0 (13 obj.) 0.0
M2 10° M7.6 (16 obj.) 1.2
M2 3x10° M8.0 (16 obj.) 0.0
M2 10° M8.0 (15 obj.) 0.0
M2 3x 1077 M6.0 (12 obj.) 5.5

Table 3.19: Mean spectral type for the extracted spectrgpeaoed to the input spectra
at different contrasts (both 0.3, 0.5 and 1.0 arcsec separatiatagions) for the z-J-
mode case.

0.3 arcsec| 0.5 arcsed 1.0 arcsec|
10°° 6(0) 5(0) 5(0)
3x10° 6(0) 5(0) 5(0)
10°° 6(0) 5(0) 5(0)
3x 1077 5(2) 5(0) 5(0)

Table 3.20: Same of Table 3.13 bur for the z-H-mode.

0.3 arcsec| 0.5 arcsed 1.0 arcsec|
10°° 6(0) 5(0) 5(0)
3x10° 6(0) 5(0) 5(0)
10°° 6(0) 5(0) 5(0)
3x 1077 6(0) 5(0) 5(0)

Table 3.21: Same of Table 3.14 but for the z-H-mode.
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Figure 3.33: Same of Figure 3.29 but for the z-H-mode.
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Figure 3.34: Same of Figure 3.30 but for the z-H-mode.
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0.3 arcsecg 0.5 arcsec| 1.0 arcsec|
10°° 6(2) 5(3) 5(0)
3x10° 6(4) 5(0) 5(0)
10 4(1) 5(0) 5(0)
3x 1077 5(2) 5(0) 5(0)

Table 3.22: Same of Table 3.15 but for the z-H-mode.

0.3 arcsecg 0.5 arcsec| 1.0 arcsec|
10°° 6(5) 5(4) 5(0)
3x10° 6(6) 5(2) 5(0)
10 6(4) 5(0) 5(0)
3x 1077 5(1) 5(0) 5(0)

Table 3.23: Same of Table 3.16 but for the z-H-mode.

0.3 arcsecg 0.5 arcsec| 1.0 arcsec|
10° 6(7) 5(4) 5(0)
3x10° 5(1) 5(1) 5(0)
10°° 6(1) 5(0) 5(0)
3x 1077 4(0) 5(0) 5(0)

Table 3.24: Same of Table 3.17 but for the z-H-mode.



118 CHAPTER 3. SPHERE

Sp. Type.| Found Objects % Found Objectd Spurious Objects % Spurious Objects
T7 63 out of 64 98.4 1 out of 64 1.6
T2 64 out of 64 100.0 0 out of 64 0.0
L8 61 out of 64 95.3 12 outof 73 16.4
LO 63 out of 64 98.4 22 out of 85 25.9
M2 61 out of 64 95.3 14 out of 75 18.7

Table 3.25: Same of Table 3.18 but for the z-H-mode.

spectral types (L and M) while for the T-type objects we findlyane spurious object
(considering all the simulations) as it is clear from Tah[253 This is probably given
by the fact that the radial structures caused by the spatdi@nvolution method are
much more intense for L and M-type simulations than for thgple ones (this can be
easily seen by a comparison between Figure 3.33 and Figd4g 3.

In Table 3.25 we report the number and the percentage of fobjedts and the number
and the percentage of spurious objects for the z-H-modedaiions. By a comparison
with Table 3.18 that reports the same values for the z-J-raimdglations, it is apparent
that our procedure is much morffective in finding the simulated planets objects if we
use the z-H-mode. Moreover the percentage of spurious tsiijeat we find with our
method is lower in this second case.

In Figure 3.35 we show the histogram with the number of objémind for every spec-
tral type with our procedure (plotted in red), while in bligeglotted the number of
spurious objects found for every spectral type (same ofrei@u31 for the z-J-mode).
Like for the previous case, we have three main peaks. Theofiesis at M8 Spectral
Type and it is due to the contribution from the simulationgwi#2 and LO input spec-
tra objects. Like for the z-J-mode case these two speciraktgeem to give origin to a
degeneracy. The second peak is around the T4 Spectral Tgdeiamainly given by
the T2 input spectra simulations but from the L8 simulatitots The L8 simulations
does not give in general correct identification. Indeedsehebjects are recognized
alternatively as L2 Spectra Type or as an early T Spectrat.Type last peak is around
the T7 Spectral Type and it is given exclusively by the T7 dations objects (the T8
recognitions are given by the simulation at 0.3 arcsec s#ipa)). In general, how-
ever, the spectral classification is better with z-H-mod@sTs demonstrated from the
higher values of the cross-correlation ffa@ents that we obtain in this second case.
In Figure 3.36 we present the distribution of the found otsjéar the z-H-mode case.
Like for the z-J-mode case, the M2 and LO input spectral tgpegenerally classified
as M8 spectral type. Even for the z-H-mode the L8 input spéttpe has a dispersed
classification with a preference for the T4 spectral typer Woat concerns the later
spectral types, the T2 input spectral type is generallysdias as T4 or T3 while the
T7 input spectral type is generally correctly classified @sith a lower number of T8
classifications.

Finally, in Table 3.26 we report the mean Spectral Type dated for simulations with
the same input spectra and the same contrast (case \ffighetit separation are then
considered together). In the last column of this Table wentgihe standard deviation
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Figure 3.35: Same of Figure 3.31 but for the z-H-mode.
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Figure 3.36: Same of Figure 3.32 but for the z-H-mode.
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Input Sp. Type| Contrast| Mean output Sp. Type St. Dev. on Sp. type
T7 10°° T7.3 (16 obj.) 0.2
T7 3x10° T7.4 (16 obj.) 0.3
T7 10°° T7.4 (16 obj.) 0.3
T7 3x 1077 T4.0 (15 obj.) 4.1
T2 10°° T4.0 (16 obj.) 0.0
T2 3x10° T4.0 (16 obj.) 0.0
T2 10° T3.6 (16 obj.) 0.3
T2 3x 1077 T1.2 (16 obj.) 2.3
L8 10° L4.8 (16 obj.) 4.6
L8 3x10° T1.1 (16 obj.) 4.0
L8 10° T3.0 (14 obj.) 14
L8 3x 1077 T0.8 (15 obj.) 2.0
LO 10° M8.2 (16 obj.) 0.8
LO 3x10° M8.2 (16 obj.) 0.8
LO 10°° M8.3 (16 obj.) 0.8
LO 3x 1077 L1.8 (15 obj.) 3.5
M2 10° M8.0 (16 obj.) 0.0
M2 3x10° M8.0 (16 obj.) 0.0
M2 10° M8.0 (16 obj.) 0.0
M2 3x 1077 LO.4 (14 obj.) 3.0

Table 3.26: Same of Table 3.19 but for the z-H-mode case.

on the Spectral Type. These results have to be compared hétbrtes reported in
Table 3.19 for the z-J-mode case. In general we can see tliaisisecond case the
standard deviations are smaller than in the previous onfiroung that the z-H-mode
is more dfective in determining the objects spectral classification.

Effects of the gravity

To test further the capability of our procedure to distirsjudiferent objects, we per-
formed diferent simulations using as an input synthetic spectra ofataject with
Tetf = 800K and log@) = 4.0 and of another one with the same temperature and
log(g) = 5.5. All the simulations were performed for fiveffiirent objects at a sepa-
ration from the central star of 0.5 arcsec and a contrastol@. Furthermore, we
performed simulations both for the z-J-mode and the z-H-anod

For the simulations with the z-J-mode all the objects with(dp = 4.0 were rec-
ognized as T8 Spectral Type (with values of the cross-caticel codficients around
0.75) while the objects with log = 5.5 were recognized as T7 (4) and T8 (1). In this
second case the values of the cross-correlatioffic@nts are of the order of 0.77.

On the other hand, for the simulations with the z-H-modethalobjects with logyf) =

4.0 were recognized as T8 Spectral Type but with higher valtidseaross-correlation
codficients than in the previous case (more than 0.93) whilealbtijects with logg) =
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log(g) = 4.0 | log(g) = 5.5
log(g) = 4.0 0.88 0.40

log(g) = 55 0.80 0.51

Table 3.27: Cross-correlation déieients considering theffects of the gravity with
z-J-mode.

log(g) = 4.0 | log(g) = 5.5
log(g) = 4.0 0.89 0.77

log(g) = 5.5 0.72 0.90

Table 3.28: Cross-correlation déieients considering theffects of the gravity with
z-H-mode.

5.5 were recognized as T6 spectral type (cross-correlatiefiicients of the order of
0.92).

In Table 3.27 and in Table 3.28 we report the values of the reediicients from the
cross-correlation between the output and the input spémtthe z-J-mode and for the
z-H-mode respectively. From these results it is appareatt thhile for the z-J-mode
all the simulated objects are classified as)g{ 4.0, in the case of the z—H-mode we
are able to correctly classify the objects for what concéragravity éfects.

In conclusion, we can say that, from our analysi,s it seemtstthbe able to correctly
distinguish between objects withftérent gravity, the z-H-mode is the best solution.

3.4.4 Conclusions

From the final multi-wavelength images that are displayetheprevious pages we
can say that the spectral deconvolution method allows toenvalaging of extrasolar
planets (both T-type and L-type) down to a luminosity costiaf~ 3 x 107".

We can conclude that our procedure is able to find almost alsiimulated objects at
larger separation (0.5 and 1.0 arcsec) from the central BtAecomes lessfiective
when we go down to a separation of 0.3 arcsec. However, webtgreéafind more than
90% of the simulated objects using the z-J-mode and morettigs®5% of the objects
with the z-H-mode.

For what concerns the spectral reproducibility, we can thkdollowing conclusions:

e The positions on the image (if the separation from the céstaa is kept con-
stant) does not seem to influence the ability of our procetutetermine the
Spectral Type of the new discovered planets.

e The greater is the separation from the central star thegrisathe possibility to
reconstruct with precision the spectrum of the planetsgictaming planets with
the same luminosity contrast).

e Planets with greater luminosity contrast have more easjyezise spectrum
reconstruction.



122 CHAPTER 3. SPHERE

e This method allows to reconstruct and to classify very wed T-type spectra
while spectral reconstruction and classification seem tteg® precise for ear-
lier spectral types. However, even in these cases, therapelssification has
generally a precision of few spectral types (4 or 5 in the weases).

e For what concern the capability of the method to disentaogiepanion objects
from field objects, we have showed that M2 and LO spectralstyged to be both
recognized as M8 spectral type. So, just for the LO case, tainetegeneracy
could be possible.

e The z-H-mode allows a better spectral classification radpebe z-J-mode.

e For what concerns thefects of the gravity, they are much better disentangled
using the z-H-mode than the z-J-mode.



Chapter 4

EPICS

4.1 Introduction to EPICS

The Exoplanet Imaging Camera and Spectrograph (EPICS -.geeKasper et al.
2010) is an instrument designed for the direct imaging aradadterization of extra-
solar planets with the European Extremely Large TelescBpEéL(T), the 42 m ESO
future instrument currently going through its phase-B gtlPICS will be optimized
for observations in the visible and in the near-IR and wild@hotometric, spectro-
scopic and polarimetric capabilities.

The most important science objectives for EPICS will be:

e Detection of low mass and wide orbit planets to explore thenown regions of
the mass-orbit function.

e Characterization of exoplanets down to rocky planets bgalirmaging, spec-
troscopy and polarimetry.

¢ Detection of very young planets (agel0’ years or less) close to the ice-line
to test planet formation and evolution models and to undedsthe processes
driving the planetary formation.

Moreover EPICS will exploit the light collecting power arfietangular resolution of
E-ELT that will provide difraction limited images even at optical wavelengths with
angular resolution down to 5 mas. In this way, it will have ay&impact on a large
number of astrophysical fields from the solar system andsdisktellar astronomy.

In order to deliver these science goals, EPICS should fth#following main require-
ments:

e The luminosity contrast of the instrument has to better th@§ at 30 mas and
than 10° beyond 100 mas.

e It has to be able to perform spectroscopic and polarimetrayging, as well as
medium resolution spectroscopy for the spectral charaetén of exoplanet
chemistry

123
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e The spectral range will be from optical to near-IR wavelésd0.6 - 1.65um).

To achieve these objectives a superb correction of the dinamad quasi-static wave-
front aberration introduced by the atmosphere and by tresdepe is required. In
order to correct for dynamic aberrations and to suppresstiinespheric turbulence
residual halo to about 10 at small angular separations and to better thalf tldse to
the AO correction radius, EPICS implements a SCAO wavefsensor (WFS) driv-
ing the E-ELT M4 through its telescope control software (J@&#Howed by an XAO
system using a roof-Pyramid WFS. Non-common path opticairations will be cali-
brated by focal plane wavefront sensing techniques &ihlbaded to the XAO system.
The difraction pattern will be suppressed by apodizers and corapag. As a result
EPICS will achieve a high quasistatic PSF contrast of bt 10°.

These results will be further improved through data analgsihniques such as spectral
deconvolution for the NIR IFS andftiérential polarimetry with the optical polarimeter
EPOL. These techniques will provide the required luminosigntrast of the order of
1078 at 30 mas and better than®at larger angular separation. This last step of PSF
residuals calibration will be made possible through anrojzétion of the instrument
optics for maximum ficiency of the speckle calibration techniques:

¢ A small and well-known speckle chromaticity is provide bynimizing ampli-
tude aberrations introduced by the Fresnel propagatioptidal errors

e A small instrumental polarization is provided by avoidiagde angle reflections
and a careful choice of coatings

Figure 4.1 shows the general EPICS opto-mechanical de3iga.NIR arm hosts an
apodizer and zoom optics to provide @40 focus on the input of the IFS. The whole
optical train up to the IFS input focus consists of opticahpmnents that are located
in or close to the pupil plane to avoid mixing of phase into itage errors. Follow-
ing this philosophy, dfraction suppression is achieved by amplitude apodizatity o
This solution is preferred over a coronagraph which woudplinee a mask or some sort
of re-imaging optics near the image plane. In order to atitmthe stellar light and to
reduce problems with ghosting, stray light or detectorrsaiton, a mask will be placed
in the entrance image plane of the IFS.

Entering the optical arm, the light hits either a fully reflag mirror for use with the
IFS, or another gray beamsplitter that reflects 15% of th# ligwards the XAO WFS
and transmits the rest to thdiirential optical polarimeter EPOL. The EPOL measure-
ment concept is intrinsically achromatic, so an apodizeat lcpronagraphféciently
suppresses firaction. The EPICS optical design minimizes the number fiéctve
optics at large inclination angles introducing instruna¢mtolarization and foresees
calibration devices for those that cannot be avoided sutheat®lescopes M4 and M5
mirrors.

The two science module that will be part of EPICS are:

e |FS, that is the subject of this Chapter and it will be treaté#tlisely in the next
Sections

e EPOL that is the visible light (0.6 - 0/8m) coronagraphic imaging polarimeter.
Much of the EPOL design derives from the SPHERMPOL. EPOL provides
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Figure 4.1: Top view of the EPICS opto-mechanical design.

a FOV of 2x2 arcsec sampled by 1.5 mas spaxels at tlfigadtion limit and
various astronomical filters.

4.2 Apodized mask experiment

4.2.1 Principles

We consider the possibility of the apodization of the pupdsk of the EPICS IFS
instrument (that is, the transmission profile of the masksmaothed one and no more
a square function as in the case of a traditional pupil masle-FRgure 4.2) with the
aim to reduce the chromaticity of the coherent cross-talk.

We, as a first step, have to choose the better profile for thdizga mask. To this
aim we prepared an IDL programme that, given the fundamehtaiacteristics of the
BIGRE microlens array and other characteristics of thecapgystem, calculates the
coherent cross talk (CCT), the incoherent cross talk (1G9 te dficiency of the
system for a certain number of wavelengths (in our calcutative performed it for 16
wavelengths). The input parameter for the BIGRE are:

e The pitch of the microlens array (2@n)

e The mask obscuration for every microlens (0.95)
e The k factor (5.40)

e The pixel size of the detector (8n)
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Ga-

Figure 4.2: Transmission profiles for a Hanning apodizeh&t0.4 (solid line) and
for a Gaussian apodizer with=8.2 (dashed line). The same value ofI®.7 mm has
been adopted in both cases. The horizontal scale is in pixel.

e The magnification of the IFS (2)

e The initial and the final wavelength at which the laboratoqgeriment has been
performed (0.55 and 0,8m).

We consider three fferent apodization functions. In each case the degree oizgpod
tion can be changed modifing one parameter in the programafitdization functions
are:

e Hanning apodization
e Edge cosine apodization
e Gaussian apodization
The two main parameters used to define the characteristtbe @fpodized mask are:

e The diameter D of the mask, that is the diameter where trasssom is 50% of
maximum.

e The slope S of the transition part of the mask

From the results obtained running the above mentioned anogre conclude that the
Gaussian apodization gives clearly the better resultsdaggboth the Coherent and
Incoherent Cross Talk. In particular we can see that the<CFakk is more or less one
order of magnitude better than with the Hanning apodizatibile the Edge Cosine
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Figure 4.3: Coherent (left panel) and incoherent (rightgbacross talk as a function
of wavelength. Solid line represents results without apatitin; dotted line are results
adopting a Gaussian apodization.

apodization gives even worse results. On the contrary flieiency of the system
using a Gaussian apodization seems to be slightly worsetttgaother two cases but
however giving a good performance ranging from 80% for stravavelengths to 70%
for the longer ones. Figure 4.3and Figure 4.4 displays thesctalk and thefBciency,
respectively, that we obtained for the gaussian apodizétioction. As a final result,
we selected an apodized mask characterized by the vBIues10.7 + 0.3 mm and
S =0.20+ 0.05.

4.2.2 Goals of the laboratory experiment
The goals of the laboratory tests were:

e To verify that apodizers suitable to be located on the inégliate pupil of the
IFS for EPICS can be constructed within specifications.

¢ To verify that the use of the apodizers reduces cross-talkgpected from mod-
els.

¢ To verify that transmission of apodizers agrees with mogpéetations.
In this Section | describe the main results of this opticgesiment. They are:

1. The transmission obtained using the mask and the apaatizees well with the
expectations.

2. Most of the light lost actually falls far from the centertbé spots.

3. The cross-talk level that can be obtained with BIGRE IF&iy low, and fully
compatible with its use for high contrast imagers, even wlnenmpact config-
uration is adopted.
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Figure 4.4: Transmission as a function of wavelength of tiygilpnask. Solid line is
without apodization, dotted line is with a Gaussian apdiina

4. Faint structures due to ghosts compromize the gain aiithdrwith an apodizer.
Practically, results obtained with an apodizer or a simpdeskrare very similar.

4.2.3 Optical setup of the experiment

The experimental setup used to evaluate performances eipiizer when inserted
into the IFS is depicted in Figure 4.5. At the scope to save titrhas been used, with
little modifications, the experiment yet mounted to propatyhe IFS of SPHERE. Itis
composed by three filerent parts: the light source, the telescope simulatorlamtRS
simulator. The light source (LS) is a He-Ne las¢£633 nm). A variable neutral filter
(VF - not showed in the Figure) attenuates the light sourdéerAhis element, there
is a 100 mm focal length, 25.4 mm diameter lens used to foaiBght onto a 25um
pinhole (PH).

The telescope simulator is composed by a collimator lensirfLAigure 4.5) which
is a 12.7 mm diameter, 38.1 mm focal length lens. At a distael to its focal
length there is an iris diaphragm (D) simulating the telpgcpupil. The diameter of
its central hole is 1 mm. We have then a second lens (L2) widchlizes the light
beam on the microlens array (BIGRE, MA - the array we used bas lfabricated by
AMUS, see Figure 4.6) entrance. L2 has a diameter of 50.8 nthadacal length of
750 mm and it is located at a distance equal to its focal lefigth the diaphragm. In
Table 4.1 one can find the basic characteristics of the BIGR&y and the tolerances
on the parameters.

The IFS simulator starts just with the MA, behind which thesa folding mirror
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Figure 4.5: Layout for measure of th&ect of the apodizer within the IFS.

M1

L3

PM

L4

Mz

Wavelength range 0.55-0.8Qum
Glass SUPRASIL
Lenslet number 70x 70
Pitch 2000+ 0.3um
Curvature radius of theSarray surface| 2.00+ 0.10 mm
Curvature radius of the" array surfacel 0.367+ 0.014 mm
Center thickness 7.53+0.28 mm

Table 4.1: Main specifications of the BIGRE array.
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Figure 4.6: Image of the BIGRE lenslet array used in the érpsst.
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(M1) because the total length of the experiment is exceetlirgoptical table size
(2.4 meters). At the distance of 250 mm from the microlenayawe put a 50.8 mm
diameter, 250 mm focal length lens (L3 in the Figure) thas &t a collimator. A
50.8 mm diameter, 500 mm focal length lens (L4) is at a digtafc750 mm from it.
Between the lenses L3 and L4, in the pupil position (250 mmftbe first lens) we
put a pupil mask (PM). It can be of twoftikrent types:

e A 10.7 mm diameter non-apodized mask.

e A gaussian apodizer with a diameter of 10.7 mm (see previegfid®). One
can see a photo of the apodizer in Figure 4.8.

The CCD is a Finger Lake camera, with a KAF-0402ME Kodak semsth a pixel
size of 9um and a dimension of 76&12 pixels. The CCD is Peltier cooled, read out
noise is 1%~ RMS. Dark current is less than 10 pi? at a temperature of 2&8. The
full well capacity is 10000@". With this configuration, each microlens projects onto
the detector a circle aperture with a diameter of 8.1 pixels.

4.2.4 The apodizer

The apodizer was fabricated by AKTIWAVE, using the dot tege (Martinez et al. ,
2010). Four apodizers have been fabricated:

e The parts have been fabricated with /4 pixels using Cr on BK7 substrates

e The spatially resolved transmission has been measuredawi®+bit Spiricon
system and a coherent collimated source around 1053 nm.

e The measured transmission was processed to renttaaeof background and
nonuniformity of illumination.

e Data provided by the manufacturer include:

spatially resolved intensity transmission

radial intensity transmission for 8ftérent angles

average radial field transmission compared to specificatimmimal spec-
ification and maximal specification (calculated using theapeeters sent
with the specifications).

Average radial intensity transmission compared to spetifins, minimal

specification and maximal specification (calculated usheypgarameters
sent with the specifications).

As an example, we reproduce tha data sheet provided by AKVEMar one of the
four apodizers in Figure 4.7. A photo of one of them is giveFRigure 4.8. According
to these data sheets, all the four fabricated parts meep#uwification.

To reach the requested level of contrast on the image olot&ireenecessary to prevent
diffuse light to arrive on the detector. To this aim we covered@® with a cardboard
box with a small hole on one side. We then build a simple caadibatructure to
prevent light other than the experiment beam from entehiegble. One can see this
in Figure 4.9.
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Figure 4.7: Example of a data sheet for one of the four apeslj®vided by AKTI-
WAVE (results are very similar for all the masks).
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Figure 4.8: Photo of one of the apodized mask.

Figure 4.9: Particular of the experiment setup.
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4.2.5 Dataand results
Transmission

This section contains the results of the tests on the traassom of BIGRE with mask
and apodizer. The tests were done using the same setup ussdriate the cross-talk.
Four experiments were done, withidirent numbers of exposures for each run (100, 50,
50 and 50 respectively). In order to keep trace of any tretid tivhe of the illumination
by the laser or of any optical element, we alternated observavithout any mask to
observations done with the mask or the apodizer in each imeet. Care was devoted
to reduce the concern due to the correct estimate of the bawwkd. The bias of the
CCD used in this experiment (the backup one) oscillated &éetwiwo values, which
differed by~200 counts (we called thisfiierence detectorffset). This detectorftset
was measured on all images and iffeets removed. The background was estimated
using the detector area farther than 20 pixels from the cefach spot. However, the
background with no-mask is slightly higher (by about 2 cgimitel/exposure) likely
due to difuse light, which is itself light passing through the intediae pupil. We
then used the background obtained with the mask also to @&stithe background for
the no mask case. The rest of the analysis and reduction isuxbv

We measured average counts within circular aperturesftédrdnt radius (in pixels)
around each spot, as well as over the total detector. Thésesvavere corrected for
background and vignetting (see below). From these cougstimated the relative
efficiency (with respect to no mask) within each circular apegwof diferent radius
(in pixels) around each spot, as well as over the total deteResults are shown graph-
ically in Figure 4.10. These results indicate that mask gatizer transmit close to
expectations. Furthermore, a significant fraction of tigatliost is far from center of
the spots. Within the spot FWHM, transmission is about 90#) vespect to the no
mask case, for both the mask and the apodizer.

In the intermediate pupil, we expect to see an Airy pattdnat(is, the Fourier trans-
form of the illumination of each single lenslet, that we assuo be uniform). The first,
second and third rings of the Airy disk occurs at 1.22, 2.28%&241/D, etc. For our
experiment these correspond to distances from the opticabé 5.4, 9.88 and 14.33
mm respectively. The fractions of the total power contaivétin the first, second and
third dark rings are 88%, 910% and 938% respectively. Since thefliaction pupil
is in principle unlimited, some vignetting clearly occutdtee optical elements beyond
the pupil (as well as at those before it), so that the norragtin done (using the con-
figuration without any mask on the pupil) is underestimatedulting in éficiencies
that are too large with respect to real ones for the casesargherask is used.
Appropriate estimate of this vignetting isflicult. Vignetting occurred mainly at the
45° flat mirror after the intermediate pupil. The mirror is cilay with a diameter of
50 mm. The footprint is then an ellipse with semiaxes of 25 nmah &7.68 mm, cor-
responding to 4.7 and 3.8/ D respectively. If the beam were properly centered, the
overall vignetting should be of about 5%. However, the beas about 15 mm above
the centre of the mirror in the first two experiments, resgltin further vignetting of
some 35%. Some further vignetting occurs at the detector itsdie flun of energy out
of diameter shows that the detector should contribube- 3% to vignetting. We may
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Figure 4.10: Relativef@ciency for the cases Magko Mask and Apodiz¢No Mask,
within different circular apertures on the detector; the diametereeofiperture are
given in units of half of the projected slit widte=HWHM). Save for very small aper-
tures the mask is moreficient than the apodizer by aboub2o.
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Figure 4.11: Energy out of diameter gives the energy whidutof the circles with a
given diameter around each spot.

then estimate total vignetting at7%. We adopted this value.

Figure 4.11 gives the energy out of the circular aperturelftdrent radius (in pixels)
around each spot, as well as over the total detector. Thdsesvare corrected for
vignetting. The smaller this value, the more energy is cotreged within the spots.
This would imply lower background and cross-talk levels. id/the mask on the in-
termediate pupil already does a good job in reducing backgi@nd cross-talk, the
apodizer is still moreféicient on this respect.

In conclusion, this experiment shows that:

1. the transmission obtained using the mask and the apaalizees well with the
expectations as showed in Table 4.2.

2. Most of the light lost actually falls far from the centre thie spots (see Fig-
ure 4.11). The measuredfieiency within the FWHM of the spots (with respect
to the No Mask case over the same area) is given in Table 4.3.

Cross-talk

This Section contains the results of the test on the crdkstahe BIGRE with mask
and apodizer. We illuminated the lenslet array with the Held$er input beam. Since
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Measured | Expected
Mask | 0.828+0.017 | 0.840
Apodizer| 0.786+0.009| 0.769

Table 4.2: Measured and expected values for the transmissth the mask and the
apodizer.

Mask | 0.919
Apodizer| 0.962

Table 4.3: Measuredigciency within the FWHM of the sposts using the mask and the
apodizer.

the IFS magnification is 2, the pitch projected on the detés#00um, that is 44.4 pix-
els. Either a circular mask (diametef0.7 mm, that is 51/D) or a Gaussian apodizer
were put on the IFS intermediate pupil. After several tribksst results were obtained
considering 46 spots=(enslet images) near the centre of the field. For these spots w
measured encircled energy in a number of circular apertiitesse were used to derive
the Point Spread Function (PSF). Figure 4.12 gives the gedP&F, as a function of
distance from the spot centres. Care was devoted in datatiedwo properly elimi-
nate straylight. The steeper the PSF, the more energy isotnated within the spots
and the lower is the cross-talk. Briefly:

e The incoherent cross-talk (ICT) is the PSF measured at ttegitn of the clos-
est spot, that is at twice the Projected Slit Width (that iswdl50um) in a
compact design. In our design, this is 0.327 times the pitclah hexagonal-C
configuration, that is 14.5 pixels.

e Theincoherent cross-talk measured by this experimentiatray is lodCT <«
-3 if a mask or an apodizer are used. This shows that such a coagsign is
compatible with specifications of the BIGRE IFS for SPHERHE &rICS.

e The apodizer provides an ICT value very similar to that ofrade mask.

¢ The coherent cross-talk (CCT) is théPS Fmeasured at one pitch, that is about

400um in our experiment. The CCT cannot however be directly mesasand
can only be deduced from comparisons with appropriate nsod&lich a com-
parison is made in Figure 4.13 which shows that at large mists from centre
the PSF is much brighter than expected. The reason for thibeainderstood
from inspection of Figure 4.14, which shows portions of agerof 1000 images
obtained with the mask or the apodizer, with a grey scale lvpid in evidence
structures at very low levels of illumination (typically 10~ of spot centres).
At these very low levels, there arefidirent kind of structures:

— Charge transfer problems, due to the CCD. This causes thieal&longa-
tion of the spots.
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Figure 4.12: Log of the point spread function as a functiohef distance from the

spot centers.

— Airy rings, expected because of the finite size of the pupjpsiThese are
slightly more obvious in the case of the mask, but are presisotfor an
apodized pupil.

— Spots that can be attributed to various ghosts, that areaueflections
between various surfaces that are close to the focal plate tbe pupil.
These ghosts are actually very fairt10~%), due to the use offécient AR
coatings, but yet visible on these images.

All these problems appear at a very low level, small enoughttiey are not likely to
cause serious concern in the actual use of the IFS even focbigtrast imaging. How-
ever, they are strong enough to almost cancel afigrédince between images obtained
with mask and apodizer. We can then conclude that:

1. The cross-talk level that can be obtained with BIGRE IF&eiy low and fully
compatible with its use for high contrast imagers, even wlheompact config-
uration is adopted.

2. Faint structures due to ghosts compromise the gain @iikwith an apodizer.
Practically, results obtained with an apodizer or a simpdskrare very similar.
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Figure 4.14: Portions of the mean of 1000 images obtaineld mvésk (left) and with
apodizer (right). A log intensity scale with cuts suitaldeput in evidence very low
illumination levels (typically below 16" of maximum illumination).
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4.3 Optical design of EPICS IFS

4.3.1 Introduction to EPICS IFS optical design

The EPICS IFS optical design has been prepared taking atobtime following pa-
rameters:

e Square FOV: 0.80 arcsec side (1.13 arcsec diagonal)
e Minimum wavelength: 0.9am

e Maximum wavelength: 1.6bm

e 2 pixel spectral resolution: 130.5

e Detector pixel dimension: 15m

e Magnification of the IFS: 5.98

e Detector number of pixel: 81%B192

One of the important choices that we made in the design wasrtionize the number
of components at cryogenic temperature. This greatly siynpbto-mechanics of our
system. While this is made possible by the short maximum leageh, it still requires
care in the opto-mechanical design to avoid too large thebaekground as seen by
the detector, which we assumed to be sensitive up tau®,7as typical for Hawaii Il
detector.

The basic parameters of a BIGRE IFS are completely consuiafrthe following con-
ditions are set:

¢ Nyquist sampling of the dliraction peak (at the shortest wavelength)

e Fresnel propagation inside the BIGRE optics

e Spherical aberration of BIGRE smaller than 1 pixel on thedietr

e Super sampling (2 pixel sampling of projected entrancewitith on the detector)

e Hyper sampling (2 pixel sampling of a chromatic speckle atdtige of the field
of view)

e Cross-talk condition (at least 1 pixel free between adjaspectra, this translates
into at least 4 pixels between the centre of adjacent spectarding to the
BIGRE LSF profile)

e Minimal IFS input focal ratio (to minimize Fresnel propaigat effects in the
Common Path)

e Detector and pixel size (8198192 and 1um respectively)
The EPICS IFS is made offikierent basic element:

e The lenslet integral field unit (IFU)
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e The collimator, accepting the filiactive beam exiting from the IFU over the
whole field of view (FOV)

e A mask located in the intermediate pupil, which allows touselcross-talk and
straylight (see previous Section).

e The disperser, actually a set of Amici prisms, grisms or YwuPhase Holo-
graphic gratings (VPH) depending on the requested resoluti

e The camera, focusing light on the detector

e The detector, a 8k8k IR detector based on Hg-Cd-Te technique like for the
Hawaii detectors. These detectors are assumed to be diaridathe E-ELT.

o A calibration arm, providing suitable calibration images.
e A set of neutral density filters

The optical design of the EPICS IFS was prepared using o foxdirst order param-
eters determination, and ZEMAX ray-tracing for furtherioptation and analysis.

4.3.2 Integral Field Unit (IFU)

The lenslet based integral field unit that has been desigmethé EPICS IFS is a
BIGRE type. This IFU concept is described in Antichi et al.0@®), while its optical
implementation can be found in the FDR documentation of B&df SPHERE.

The lenslet array configuration will be an Hexagonal F onee Sppendix B for a
definition of the dfferent configurations for an IFS based on an hexagonal |learséat.
It will be made of INFRASIL. The main characteristcs of thjgtical element are listed
in Table 4.4. There will be actually two identical IFUs:

e The Full Field IFU

e The Long Slit IFU, where all lenslets but a strip of 6 (pasghmugh the centre)
are masked.

Lenslets in the central area of each IFUs will be masked bysiépg a coating
with high optical density, in order to avoid saturation oé ttetector by the bright
diffraction core of the star (not attenuated by the coronagraptie still allowing
to determine the centre of the stellar image. The size ofghitially masked area is
28x28 mas (112 lenslets). The logarithmic attenuation will be of theardf 3.5-4
for the full field mode, and of the order of 2 for the long slit deo This will ensure
~ 5x10* photongDIT/detector pixel for ad0 magnitude star. Observations of brighter
objects require use of neutral density filters.

Each lenslet will be masked to a circular aperture by dejmoséin optically thick layer
on it. This technique has been already used with successd@RPHERE BIGRE.

4.3.3 IFS optical recipe

Table 4.5 lists the most important characteristics of @lEPICS IFS optical surfaces.
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IFU pitch (P) 64.30um
IFU mask factor (mask) 0.98
Refraction index of the IFU 1.447 (at 1.325:m)
IFU de-magnification factor (K) 7.03
IFU first lens focal ratio (FR1) 19.68
IFU second lens focal ratio (FR2) 2.80
Number of lenses 343x343
Area of a single lens 3580un¥
Diagonal length of the IFU 28.98 mm
IFU first lens focal length in the air 1.240 mm
IFU second lens focal length in the air 0.176 mm
IFU first lens focal length in the medium 1.795 mm
IFU second lens focal length in the medium 0.255 mm
IFU first lens curvature radius 554um
IFU second lens curvature radius 79um
IFU back focal distance 0.202 mm
IFU thickness 2.050 mm
IFS entrance slit size 5.02um
IFU diffractive micropupil 66.43um
IFU geometric micropupil 9.85um

Table 4.4: EPICS IFU main characteristics.

EPICS
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Surface Curv. (mm) | Dist. (mm) Material D (mm) | Rot. (deg)
BIGRE CIRC. MASK Plane 0.000 Air 0.064
BIGRE S1 0.554 2.050 INFRASIL 0.064
BIGRE S2 -0.079 10.202 Air 0.064
COLL.LENS 1S1 Plane 25.735 BAF2 32.373
COLL. LENS 1 S2 69.927 29.787 Air 39.641
COLL.LENS 2 S1 Plane 30.424 BAF2 58.905
COLL. LENS2 s2 -41.602 35.900 S-NPH2 65.678
COLL.LENS 2 S3 -69.395 72.660 Air 93.954
COLL.LENS 3S1 279.278 39.156 BAF2 103.968
COLL.LENS 3S2 -117.632 57.192 S-NPH2 | 102.842
COLL. LENS 3S3 -195.831 57.192 Air 109.462
COLL.LENS 4 S1 72.751 15.596 S-BSM16 | 93.728
COLL. LENS 4 S2 64.568 80.536 Air 83.875
MIRROR Plane 75.000 Air 112.157| 45.000 (X)
PUPIL STOP Plane 20.000 Air 60.152
DISPERSER S1 Plane 11.000 BAF2 35.000 | 3.787 (Y)
DISPERSER S2 Plane 14.000 S-TIH6 35.000 | -5.857 (Y)
DISPERSER S3 Plane 11.000 BAF2 35.000 | 5.857 (Y)
DISPERSER S4 Plane 19.000 Air 35.000 | -3.787 (Y)
CAM. LENS 151 136.635 9.689 S-NPH2 71.505
CAM. LENS 1 S2 131.507 57.958 Air 70.002
CAM. LENS 2 S1 -134.892 19.037 BAF2 79.028
CAM. LENS 2 S2 -146.575 14.104 S-NPH2 85.047
CAM. LENS 2 S3 -155.564 67.846 Air 90.281
CAM. LENS 3 S1 1113.885 40.358 S-NPH2 | 104.985
CAM. LENS 3 S2 614.295 9.271 BAF2 107.480
CAM. LENS 3 S3 -405.792 17.607 Air 107.891
DEW. WIND. S1 Plane 10.000 INFRASIL | 108.528
DEW. WIND. S2 Plane 813.010 Air 108.921
FILTER S1 Plane 10.000 RG850 155.698
FILTER S2 808.378 110.144 Air 156.202
IMAGE PLANE Plane IMAGE 173.798

Table 4.5: EPICS IFS data.
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Figure 4.15: Front view of a portion of the EPICS BIGRE IFU eTimask deposited
on the first surface makes every lens circular. In this waydiffeactive propagation
inside the IFS is axial symmetric.

4.3.4 BIGRE lenslet optimization

The BIGRE Optical System has been optimized consideringittehould lie on a
FR=126 focal plane at 5182 mm from the input pupil (see aboveimSkction). The
first BIGRE surface should have an input focal rati¢-&y =126, a geometrical output
focal ratio of FRin/K=17.92 where K is the de-magnification power of the BIGRE
lenslets (given by the ratio between the focal lengths ofiteeand the second surface
of the array) and generate dfdactive beam with a focal ratio equal ERoyT=2.66,
according to the BIGRE theory. In Figure 4.15 a front view cddjacent lenslets is
shown while in Figure 4.16 a lateral view of a BIGRE singleslenis shown.

4.3.5 Reversed collimator optimization

The IFS is a finite conjugate system with a magnification facfan=5.98 composed
of a collimator and a camera. The collimator creates annmeeiate pupil image. We
choose a collimator design with affective focal length (EFFI5160 mm providing

a diffractive pupil with a diameter of 60.152 mm, which is roughig touble of the
diagonal of the IFU (29.98 mm). With this choice, the colltoracorrected FOV is
10.27 degrees. Given this great angle the collimator ddsiguite complex and we
have to use a rather large number of lenses to reach a goodleoptical quality (see
Figure 4.17). The collimator we designed includes 6 lensssilolited over 4 groups:
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Figure 4.16: Lateral view of a single EPICS BIGRE lenslet #iystem re-images the
E-ELT focal plane, where the lenslet first surface lies Yleftto the entrance slits plane
outside the lenslet itself (right).

a singlet made by S-BSM16 glass

a doublet made by S-NPH2 and BAF2 glass

a doublet made by S-NPH2 and BAF2 glass

a singlet made by BAF2 glass

We have let room enough before the first lens because we hawseid a fold mirror

at 45 inclination to change the direction of the optical axis devand. The diameter
of the beam at this point of the optical design is less than &bwmhile the distance
between the first lens and the last surfaceli85 mm, so that the design is adequate to
this aim. In the Figure 4.18 and in the Figure 4.19 we plot sjimgrams for dierent
fields of the optical design and the wavefront error vs. thealength at dierent fields

of view.

The worst spot has an r.m.s. radius of 2.ib@

Note that given the large magnification of the IFS, the camsts on the optical quality
of the collimator are severe.

4.3.6 Camera optimization

The IFS magnification should s =5.98 so the camera focal length has to be 956.8
mm. Furthermore, the camera should be physically long et reduce the solid
angle of the dewar window as seen by the detector. Couplddlavit pass band cold
filter, this allows reducing consistently the thermal backod (see Section 4.7) even
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Figure 4.17: EPICS IFS Reversed collimator optical deslgrthis Figure the IFU is
on right side while the IFS intermediate pupil is on the left.
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Figure 4.18: EPICS IFS reversed collimator spot radii fdfedent fields.
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Figure 4.19: EPICS IFS reversed collimator wavefront eveowavelength.

within a design which has no cold pupil. We have, howevergtadom enough to
insert the disperser prism between the pupil and the firsecafens. At this scope, we
need at least a separation of 75 mm between the pupil andshedimera element.

In this case we can consider:

e asinglet made by S-NPH2 glass
e afirst doublet made by BAF2 glass and S-NPH2 glass

a second doublet made by S-NPH2 glass and BAF2 glass

a flat dewar window made by INFRASIL

a field lens (that should also acts as a low pass band filteingutie thermal
radiation) in front of the detector made by RG850. The firdiagh surface is
flat, making easier its use as a cold filter.

Figure 4.20 shows the camera design. From this design wénabtaorst spot radius
of 2.78umas it is showed in Figure 4.21.

Figure 4.22 shows the plot of the wavefront error versus theelength at dierent
fields of view.

4.3.7 Collimator optics and Camera optics assembling

To join the design of the collimator optics (opportunelyeesed) to the camera optics
and to make a new quick focus is the way we adopted to obtaiffraction limited
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Figure 4.20: EPICS IFS Camera Optical design. In this FigheelFS intermediate
pupil is on the left while the detector is the last surfacetanright.
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Figure 4.21: EPICS IFS Camera spot radii fdifelient fields.
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Figure 4.22: EPICS IFS Camera wavefront error vs. wavelengt

design.
The optical design from this procedure can be seen in Fig2® 4

Figure 4.24 shows the spot diagrams for the obtained desigthis case the worst
spot radius is of 12.3pm, less than the dimension of a single detector pixel/(i.
Figure 4.25 shows the plots forftérent fields of view of the wavefront error versus
the wavelength.

4.3.8 IFS and folding mirror

The next step in our optical design is the introduction offtiding mirror after the last
lens of the collimator and before the pupil stop. Figure &R6éws the optical design
of the instrument with the 45old mirror.

Figure 4.27 shows the spot radii obtained after the intrdndn the optical design
of the fold mirror. As expected they are not changed from #seiits obtained for the
EPICS IFS collimatorcamera only (see Figure 4.24 for a comparison).

Figure 4.28 shows plots for flierent fields of view of the wavefront error versus the
wavelength for this last case. There is no change respelcetBRICS IFS collimator
+ camera only (see Figure 4.25 for a comparison).
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Figure 4.23: EPICS IFS CollimateCamera Optical Design.
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Figure 4.24: EPICS IFS CollimateCamera spot diagrams ati@irent fields.
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Figure 4.25: EPICS IFS CollimateCamera wavefront error vs. wavelength plots.
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Figure 4.26: IFSfold mirror+camera optical design.
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Figure 4.27: IFSfold mirror+camera spot diagrams atl@irent fields.
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Figure 4.28: IFSfold mirror+camera wavefront error vs. wavelength plots.
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Figure 4.29: Disperser prism for EPICS IFS.

4.3.9 Disperser

The introduction of a disperser in the collimated beam afterpupil stop of the pre-
vious design is the last step to obtain the final design of % The basic disperser is
an Amici prism (see Oliva 2000) as the one exploited in the SRH IFS design. The
requested 2 pixel resolution is of 130.5 and the spectraftkeis of ~140.5 pixels.
Figure 4.29 shows the design for the EPICS IFS Amici prisris ¢dobmposed by three
different prisms cemented together. The first one is composedbg Blass and it is
11.0 mm thick, the second one is made by S-TIH6 and it is 14.Qtnick and the last
one is identical to the first one (see Table 4.5 for more infdioms about prism data).
Figure 4.30 shows the spot diagrams fdfetient fields of the complete designftei-
ent colours stay for dierent wavelength). In the image the boxes have a side of 2100
um (or 140.5 pixels) highlighting that the final length of theestra is the requested
one.
Figure 4.31 shows the wavefront error of the optical systersws the wavelength. The
final result is a well diraction limited system.
Figure 4.32 shows the run of 2-pixel spectral resolutiomwiévelength. The choice of
the glasses and of the angles of the Amici prism results inlbowmpensated system,
with a spectral resolution only mildly dependent on the viewgth.

4.3.10 Higher spectral resolution mode

To fully characterize the atmosphere of the extra-solangtdetectable with EPICS,
we consider higher spectral resolution modes by replatiaghmici prism with other

types of disperser. In particular, we are interested in arinediate resolution mode
(R=1500 or R=4000) and in a high resolution mode£R0000). These modes require



CHAPTER 4. EPICS

DAT: 8.0, 9,80 M DBT: B.00, 4,77 M
E
g
=
THR: B.0DB. -B.81D MK THR: -8.080. 2,562 MM
0BT: .08, 9,54 MM 0BT: B.BD._ 14,31 W 0B 0,00, 4,77 1M
. . .
L] L ] .
L] L] .
w - L]
L] | ] I
HA: -D.08B, 57,150 MK HA: 0,689, 55,886 it IMA: -D.DOD, 28,518 Wi
DBT: .89, -9.5Y BTG .00, -14.31 HH
+ -
L] L]
. =
L] -
] [ ]
SRR MR -.080, 57,063 MY IHAR: .000. 65653 M

SPOT OTIARGREAM

EPICS: BIGRE-IFS COLLTHATOR-PEVERSED  FOW = B,709 ARCSEC CSOURRE] , LAMADA-PRNEE - [0.95-1.650 MIRON
WED FEB 17 2018 UNITS ARE MICRONS.,
2

FIELD : l 4 5 i 7
RS RROILS 667 58T BROLLPT ET2. 107 672,29  eADMYB BEG.BVZ  67R.352
GED RADTLS : BrL7s  18B335 1@95. %% M35 1BPIS9 BV 1992.33 | (TG STOEOOTRANTETS ERALA TR NI TR
BOX WIDTH 2108 REFERENCE ¢ MIDOLE CONFICURATION: ALL 1

Figure 4.30: EPICS IFS spot diagrams fofteient fields.
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Figure 4.31: EPICS IFS wavefront error versus wavelengthifderent fields.
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Figure 4.32: 2-pixel spectral resolution of the opticalteys at diferent wavelengths.

A(um) R

0.985| 149.8
1.055| 137.7
1.125| 129.5
1.195| 123.8
1.265| 120.8
1.335| 119.3
1.405| 119.1
1.475| 120.8
1.545| 123.3
1.615| 126.5

Table 4.6: 2-pixel spectral resolution afférent wavelengths.



156 CHAPTER 4. EPICS

long spectra+{ 2000 pixels for the intermediate resolution mode, the fatedtor size,
that is~8000 pixels, for the high resolution mode). Hence, only diporof the FOV
can be imaged on the detector, in practice a pseudo-slitigtanly 6 lenslets wide
(0.014 arcsec). This pseudo-slit is obtained by repladiegusual IFU with a second
one, where all but 6 rows of lenslets are masked. This is ctiblpavith the adopted
Hexagonal-F configuration. The pseudo-slit have an eceiivalidth of 0.014 arcsec
at the largest wavelength. This is well enough to propentgga the central peak of
the diffraction image of each planet. Moreover, it should pass tiitahie centre of the
FOV to allow to estimate and subtract the contribution ofkgsiound speckles using
the spectral deconvolution method. Note that this longrstide should obviously be
used in a field stabilized mode.

Intermediate resolution mode

The intermediate resolution mode is obtained by repladiegAmici prism with a
grism. To define its characteristics we used the formulasritesd below.
The relation between the resolution R and the number of gr@ofithe grating illumi-
nated (N) is the following:

R=k-N 4.2)

In this case k is the order of the spectra and, since we anesigal in the first order,
we have that RN=1500. As the diameter of the beam in the instrument at thé ¢éve
the disperser iss 70 mm, we can find that the number of grooves per millimetrd is o
21.43mntt. The inverse of this value is the grating constant (i.e. ibtadce between
two adjacent grooves) that is=d6.67um. We can now define the apex angle of the
prism (A) using the formula:
. k-2

SinA = NG (4.2)
Here A is the central wavelength of the wavelength range (thatis.3um) and n is
the refractive index of the material with which is done thisipr. As a first attempt, we
used fused silica (al1.447) and obtained A3.57°.
We have now to find a catalogue grating (Richardson Gratirigl@gue) with the cor-
rect number of grooves per millimetre and with a blaze angleak(or however quite
similar) to the apex angle of the prism. Unfortunately, weenable to find only a grat-
ing with 21.36 grooves per millimetre (that gives us the eotrresolution - R1495)
but a blaze angle of.6°. This angle gives us an unacceptably large shift of the aentr
wavelength with respect to the centre of the spectra.
For this reason, we had to decide to use a grating with 17/&mrand a blaze angle
of 2.1°. This gives us a lower resolution £2225) but, changing appropriately the re-
fraction index of the glass, a quite small shift of the centravelength. To reduce this
last parameter to zero we considered glasses wifardnt refractive index. We found
more than one possibility:

e S-BSM18: =1.62163 (Ohara). Shi#3 pixels
e S-BAM12: n=1.61967 (Ohara). Shi#4 pixels
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Grooves per millimetre (grating) 175
Blaze angle (grating) 2.1°
Apex angle (prism) 2.1°
Prism material refractive index ~1.621
Prisma material (glass type) S-BSM18 or S-BAM12 or S-TIM22

Table 4.7: Most important parameters of the designed grigmm«=1500.

Grooves per millimetre (grating) 58
Blaze angle (grating) 6.0°
Apex angle (prism) 6.0°
Prism material refractive index ~1.721
Prisma material (glass type) S-LAMG60 or S-LAM2 or S-LAL59

Table 4.8: Most important parameters of the designed grigmm=4000.

e S-TIM22: n=1.62316 (Ohara). Shi#9 pixels

In Table 4.7 one can find listed the more important charasttesiof the grism that has
been described in this Paragraph. Note that the spectrugthiémabout 2000 pixels,
so that only a portion of the detector is illuminated. A pbksialternative for the
intermediate resolution mode is a disperser grism with atspleresolution 0~4000.
We calculated the parameters of the grism that could givaiaglispersion using the
procedure described above in this Paragraph and the pananoditained are showed
in Table 4.8.

Like for the previous grism, we look for a glass to reduce thit ©f the central
wavelength with respect to the centre of the spectra andriltee previous case we
find more than one possible glass. The more promising ondistae below:

e S-LAM60: n=1.72121 (Ohara). Shifl pixel

e S-LAM2: n=1.72155 (Ohara). Shi# pixels

e S-LAL59: n=1.72193 (Ohara). Shi pixels
The resolution given by this disperser is slightly largertithe goal of R4000, that is
R=4060.

High resolution mode

A high resolution mode with a spectral resolution o000 is foreseen too. In
this case, we have to split the wavelength range into thregestranges to allow the
resulting spectra be short enough to be contained on thetde{@kx8k pixels). In
particular the wavelength ranges are:

e 0.950 - 1.15Qum. In this case the spectra should be 7619 pixels long.
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e 1.150- 1.40Qum. In this case the spectra should be 7843 pixels long.
e 1.400 - 1.65Qum. In this case the spectra should be 6557 pixels long.

A grism can not provide such high resolutions. We plan themsefor each of these
three cases a volume phase holographic (VPH) grating (edupith prism pairs to
provide a not deviated beam) to substitute the grism.

To define the characteristics of the VPH in each of the thréferdint cases we consid-
ered the classical grating equation:

mvA = sina + sing (4.3)

where m is the order of the spectra (we assurad Jyv is the frequency of the grating
fringes,A is the wavelengthy is the incidence angle whilgis the angle of diraction.
The derivative of this formula gives us the following one:

my = g—’/Bl - cosB (4.4)
Whereg—f is the spectral angular dispersion.
This value can be calculated dividing the length of the spectfor the wavelength
range (that give us the spectral linear dispersion) andlitigithat for the camera focal
length of the IFS (956.8 mm).
To evaluate the frequency of the grating fringes we can thite whe above formula
as:

v=D-cosB (4.5)

where, for convenience, we have called D the angular digper$o obtain a result we
have to know the value of theftliaction angle and at this scope we can exploit the fact
that in order to optimize thefigciency we will work under the Bragg condition (where
the incident angle is equal to theflilaction angle). So we have:

mvd = 2-sing (4.6)

Putting together equation 4.5 and equation 4.6, we carydasihd that the tangent of
Bis given by:

tang = % 4.7)
where is the central wavelength of each spectral range.
Table 4.9 presents the most important parameters of thgrideasVPHs for each spec-
tral range as derived from the calculation described abotieis Paragraph.

To avoid that the beam is deviated by the VPH, two prisms véllpbsitioned just
before and just after it, each with a side in direct contathWiPH surface. The two
prisms will be done using the same material that is used teprdhe VPH (in this
document we make the hypothesis to use fused silica). Siecetidence angle and
the angle of diraction are the same, the two prisms will be equal but shoale fan
opposite orientation. The two prisms have a particular ayepe for which the total
deviation of the beam is equal to zero. This angle has beenlastd for the central
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Spectral range 0.95-1.15um 1.15-1.4Qum 1.40-1.65um
Angular Dispersion 0.60 radum 0.49 radum 0.41 radum
Diffraction Angle (5) 1748 17.3% 17.36°
Frequency of fringes ¢) | 572.29 linegmm | 467.73 linegmm | 391.32 linegmm

Table 4.9: Most important parameters of the designed VPHs.
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Figure 4.33: Ray tracing of the assembled BIGRE, collimatisperser and camera.

wavelengths of each spectral range (that is 1.05, 1.275 &#%im). Since the fused
silica refraction index is slightly dlierent at these three wavelengths (1.4498, 1.4472
and 1.4443 respectively) we found three prism apex angtgttisi different in the three
cases. The results are listed below:

e 0.95-1.15m: 1823
e 1.15-1.4Qum: 1814

e 1.40-1.65m: 182T°

4.3.11 Final optical design

The final step of our optical design is to introduce the BIGREslet array before the
IFS collimator. The final optical design is displayed in Figd.33.
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4.3.12 Detector mosaic

The baseline IR detector for the EPICS IFS isx@2mosaic of four 4k4k standard
E-ELT detectors (see ESO Technical Note INS-20@9, with pixel size of 15 micron.
According to specification, these detectors will have a 6 nap gn one side and 3
mm on the other three. This will allow obtaining &2 mosaic with gaps of 6 mm
that is 400 pixels. This roughly corresponds to strips 0r@Sec wide projected on the
sky: this is larger than simply the fraction of detector esponding to the gap because
spectra partially out of the detector will be mordidiult to be used in data reduction.
In particular if the FOV is centered on the camera, then tfarination about the centre
of the FOV is lost. There are filerent possible solutions to solve this concern:

1. The mosaic can be decentered with respect to the FOV, sohihatar image
is visible on one of the four detectors. Required decergeismf some 0.05
arcsec. Part of the FOV close to the centre is lost. We mayerote dewar
(a motorized function already foreseen in the IFS desig@nsure that all the
FOV is accessible. This can be obtained by rotating the déwyaa suitable
multiple of 9C. Hereinafter, we consider this as the baseline solutiomumee
it does not require any special hardware. However, with gbistion dfective
exposure time will depend on angle, resulting in some peréorce losses for
fainter sources.

2. A special mosaic could be considered with a small (e.gx256 pixels, that is
4 mm side) dedicated detector located at field centre. Thal shatector could
be fed by 45 mirror, located a few mm in front of the focal plane. Whileghi
solution would allow keeping the mosaic centered on the ROW,not easy to
implement mechanically.

3. Finally, a single 8k8k pixels detector could be adopted. While this is not the
standard NIR E-ELT detector, a similar detector has beesidered by Teledyne
(see Beletic et al. 2008). This detector has pixels ofitf) so that the optical
design of the IFS camera should be revised. However, thistignitical (such
a design was indeed prepared during our Phase A, and it hadllgchetter
performances than the baseline design). While this seluticlearly the best
for the EPICS IFS, we do not consider it as the baseline beciaus not the
E-ELT standard.

4.3.13 IFS within EPICS

Figure 4.34 shows top and side views of the optical desigrPd€S. The IFS is at the
extreme left in these designs.
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02/02/10 20:14:46  E-ELT Nasmyth+EPICS EPOL  EPICS_final_design_020210_window_perp
Toutes Configurations échelle = 0.0367488

@

02/02/10 20:20:38 E-ELT Nasmyth+EPICS IFS EPICS_final_design_020210_window_perp_figures
Configuration 9 échelle = 0.0565769

(b)

Figure 4.34: Top and side views of EPICS optical design. B-& the extreme left in
these drawings.
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4.4 Opto-mechanical design

4.4.1 Principles and Interfaces

The mechanical structure of the IFS will be self containedirégid, so that it can be in-
tegrated and tested separately from the main bench of ERLEBg subsystem MAIT,
before ARR. It will be then moved to the EPICS integratingteeand attached to the
EPICS optical bench during system MAIT.

The height of the optical axis on the optical table of EPIC8fi827 mm. All other
mechanical interfaces will be defined in detail during Pdsde A, when a more com-
plete and detailed mechanical design will be prepared. Ttikyhowever allow to
dismount and mount again IFS at the main bench within optitatances. A solution
with spherolinders, similar to the one adopted for SPHERE, tight be considered.
A dummy reproducing the IFS weight and momentum will allowest the mechanics
of the EPICS Main Bench before it will actually be deliveredhie EPICS Integration
Center. A Common Path simulator will allow aligning and tefthe IFS when still at
Subsystem facility.

4.4.2 Main mechanical choices

We prepared a preliminary mechanical design of the EPICBuim&nt. This design
considers a vertical distribution of the instrument. Thas ltwo advantages:

e |t better fits into the space available for IFS.
e |tis gravity independent

A drawback of this choice is that a number of optical surfa@es placed horizon-
tally and are then more sensitive to dust deposition. Stles about the environment
cleanliness at IFS subsystem integration facility, EPI¢Z$esn integration facility and
in the integration facility at the telescope are then rezplir

To reduce the potential impact of dust, we plan to close thelevlS into a separate
enclosure, within the already clean EPICS environment. #tehwill allow to com-
pletely seal the IFS when light from the Common Path is notdadeThis also allows
to perform internal calibration of IFS even when EPICS isdufee other purposes.

4.4.3 Preliminary mechanical concept

The mechanical structure of the IFS is made of a verticalbawavhich three horizon-
tal platforms (Upper, Intermediate and Lower), carryingitidividual opto-mechanical
components, are rigidly fastened. The whole structureoised within a light and dust
tight box.

Figure 4.35 shows the three platforms with the opto-med@obmponents mounted
on (the vertical bench is not shown). Figure 4.36 is an &dtbra view from a dferent
view point, showing the hole in the lower platform that allbbhosting the dewar (the
two other platforms are not displayed in this image). Anoti@e in the Intermediate
platform allows light from the Integrating Sphere to feed tRS (in this case the Fold-
ing Mirror is removed from the optical path). A hole in the tieal bench allows light
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from the Common Path to enter the IFS through the shutter.
The three platforms carry the various opto-mechanical @mapts (indicated with dif-
ferent colours in these Figures):

e Top platform: the integrating sphere (orange)

¢ Intermediate platform:

IFU and their motorized stage (magenta)

Collimator (yellow)

Folding mirror (violet, mounted on a slide)
Filter wheel (blue)
— Other elements of the calibrating arm (orange)

e Lower platform:

— Disperser wheel (cyan)
— Camera (red)
— Dewar (green)

A dimensional scheme of the instrument is displayed in Egli87. The dimen-
sion in the direction perpendicular to the drawing planed® mm (so total size is
2000x1180x700 mm).

4.4.4 Motorized functions

IFS will be completely remotely operated. Table 4.10 lietsitequired motorized func-
tions. The second column of the Table contains the elemeheadptical design to be
moved, the third one the type of movement required, the lfoarne the scope of the
movement, the fifth one the range of the shift or of the rotafibany), the sixth one
the number of positions (if any), the seventh one containgknpinary identified tech-
nical solution and the last one an estimate of the total vid@ghe moved. There are a
total of 15 motorized functions plus the shutter. Most obth&unctions can be realized
using on-the-shelf components. Only three special funstare required: two wheels
(filter wheel and disperser wheel), and the rotating tabieytsy the dewar.

We integrated our mechanical design introducing the mogdristages for the me-
chanical parts that need them and the cryostat for the déés part of the work has
been done using the 'Solid Works’ software. An image of thischanical design is
showed in Figure 4.38 (where again the vertical bench ismowa).

4.4.5 Weight Budget

From the mechanical design we can make an estimate of tHevigight of the instru-
ment. This should be of the order of 600 Kg. In Table 4.11 wedithe most important
contributors to the total instrument weight.
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Figure 4.35: Lateral view of the EPICS IFS instrument for pneposed mechanical
design.
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Figure 4.36: Proposed mechanical design for the EPICS IgtBiment (only the lower
optical table is showed in this image - no part of the box.
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2000 mm

1180 mm

Figure 4.37: Schematic design of the EPICS IFS instrumetft an indication of its
dimensions.
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N | Element | Type Scope Range | Accuracy | Number Proposed | Total
of po- | solutions weight
sitions to be
moved
1 | Shutter Close MELES TBD
IFS GRIOT
2 | IFU Slide Select ~50mm| 36 um | 2 owIS TBD
IFU half (LIMES
lenslet 84-70-
HDS)
3 | IFU Rotating | Rotate 0° - ]0.01deg OowIS ~1.5
table Pseudo 360 (DMT 100- | kg
long slit D53-HDS)
mode
4 | IFU Rotating | Rotate 0° -] 0.01deg OowIS ~1.5
table low res-| 360 (DMT 100- | kg
olution D53-HDS)
mode
IFU
5 | Fold mir- | Slide Select ~50mm| 1 mm 2 OowWIS ~1.5
ror internal (LIMES kg
cali- 84-70-
bration HSM)
arm
6 | Filter Rotating | Select +270 | 0.01deg |5 SPECIAL ~2kg
wheel wheel neutral
density
filter
7 | Disperser| Rotating | Select +270 | 0.01deg |5 SPECIAL | TBD
wheel disperser
8 | Disperser| Rotating | Rotate 0° -] 0.01deg OowWIS ~2.5
table 1 Amici 360 (DMT 200- | kg
prism D70-HDS)
9 | Disperser| Rotating | Rotate 0° -] 0.01deg OowWIS ~2.5
table 2 grism 360 (DMT 200- | kg
D70-HDS)
10 | Disperser| Rotating | Rotate 0° -] 0.01deg OowWIS ~2.5
table 3 VPH Y | 360 (DMT 200- | kg
mode D70-HDS)
11 | Disperser| Rotating | Rotate 0° - | 0.01deg OowIS ~2.5
table 4 VPH J | 360 (DMT 200- | kg
mode D70-HDS)
12 | Disperser| Rotating | Rotate 0° 0.01 deg OowIS ~2.5
table 5 VPH H | 360 (DMT 200- | kg
mode D70-HDS)
13 | Camera | Slide Focusing | + 10| 10um MICOS TBD
camera mm (UPL-160)
14 | Camera | Piezo ta-| Dithering | +0.95 | 2um Pl (M- | TBD
ble X X mm 686.D64)
15 | Camera | Piezo ta-| Dithering | £0.95 | 2um Pl (M- | TBD
ble Y Y mm 686.D64)
16 | Dewar Rotating | Rotate +270¢ | 0.01deg SPRCIAL | ~30
wheel dewar kg

Table 4.10: Motorized functions for the EPICS IFS instrutmen




168 CHAPTER 4. EPICS

Figure 4.38: Solid Works mechanical design where motori&zades and cryostat has
been included.
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Element name Weight (Kg)
Box + bar ~300
Optical tables (2) ~120
Dewar ~30
Disperser wheel ~30
Filter wheel ~4
Camera structure ~9.5
Collimator structure ~2

Table 4.11: Weight budget for IFS.

4.4.6 Integration within EPICS

Figure 4.39 shows a Solid Works mechanical design of the h&&yrated within the
EPICS optical bench. The IFS is the black structure on thegi@mund. The IFS cover
is shown in trasparence in this Figure.

4.5

Cryogenics

We will need to mantain the elements contained into the detvaryogenic temper-
ature (e.g. the detector and the cold filter should be &0°K). To this aim liquid
nitrogen can be used. A thermal model will be prepared dutiegoost-phase A, in
particular we need to define the size of the tank of liquidogiem to mantain the var-
ious elements at the required temperature. The followiagehts will be considered
in the cryogenic design:

4.6

the detector

the cold filter and its support
the detector electronics

the cold finger

the cold shield

the optical window

the LN tank

the dewar

Transmission budget

The transmission budget of the IFS has four components:



170 CHAPTER 4. EPICS

Figure 4.39: Solid Works mechanical design of the IFS irdeggt on the EPICS optical
bench.

1. Vignetting by the mask deposited on the first surface offtkke The diameter of
the mask hole is the 98% of the single lens size. The transmissthen equal
to 0.98.

2. Vignetting by the pupil stop system between the collimatwd the camera op-
tics. The transmission budget for this component has bemmaed to have a
value of 0.87.

3. Reflection at the 22 air-glass surfaces of the overalesysiVe assume a trans-
mission value of 0.995 at every surface and then the finasitnission budget
for this issue is given by the above value elevated to the mummitsurfaces. The
final value is of 0.90.

4. The absorption given by all the glasses adopted for thesysTo this aim we
use the transmission values given in Table 4.12 fiedint wavelengths for a
glass thickness of 10 mm.

The overall transmission budget for the optical systemvsigby the combination of
the above listed contributions. The final results dfedent wavelengths are given in
Table 4.13.
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A=09um | 2=210um | A=212um | A=214um | A =16um | 2 =18um

INFRASIL 1.000 1.000 1.000 1.000 1.000 1.000
BAF2 1.000 1.000 1.000 1.000 1.000 1.000
S-NPH2 0.996 0.996 0.997 0.997 0.996 0.992
S-FPL51 0.999 0.999 0.999 0.999 0.999 0.999
S-TIH6 0.998 0.998 0.998 0.997 0.995 0.986
RG850 0.814 0.903 0.935 0.935 0.935 0.935

Table 4.12: Transmission atftérent wavelengths for the glasses used in the optical

design.

A (um) | Transmission
0.9 0.524
1.0 0.582
1.2 0.608
14 0.608
1.6 0.600
1.8 0.568

Table 4.13: Total transmission budget for the EPICS IFScapdesign.

4.7

Instrumental Background Radiation

In the optical design, the Dewar window is at room tempemand the detector is
highly sensitive up to 2gm. For this reason it is necessary to consider the background
radiation received by it. The constraint we assume is thsttdguld not be the major
source of noise. To calculate the number of photons per girdl per second that
arrives on the detector we follwed these steps:

e We integrated the Planck Law (divide ty) to get the number of photons per
unit of emitting area and for second on the solid angle. Fsrahlculation we
used the IDL routine PLANCK that gives the energy at a singg@elength in

cgs units érg-cnT? - 571 ,Z\). This corresponds to assume emissivity equal to 1
so that our estimates are upper limits.

o We multiply the previous result by the area of the dewar wimdib has a radius
of 3.904 cm, and then aré®= 7 - R> = 47.88cn¥) and by the solid angle of a
single pixel divided by the whole solid angle:

_(A)
T 4r-d2

(4.8)

In this formulaA, is the pixel area#£ 2.25x 10°%cn¥) and d is the distance
between the dewar window and the detecte84.314 cm). The final result for
the solid angle is B4 x 1071, Multiplying this last value by the dewar window
area we get the final multiplicative factor value that i86ix 107°.
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Tenv | Filter | Acu(um) | ph/s | Noise €)
293 | 107 1.70 0.58 5.93
283 | 10° 1.70 0.21 3.54
273 | 10 1.70 0.07 2.04
293 | 10° 1.65 0.28 4.07
283 | 107 1.65 0.10 2.42
273 | 107 1.65 0.03 1.39
293 | 10° 1.70 0.81 6.99
283 | 10° 1.70 0.32 4.37
273 | 10° 1.70 0.12 2.67
293 | 10* 1.65 0.50 5.50
283 | 10 165 |0.21 3.52
273 | 10* 1.65 0.08 2.22

Table 4.14: Results for the instrumental background raatiat

e We multiply the values obtained at the previous two pointstitain the number
of photons per pixel and per second.

We made the calculations usingfférent filters with diferent cut-& wavelength of
1.65umor 1.70um. These filters have a transmission close to 1 for wavelergtss
than the cut-& wavelength minus 0.0am and a value of 1¢* or 10°° for wavelengths
greater than the cutfowavelength plus 0.0pm. For the intermediate wavelengths the
transmission curve is a straight line that joins the other lbranches of the transmis-
sion curve. Similar filters has been realized for SPHERE.

In Table 4.14 we show the results of these calculations. ésdlirst column we tab-
ulated the environmental temperature used, the seconchadkithe transmission of
the filter at wavelength abovi,y, the third one is the cutfbwavelength adopted for
the filter, the fourth one is the number of thermal backgropinotons per second that
arrives on a single detector pixel and the fifth one is theengenerated by the instru-
mental background for a 60 s pose. Itis clear from thesetethdt the filter that gives
the lower noise has a filter that cut down to-1@nd has a cutfdwavelength of 1.65
um. However, all these cases have a comparable (or bette# tigia RON for a 60 s
exposure (estimated to besb).

4.8 Hfects of variations of temperature and pression

The optical design described above has been made assunengparature of 2@
and a pressure of 1 atm that is typical for the sea level. Ttuatethe &ects of
temperature and pression we exploit the possibility givethie ZEMAX software to
change the operative condition of the optical system. Birall, we evaluate theffects
of a change of the temperature considering the change ireitddrus position passing
from 20 to O°C. In this case we had to make a shift in the camera positior3& Hm
to correctly refocus the optical system. We then made theeganmcedure changing
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the atmospheric pressure from 1 to 0.65 atm (2800 m height}hi$ case the shift
in the camera position was of 1.57 mm. The last step was to mntbe changes in
temperature and in pressure. In this case the shift in the@position was of 7.52
mm (nearly equal to the sum of the single contributions agetqul).

After this we evaluated the lateral shift of the spectra &oentral wavelength of 1.325
um) in case of a combined change of temperature and pressune abtner of the
detector. We find a value 544uin. Considering that a great amount of pressure change
is less probable for the instrument installed at the telessite and that the temperature
changes gives account of more or legé 8f the shift, we evaluate a realistic shift of
27.21 pixel (1 pixek15um). This means that a change 6iClLin temperature gives a
shift of almost 1.4 pixel. This result implies that we needellwhermally stabilized
instrument. Refocusing is needed for changes of temperafine order of (8°—0.4°.

4.9 Dithering analysis

Dithering on images of IFS detector is required to keep thdiéll noise below 16
(goal 10%), which is required to avoid significant deterioration of thchievable con-
trast. Moving all the camera optics is the easiest solutiecabse a shift on the XY
plane (Z is the optical axis) is imaged on the detector plaiieont any optical mag-
nification or de-magnification. This optical solution maiims a good optical quality
with respect to the reference case and it is acceptable fnenmiechanical point of
view, too, as verified by the achieved expertise in the machhassembling of the
SPHERE IFS. The requested amount of dithering on the detptaae is 10 pixels
(£5 pixels) both in X and Y direction. Given a pixel size of A we get a shift on
the detector plane of 7bm. We verify using the ZEMAX software, that, to get this
result, we need to shift all the camera optics by @60 Figure 4.40 shows that the
optical quality after the dithering procedure remains ataiely good (to be compared
with the optical quality of the optical system without dithmgy procedure showed in
Figure 4.31). All the procedure described in this Sectios Ib@en performed on the
optical design without the lenslet array.

4.10 WFE Budgets

As a goal for our optical system we want that the Strehl R&R)(is below 0.8 - 0.85.
We then calculated the correspondent values of the Waueiiwar (WFE) using the

Marechal formula:

4, 2
SR=1- — .WFE (4.9)
/12

For this calculations we adopt the mean wavelength of theatipg range of our in-
strument (that istl= 1.325um). This gives us the following results:

e WFE=94.31 nm (SR0.80)
e WFE=81.67 nm (SR0.85)

We then subdivided the optical system into the followingrfeubsystems:
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Figure 4.40: Wavefront error versus wavelength fro a sHifi pixels on the detector
plane.

BIGRE array

Collimator

Camera

Disperser

For each subsystem we calculated the contribution to the @iteth by the homogene-
ity of the used glasses, by the surface quality of the optiddey the allowed tolerances
on radii and thicknesses.

The WFE given by the homogeneity of the used glasses is eagzliby the formula:

WFEy =d-An (4.10)

where d is the thickness of the glass whileis the maximum refractive index variation
of the glass.
The WFE error arising from the surface quality of the opt&given by:

WFEso=| Nu1 —ni [-SQ (4.11)

wheren;,1 andn; are the refractive indexes of the considered surface wifjlesShe
surface quality of the surface. In our calculations we agsliansurface quality of/50

for all the flat and not cemented surfacesd®40 for all the not flat and not cemented
surfaces and a value af/20 for the not flat and cemented surfaces. All the surface
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Subsystem| WFE (SR=0.80) | WFE (SR=0.85)
BIGRE 26.00 nm 15.00 nm
Collimator 70.00 nm 60.00 nm
Camera 51.44 nm 46.61 nm
Disperser 25.93 nm 25.93nm
Total 94.31 nm 81.67 nm

Table 4.15: Values of the total WFE for each subsystem.

Subsystem | WFE (Hom.) | WFE (Surf. Qual.) | WFE (Tol.) - SR=0.80 | WFE (Tol.) - SR=0.85
BIGRE 2.45nm 7.23nm 23.78 nm 10.70 nm
Collimator 25.71 38.37 nm 52.60 nm 38.29 nm
Camera 21.20 nm 33.33 nm 32.91 nm 24.75 nm
Disperser 17.80 nm 18.03 nm

Table 4.16: Contribution of dierent types of WFE for each subsystem.

qualities have to be evaluated at the wavelength of the Hixdéz (0.633im).
The total WFE is then given by a quadratic sum of the singlepgmmments. In this way
we can derive the third contribution to the WFE (given by theveed tolerances).

In Table 4.15 one can find the values of the WFE that has beégnasisto each
subsystem while in Table 4.16 it is showed the contributmthe total WFE for each
subsystem given by the three single contributions listeayab As one can see from
Table 4.16 the contributions to the total WFE for the dispeis mainly due to the
homogeneity of the glasses and to the surface quality.

4.11 Ghost analysis

Ghost analysis of the IFS refers only to the local backgroued the relative ghost
intensity has to be measured in the same unit of the deteEtac€uaracy, not in unit
of the peak intensity of the non coronagraphic stellar imagéhin the assumption,
the relative intensity of a ghost generated by the IFS oficslevant only if it exceeds
the Technical Spec on the detector FF accuracy 1874).
Considering an AR coating value inside the IFS working warrgths range of R0.005
for all the IFS optics, and that for a BIGRE-oriented IFS wogkat the difraction
limit the ghost &ective areas is always larger than the Slit Function FWHM)
i.e. larger than 2 pixels, the relative intensity of a ghasterated internally to the IFS
is given by:

lc Ao

T A R? (4.12)
if Ag is larger tham, or

s _p (4.13)
lo
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if Ag is smaller tharg.

The ghost analysis of the IFS is restricted to the final detqatne and it is performed
dividing the ghosts generators in 2 main samples: the olyiitg in the converging or
diverging beam and the optics lying in the collimated beam.

4.11.1 Ghostanalysis for the optics in the convergiridiverging beam

The optics lying in the converging or diverging beam prodinternal, external and
narcissistic ghosts. The ZEMAX ghost focus generator altavevaluate the ghosts
imaged on the detector plane by all the IFS surfaces, exdiuttie ones produced by
the reflections with the surfaces of the BIGRE device. Thalteérom this evaluation
give a maximum value folg/lg of 4.5 x 107 fitting the condition above about the
detector FF accuracy.

For what concern the ghosts from the IFU surfaces, the usenohasequential ray-
tracing of the beam is required. This is due essentiallyégtiesence of an IFU whose
single spaxel pitch is much smaller than the footprint oflieek-reflected light which
is due to to any single surface of these elements group. Eorgtson a sequential ray-
tracing fails in determining the right final spot size of imtal, external and narcissistic
ghosts light imaged on the detector plane. However, by ther&tory prototyping of
a BIGRE oriented IFS - without any AR coating over all the otheS surfaces - the
expectation is that internalxternal ghosts produced by these reflections heve relative
intensitylg/lp < 107 Instead, the narcissistic ghosts produced by the reftectato
the back side of the first BIGRE surface and re-imaged ontaétector have relative
intensity of the same order of the requested Flat Field aoyi.e.lg/lo ~ 1074,

4.11.2 Ghost analysis for the optics in the collimated beam

The part of the optical train where the beam is collimatecegates narcissistic ghosts.
Ray-tracing of the beam reflected back on the detector ptatieen necessary for all
the optics placed in the collimated beam. The only optict thaur optical design, is
inside the collimated beam that may generate ghosts is $ipeidier (Amici prism).
The analysis of the narcissistic ghosts of this device isedbrectly by the ray-tracing
of light mirrored from the detector back on the first and ongbeond air-glass surface
of the disperser (the first and the second as seen from thetdigtand then re-mirrored
from this surface and re-focalized through the IFS cameta®pn the detector itself,
in order to imagine these ghosts directly. By this analysisea that no narcissistic
ghosts are focused on the detector image-space from thersésp In Figure 4.41,
Figure 4.42, Figure 4.43 and Figure 4.44 the ray-tracind lbat on-axis and fi-axis
configurations are displayed for light reflected back fromfilst and the second sur-
face of the Amici prism.
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Figure 4.41: Light reflected back on the detector by the firdese of the Amici prism
(on-axis configuration). No ghosts are imaged on the detecto
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Figure 4.42: Light reflected back on the detector by the firdese of the Amici prism
(off-axis configuration). No ghosts are imaged on the detector.
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Figure 4.43: Light reflected back on the detector by the secoimface of the Amici
prism (on-axis configuration). No ghosts are imaged on thectar.
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Figure 4.44: Light reflected back on the detector by the seécomface of the Amici
prism (df-axis configuration). No ghosts are imaged on the detector.



Appendix A

NACO Large Program results

In this Appendix | present the resulting images obtainedtber 16 target stars ob-
served during the February 2010 run of observations of thE®Aarge Program. In
particular, for all the target stars | will show the resuitimages obtained without and
with the application of the ADI and the plot of therS/ersus the separation from the
target star both for the image obtained without and with tid.Ahe main character-
istics of these stars are listed below:

e HIP25434: age92.6 Myr; mag(H¥7.891; dist67.93 pc; Sp.TypeG0

e HIP32235: age30.0 Myr; mag(H¥7.380; dist58.24 pc; Sp.TypeG6V

e HIP36414: age200.0 Myr; mag(H}6.509; dis£52.52 pc; Sp.TypeF7V

e HIP37563: age200.0 Myr; mag(H}5.863; dis£33.26 pc; Sp.TypeG3V

e HIP37923: age200.0 Myr; mag(H}6.496; dis£27.36 pc; Sp.TypeK0OV

e HIP47646: age552.3 Myr; mag(H}6.858; dist84.25 pc; Sp.TypeF5V

e HIP63862: age150.0 Myr; mag(H}6.834; dis£45.23 pc; Sp.TypeG5V

e HIP70351: age102.3 Myr; mag(H}7.573; dis£90.91 pc; Sp.TypeG7V

e TWA 21: age=8.0 Myr; mag(H}7.353; dist54.76 pc; Sp.TypeK3Ve

e TYC 5346 132 1: age30.0 Myr; mag(H38.065; dis£81.21 pc; Sp.TypeG7

e TYC606912141: ager1.5 Myr; mag(H}¥8.022; dis£67.81 pc; Sp.TypeK0OV
e TYC 71880575 1: agel0.0 Myr; mag(H}7.385; dis£49.62 pc; Sp.TypeK0OV
e TYC 77220207 1: age48.4 Myr; mag(H¥7.781; dis£65.78 pc; Sp.TypeK0OV
e TYC 77431091 1: age361.2 Myr; mag(H¥5.179; dist12.65 pc; Sp.TypeG6ll
e TYC779621101: agel49.0 Myr; mag(H}8.280; dist67.49 pc; Sp. TypeK2IV
e TYC91620698 1: age?28.4 Myr; mag(H}38.161; dis£98.70 pc; Sp.TypeG6V
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Figure A.1: (a) Final images for the target star HIP25434uuit (left) and with (right)
the application of the ADI procedure. (b) Plot of the Bersus the separation from the
target star for HIP25434.
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Figure A.2: (a) Final images for the target star HIP3223%huuit (left) and with (right)
the application of the ADI procedure. (b) Plot of the Bersus the separation from the
target star for HIP32235.
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A.3 HIP36414

(a)HIP36414_aff.eps

— Noise, no ADI image
_ Noise, ADI image

(@]
N

Separation (arcsec)

(b)HIP36414_plotl.eps

Figure A.3: (a) Final images for the target star HIP3641uuit (left) and with (right)
the application of the ADI procedure. (b) Plot of the Bersus the separation from the
target star for HIP36414.
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Figure A.4: (a) Final images for the target star HIP3756 3wt (left) and with (right)
the application of the ADI procedure. (b) Plot of the Bersus the separation from the
target star for HIP37563.
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Figure A.5: (a) Final images for the target star HIP3792 3wt (left) and with (right)
the application of the ADI procedure. (b) Plot of the Bersus the separation from the
target star for HIP37923.
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Figure A.6: (a) Final images for the target star HIP4764&uuit (left) and with (right)
the application of the ADI procedure. (b) Plot of the Bersus the separation from the
target star for HIP47646.
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Figure A.7: (a) Final images for the target star HIP6386uuit (left) and with (right)
the application of the ADI procedure. (b) Plot of the Bersus the separation from the
target star for HIP63862.
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Figure A.8: (a) Final images for the target star HIP7035huuit (left) and with (right)
the application of the ADI procedure. (b) Plot of the Bersus the separation from the
target star for HIP70351.
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Figure A.9: (a) Final images for the target star TWA 21 with@eft) and with (right)
the application of the ADI procedure. (b) Plot of the Bersus the separation from the
target star for TWA 21.
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Figure A.10: (a) Finalimages for the target star TYC 5346 18athout (left) and with
(right) the application of the ADI procedure. (b) Plot of the versus the separation
from the target star for TYC 5346 132 1.
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Figure A.11: (a) Final images for the target star TYC 6069412 Without (left) and
with (right) the application of the ADI procedure. (b) Pldttbe 5 versus the separa-
tion from the target star for TYC 6069 1214 1.
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Figure A.12: (a) Final images for the target star TYC 7188®%%vithout (left) and
with (right) the application of the ADI procedure. (b) Pldtthe 5 versus the separa-
tion from the target star for TYC 7188 0575 1.
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A.13 TYC 772202071
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Figure A.13: (a) Final images for the target star TYC 772202Qvithout (left) and
with (right) the application of the ADI procedure. (b) Pldttbe 5 versus the separa-
tion from the target star for TYC 7722 0207 1.
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Figure A.14: (a) Final images for the target star TYC 7743110%vithout (left) and
with (right) the application of the ADI procedure. (b) Pldttbe 5 versus the separa-
tion from the target star for TYC 7743 1091 1.
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A.l5 TYC 779621101
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Figure A.15: (a) Final images for the target star TYC 77961 Wwithout (left) and
with (right) the application of the ADI procedure. (b) Pldttbe 5 versus the separa-
tion from the target star for TYC 7796 2110 1.
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Figure A.16: (a) Final images for the target star TYC 91628&%vithout (left) and
with (right) the application of the ADI procedure. (b) Pldttbe 5 versus the separa-
tion from the target star for TYC 9162 0698 1.
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Appendix B

Hexagonal configurations for
spectral allocation

Figure B.1, Figure B.2, Figure B.3 and Figure B.4 reprodhesHexagonal-C, -D, -E
and -F configurations. We can easily calculate the main peiiens of the Hexagonal
configurations using the following formulas:

0= arctann.—\/é (B.1)

n+2
where n is the number of spectra between two spectra segdmatedistance equal to
1 pitch. This number assumes the value 0 for the A configuratidor the B, 2 for the
C, 3forthe D, 4 for the E and 5 for the F. In this case the refegexxis is given by the
spectral axis of the hexagonal-B configuratién< 30°). To obtain the angles for all
the other configurations we have to subtract this value floerésults of formula B.1.
The length of each single spectrum is given by:

Ls/P= V1+n+n? (B.2)

where the length of the spectrum is divided by the lensletpid obtain it in this unit.
The orthogonal separation between two adjacent spectiees by:

As/P =sin6C -6 (B.3)

The Hexagonal-C configuration is the one adopted for SPHERIE. Hexagonal-F
configuration is that proposed for EPICS. The Hexagonalrfigaration allows much
longer spectra, at the expenses of a smaller number of lelhseger spectra, allowing
a higher spectra resolution, is needed for EPICS with respe&®PHERE, because the
Nyquist radius is proportional tB - 2/D, R being the spectral resolution,the cen-
tral wavelength and D the telescope diameter. Hence, assifa@V requires higher
resolution on a larger telescope. EPICS spectra shouldidbenuch longer than the
SPHERE ones, in order to achieve the Hyper-sampling camdadh a large enough
FOV.
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Figure B.1: Hexagonal-C configuration (adopted for the SRBBIGRE IFS) . In this
configuration, the angle between the lenslet array and digpeis 10.89 degrees.

Note, however, that in order to properly sample the speatrthe detector, the IFS
maghnification should be quite large, this is made even laigehe requirement of a
not too long input focal ratio, in order to avoid too large $irel éfects on the EPICS
Common Path. This produces stringent constraints on thedligator optical qual-

ity.
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Figure B.2: Hexagonal-D configuration. In this configuratithe angle between the
lenslet array and dispersion is 16.10 degrees.

Figure B.3: Hexagonal-E configuration. In this configurafithe angle between the
lenslet array and dispersion is 19.11 degrees.
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Figure B.4: Hexagonal-F configuration, proposed for EPIG@$his configuration, the
angle between the lenslet array and dispersion is 22.4dsgr
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