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Abstract

In human societies, reputation is a complex artefact. It relies on the
tendency of group members to assess one another and its ultimate func-
tion is to perform distributed social control, i.e. the enforcement of social
accepted norms and behaviours without the presence of a centralised in-
stitutional actor. This goal is accomplished by means of evaluations
spreading (gossip) among the members of the same group. Hence, rep-
utation is described as an information transmission process. The inputs
of the process are the beliefs that group members autonomously acquire
during social interactions, while its output is an emergent property for
the evaluated agent, i.e. what an agent is believed to be (according to
given social norms) as a result of the spreading of evaluations about
him/her.

Since social actors interact in a non-linear way, Agent-Based Social
Simulation (ABSS) is a candidate methodology for the study of gossip
and reputation. By means of computer models, ABSS allows the design
of the behaviour of artificial entities —the agents— and the local rules
that govern their interactions. The simulated dynamic, then, allows to
observe the properties that emerge at the level of the systems, which can
be statistically analysed.

Simulations were implemented in scenarios that represent different
forms of strategic interactions, allowing us to test how and to what extent
circulation of information influence cooperative behavior. Two forms of
communication mechanisms were tested: one with private information,
the other with public information. Moreover, an additional case scenario
is analysed: an Industrial district populated by artificial firms. Industrial
districts (Ids) can be conceived as complex systems made of heteroge-
neous but strictly interrelated and complementary firms. One of the
distinctive features of industrial districts is the tight connection existing
between the social community and the firms: in this context, economic
exchanges are mainly informed by social relationships and holding good
reputation is an asset that may actually foster potential relations. In this
work we modelled the effects of two kinds of social evaluations: namely
Image (direct evaluations) and Reputation (reported evaluation). Like-
wise, we compared the effects of sincere and insincere information on the
economic performances of the single firms and of the cluster as a whole.

In a different experimental settings —performed with groups of natu-
ral subjects interacting through a graphic computer interface— we anal-
ysed reciprocal forms of messages exchanges. The positive effects of
communication on rates of cooperation is a robust experimental finding.
When individuals can talk to one other, cooperation increases signifi-
cantly. Proposed explanations to this phenomenon consider the forma-
tion of group identity, as well as the chance to make explicit commitments
—where reputational and moral factors come into play— as fundamen-
tal causes. This research, however, looks at communication as a mean
to establishing and enforcing cooperation among people; to our knowl-
edge, no attempt has been made to analyze communication strategies,
when communication processes are actually the place where cooperation
evolve.
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We developed a novel experimental setting in which participants
playing a memory game (with numbers instead of images) could either
play alone, or exchange messages containing the position and the value
of the cards, so that those who received a truthful message could more
easily get a match. This setting was conceptually modeled after the
stag hunt game, a coordination game in which players do better if they
coordinate their behavior with the behavior of others.

In our experiment, playing alone is faster than sending messages, but
it leads to a quicker depletion of the available moves. On the contrary,
sending messages is more time consuming, but it allows players to know
the position of cards, provided the information is correct, without wasting
moves in trying to guess.

Results show that the exchange of messages is a mutually beneficial
activity, allowing participants to jointly discover the game board, to score
higher and more efficiently. Cooperation through communication is con-
ditional to receiving messages from other participants and is performed
with this very expectation (as reported by the majority of the subjects
afterwards). This strategic behavior could be explained according to two
alternative frameworks: either a game-theoretical interpretation of reci-
procity, analyzed as an imitation strategy (Tit-For-Tat); or a cognitive
view in which cooperative behavior is regarded as a socially prescribed
activity, and every deviation from the norm is punished according to the
interpretation of the violation. The absence of retaliatory behaviour; and
a tendency to exclude non-cooperative partners from further communi-
cation seems to exclude the possibility of an imitation strategy.
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Abstract (Italiano)

Nelle società umane, la reputazione è un artefatto complesso. Essa si
basa sulla tendenza dei membri di un gruppo di valutarsi reciprocamente
e la sua funzione è quella di eseguire un controllo sociale distribuito, vale
a dire l’applicazione ed il rispetto dei comportamenti e delle norme so-
ciali accettate, senza la presenza di un attore istituzionale centralizzato.
Questo obiettivo si realizza mediante la diffusione delle valutazioni (gos-
sip) tra i membri dello stesso gruppo. Di conseguenza, la reputazione è
descritta come un processo di trasmissione delle informazioni. Gli input
del processo sono le credenze che i membri del gruppo acquisiscono au-
tonomamente durante le interazioni sociali, mentre il suo output è una
proprietà emergente per l’ agente target delle valutazioni; vale a dire ciò
che un agente è creduto essere (in base a norme sociali) a seguito della
diffusione di valutazioni su di lui/lei.

Dal momento che gli attori sociali interagiscono tra loro in modo
non-lineare, la Simulazione Sociale Basata su Agenti (ABSS) è stata
scelta come metodologia per lo studio del gossip e della reputazione. Per
mezzo di modelli computazionali, ABSS permette il design e l’analisi
del comportamento di entità artificiali (gli agenti) e le norme locali che
regolano le loro interazioni. Le dinamiche simulate, quindi, permettono
di osservare le propriet emergenti a livello del sistema, che possono essere
analizzate statisticamente.

Le simulazioni sono state implementate in scenari che rappresentano
diverse forme di interazione strategica, e ci hanno permesso di testare
come, e in quale misura, la circolazione di informazioni influenza il com-
portamento cooperativo. Due forme di comunicazione sono state testati:
una con informazioni private, l’altra con informazioni pubbliche. Inoltre,
un ulteriore scenario è analizzato: un distretto industriale popolato da
agenti artificiali. Una delle caratteristiche distintive dei distretti indus-
triali è il legame stretto esistente tra le imprese ed il loro contesto sociale:
in questo caso, gli scambi economici sono principalmente informati da re-
lazioni sociali e la buona reputazione di un’azienda è un bene che può
effettivamente favorire potenziali relazioni. In questo lavoro abbiamo
modellato gli effetti di due tipi di valutazioni sociali: vale a dire “Im-
magine” (valutazioni dirette) e “Reputazione” (valutazioni riportate).
Allo stesso tempo, abbiamo confrontato gli effetti di comunicazioni sin-
cere e insincere sui risultati economici delle singole imprese e del sistema
nel suo complesso.

Parallelamente è stato intrapreso un lavoro sperimentale, i cui soggetti
interagivano tramite computer, volto ad analizzare forme cooperative di
comunicazione durante lo svolgimento di un task assegnato. L’effetto
positivo della cooperazione sul tasso di cooperazione è un risultato sper-
imentale oramai solido. Quando i soggetti hanno la possibilità di par-
lare tra di loro, i comportamenti cooperativi aumentano significativa-
mente. Le spiegazioni proposte per questo fenomeno vanno ricercate
nella formazione di identita’ di gruppo, come anche nella possibilita’ di
formare impegni espliciti, dove i fattori reputazionali e morali giocano
un ruolo fondamentale. A tutt’oggi però lo stato dell’arte non contempla
un’analisi delle strategie di comunicazione, nel caso in cui siano i processi
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comunicativi il luogo in cui la cooperazione ha luogo ed evolve.
Il disegno sperimentale prevede la possibilità per i partecipanti, ai

quali è chiesto di svolgere un compito simile ad un memory game (con
numeri invece di immagini), di giocare da soli, oppure di scambiare mes-
saggi con altri partecipanti contenenti la posizione ed il valore delle carte.
In questo modo, chi riceve messaggi veritieri è facilitato nel compito. I
risultati mostrano che lo scambio di informazioni è un’attività mutual-
mente benefica, che consente ai partecipanti di esplorare congiuntamente
lo spazio delle possibilità, e di ottenere punteggi più elevati. L’invio di
messaggi è inoltre un comportamento condizionato alla ricezione di mes-
saggi dagli altri partecipanti, ed è un’attività svolta con questa precisa
aspettativa sul comportamento degli altri, come riportato dalla maggior-
naza dei soggetti nel questionario finale. Questa strategia comporta-
mentale è interpretabile come una norma di reciprocazione. L’assenza
di punizione (retaliatory behaviour), congiuntamente alla tendenza ad
escludere partners non cooperativi dal processo di comunicazione, ad in-
dicare che le deviazioni dalla norma sono trattate in base alla soggetiva
interpretazione dell’utilità della norma.
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Chapter 1

Introduction

1.1 Purpose of the study

Reputation is the basis for trust. Commercial and electronic-auction web

sites know this, as they adopt systems to collect users’ evaluations to rate

items and sellers. They use reputation to generate new profits, too: through

recommendation engines they spread evaluations towards new users on the

basis of the similarity of their interests.

Software solutions on the internet and the new communication media

closely resemble solutions evolved in human societies to cope with problems of

social order, interaction opportunities, cooperation and trust. Interestingly,

the concepts and the design tools used to study and implement the interac-

tion technologies of the near future share some relevant functional features

with those used by researchers to investigate about the very beginning of hu-
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1. Introduction

man civilization and culture. Social life in other primates is confined in small

groups, mostly composed of genetically related individuals. Human societies,

instead, developed in large groups, where a significant part of the interactions

take place between unrelated, often never met before, partners. Hence the

question: what are the features responsible for this change, and how do we

maintain the level of social order that sets us apart from our phylogenetic

ancestors?

The study of the evolution of cooperation has come a long way since its

inception, enriched by the contribution of several scientists committed to the

study of social behaviour, and today can be certainly described as a multi-

disciplinary endeavor. The analytical framework built along with the scien-

tific investigation of cooperative phenomena links the level of evolutionary

processes and the level of strategic thinking, the history of the adaptations

to our environment and the cognitive machinery that implement them — i.e.

ultimate and proximate causality; and led one of the advocates of this project

to state that ‘[. . . ] recent theoretical and empirical developments have cre-

ated the conditions for rendering coherent the areas of overlap of the various

behavioural sciences’ (Gintis, 2007, p. 1).

Although this position is far from been accepted without objections, it is

true that the models developed for the study of cooperation have been fruit-

fully adopted in psychology, anthropology, economics, sociology to gather data

about human social decision-making, in order to account for its evolutionary

origin, its social function and effects, and its cognitive and emotional make

up.

Among the processes that can promote cooperation, reputation is a dis-

tinguished feature of human societies. Knowledge about reputation can help

us to predict, at least partially or approximately, what kind of social interac-
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1.1. Purpose of the study

tion to expect and how that interaction could evolve; or to avoid dangerous

interaction all together, when partner’s reputation is bad. Reputation can

be described as the result of the tendency of group members to assess one

another. Analytically, reputation has been shown to be an efficient and ef-

fective way to promote social desirable behaviours. It is efficient because the

use of social assessments produced by third parties saves us the cost of ac-

quisition of valuable information (i.e. can compensate the lacking of personal

experience). It is effective because it adds a cost to deviant behaviours; or,

if agents have the goal to preserve their reputation, concerns about others’

positive assessments will encourage them to conform to social prescriptions

and norms.

The effects of reputation have been used to analyse the conditions that

can favor the evolution of cooperation in the case of indirect reciprocity: with

social interactions taking place between a growing number of agents —which

increases the probability of anonymous, one-shot interactions— reputation

can help to preserve social order, overcoming the shortages of the classical

models of cooperation based on direct reciprocity, which assume dyadic inter-

actions between agents. The same principle has been extracted and applied

to the study of competitive settings, like e-markets, and is very common in

the design of artificial societies by means of multi-agent systems (MAS). In

these contexts the functions of reputation are implemented through so-called

“reporting systems” (see section 2.1), which offer a way to accumulate the

knowledge of the agents/users using a centralised control artefact. But there

is another way to generate and process reputational knowledge: the creation

and transmission of assessments of social agents among peers, i.e. gossip,

which in turn is a decentralised mechanism based on communication. These

assessments, or evaluations, are described as pieces of information regarding
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1. Introduction

other agents whose attitudes, behaviours and actions are assessed with respect

to some specific dimensions or aspects. The purpose of this study, then, is

to provide an operational model to investigate the effects of the spreading of

social evaluations among agents involved in strategic interactions. This will

be done by introducing, and by explicitly modelling, communication processes

in the experimental design.

1.2 Reputation and gossip

One of the most significant factor distinguishing humans and the other pri-

mates to whom we are phylogenetically linked, is the extent of our reliance

on culture: our ability to exist in nearly every ecosystem on the planet is

primarily due to our capacity to acquire, employ, and elaborate on socially

transmitted information (Henirch, 2004).

The use of socially transmitted information is an efficient way to cope

with the environment. It allows one to build on the experience of others and

to aggregate information from the behaviour of many individuals (Boyd and

Richerson, 1985, chapter 7). Henrich and Gil-White (2001) argue that humans

are imitators by default, or, as the authors put it, “default infocopiers”: first

they try to learn from others, then they improve through individual learning.

In an information-costly environment, the sources of information are se-

lected from among the best ranking individuals: sources are ranked according

to their skills, and infocopiers pay deference to them in order to buy proximity,

which in turn improves copying reliability and fidelity. This mechanism leads

to the emergence of prestige-biased variations. Prestige is defined as ‘nonco-

erced, interindividual, within-group, human status asymmetries’ (Henrich and

Gil-White, 2001). In non human societies, status is almost always associated

with force or force threat. The resulting social asymmetries are called dom-
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1.2. Reputation and gossip

inance hierarchies. Prestige is different from dominance because no force or

force threat is involved, instead it is assigned to people who excel in valued

domains. And since deference is very difficult to fake, it represents an honest

signal, making skill ranking and prestige-biased imitation highly effective.

Thus, humans are always seeking information about their environment and

constantly evaluating others as sources for knowledge. But a good part of this

information refers to the social environment itself: the people with whom we

inhabit it and the social norms that regulate it. And the knowledge we derive

tells us how these people stand under the social norms in place, i.e. their

reputation.

1.2.1 The functions of reputation

Reputation is usually considered to be a mechanism for enhancing trust and

cooperation among strangers. And has been formalized by assuming that

individuals who are “in good standing” in the community cooperate with

others who are in good standing in the community. If an individual fails to

cooperate with someone who is in good standing, he falls into “bad standing,”

and individuals in good standing will not cooperate with him. This type of

situation is called indirect reciprocity (Alexander, 1987).

Theoretical models show that cooperation in sizable groups can be main-

tained if potential partners have information about a person’s past behaviour

and use it in making decision about interaction Panchanathan and Boyd

(2004). This has been confirmed by experiments with economic games: al-

ternating rounds of indirect reciprocity with rounds of a public good game (a

setting in which individuals are asked to make contribution to a common pool,

and subsequently share the benefits equally, regardless of the amount con-

tributed), subjects contribute to the public good in order to acquire a prosocial
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1. Introduction

reputation for the indirect reciprocity rounds. However, rates of cooperation

declines when rounds of indirect reciprocity are not expected anymore (Milin-

ski et al., 2001), or when interactions become anonymous (Semmann et al.,

2004).

Recent studies have also shown how concerns about reputation can reduce

the opportunity for —or increase the cost of— opportunistic behaviour even

when repeated interactions and identity disclosure are not an issue. Sometimes

a simple cue of being watched (like eye-like spots) is sufficient to motivate

people to being generous Haley and Fessler (2005); Bateson et al. (2006).

1.2.2 Gossip as a building mechanism for reputation

Gossiping, i.e. transmitting information and evaluations regarding a (usu-

ally absent) third party, is crucial for human societies, serving many differ-

ent functions. The fact that gossip is an interesting phenomenon seems to

be hardly questionable, although this argument has received little attention

from researchers in psychology and cognitive science, compared to other so-

cial phenomena. This could be partially due to the difficulty of reducing this

spontaneous and blurred flow of information to a controllable variable with

predictable effects. Another motive for the paucity of interest raised by gossip

may be the moral condemn this activity has received over the centuries, and

by different societies around the globe.

However, a large and diverse group of scholars has given us detailed ac-

counts of the functions of —and reasons for— gossiping. Gossip is a valuable

source of information about the community, its members, its norms, values

and habits, but it is also useful for mapping the social environment and for

making inoffensive comparisons. According to the evolutionary perspective on

gossip put forward by Dunbar, ‘gossip is the central plank on which human
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1.3. Methodology: computational models and agent systems

sociality is founded. In reality, the cognitive demands of gossip are the very

reason why such large brains evolved in the human lineage’ (Dunbar, 2004,

p. 109). Other authors emphasise the impact of gossip on crucial aspect of

social life. If Coleman (1990) views the function of gossip as the creation

and maintenance of norms, Elias (1974) considered this to be only one role of

gossip; the other concerns social cohesion. In Elias’s view, a form of collective

social control is achieved by means of “blame gossip” used to sanction deviant

in-groups. Stigmas and discrimination against out-groups are but an exten-

sion of “blame gossip” to outsiders, who are seen as competitors for scarce

resources and who are targeted as dangerous and deviant in-groups.

Linking gossip and reputation makes the latter a highly dynamic phe-

nomenon in two distinct senses: it is subject to change, especially as an effect

of corruption, errors, deception, etc.; and it emerges as an effect of a com-

munication process. Reputation is both what people think about targets and

what targets are in the eyes of others. It is more powerful because it may not

even be perceived by the individual to whom it sticks, and consequently it is

out of the individual’s power to control and manipulate.

1.3 Methodology: computational models and

agent systems

In the social sciences, computational models may provide a great help in

studying and explaining the connections between the individual and the social

levels (Micro-Macro Link, see Schillo et al., 2001). Several examples illustrate

how unexpected the aggregate outcomes may be. It can happen that different

individuals become completely segregated in similar groups although their

preferences are not particularly in favor of similar individuals —to cite one of
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1. Introduction

the first research studies to make use of computational modelling technique

(Schelling, 1978). In this example the micro level and the macro level interact

in a complex way, so that the final results cannot be derived studying solely

the individuals or the social system.

Due to the complexity of its dynamic, cooperation and gossip comprise

another scientific topic that could profit from this methodology.

Agent systems Computational models are models expressed as algorithms

and implemented as software. From their inception, driven by technologi-

cal innovation, they have evolved constantly, and, coupled with agent theory

(Shoham, 1993), have been adopted as a new research methodology in different

scientific disciplines.

With the term agent we usually refer to an entity endowed with:

• (limited) autonomy : agents have a behavioural repertoire that they can

use proactively;

• the capacity to adapt and react to the environment : agents live in an

environment, although artificial; and this environment is also a social

environment, inhabited by other agents, with their own —potentially

conflicting— behavioural repertoires. As the simulation goes on, agents

can adjust the rule governing their behaviour through learning, or copy

new rules from their neighbors. Other models adopt an evolutionary

mechanism, so the distribution of the actions in the repertoires of new

generations of agents is a function of their fitness;

• involved in local interactions: collective behaviours are emergent prop-

erties, in the sense that there is no central authority orchestrating the
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1.3. Methodology: computational models and agent systems

system; i.e. the overall outcomes is not known, anticipated, or even

desired by the individual agents.

Agents can be modelled at different levels of abstraction: single cells, en-

tire organisms (animal or human), up to super-individual entities like groups,

firms and institutions. Thus, agent-based models (ABMs) have been employed

to investigate a variety of research questions. Social and political phenomena

relevant to modern society have been addressed: marketing and consumer be-

haviour (?), the timing of retirement (Axtell and Epstein, 2006); as well as

historical phenomena based on archaeological findings (a well known and repli-

cated example is Axtell et al., 2002). Agent-based computational economics

is an affirmed label that covers all the contributions of the agent community

in the economics (see Tesfatsion and Judd, 2006).

Examples of the application of computer simulation can also be found in

social psychology (e.g. Kalick and Hamilton, 1986; Nowak et al., 1990; Stasser,

1988). Smith and Conrey (2007) argue that ABMs might constitute a valuable

asset for social psychologists on the ground of their ability to connect the

different dimensions of the topics of this very research field:

• intrapersonal processes (e.g. decision-making, heuristics, memory ef-

fects, personality differences);

• interpersonal processes (e.g. mate choice, social influence, reciprocity);

• group processes (e.g. social norms, stereotype and prejudice, status

differentiation);

• and cultural processes (e.g. cultural transmission, innovation diffusion,

etc.).
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1. Introduction

Reasons for social simulation ABMs simulate a set of processes observed

in the world to understand them better. One of the reasons for performing

simulation is data validation: the construction of a somehow formal theory

able to generate a set of predictions that fit a series of empirical observations.

But prediction is not the only reason. As noted by Epstein (2008), aside

from their potential predictive power, computational models are built for their

explanatory power. An explicit representation of a theory can have a great

impact on the following issues:

1. illuminate core dynamics;

2. illuminate core uncertainties;

3. help to generate testable hypothesis, and to discover new questions;

4. guide data collection.

1.4 Contribution and outline of the dissertation

The work of this thesis contributes to the social scientific literature enhancing

theoretical and practical knowledge about how communication affects reputa-

tion formation and diffusion, and how it can sustain cooperation. It proposes

research based on the cognitive account of reputation developed by Conte and

Paolucci (2002) and it uses agent-based methodology to explicitly represent

the agents and their interactions, as well as the to derive the social outcomes

at the macro level.

The proposed models address three issues. The first is related to the

implementation of social- and cognitive-inspired algorithms for the design and

the analysis of decentralized rating systems to ensure trust among partners.

The second issue deals with the testing of theoretical hypothesis about the
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1.4. Contribution and outline of the dissertation

dynamics of reputation as an effect of rumors’ spreading, i.e. third-party

social evaluations where the source of the evaluation is unknown. Finally,

using results from a laboratory setting with natural subjects, the issue of

communication as a cooperative device is addressed, with messages exchange

between subject being subject the rules of reciprocity.

This dissertation is organized as follows: Chapter 2 outlines the theoretical

analysis of reputation and gossip that serves as a reference for the simulation

models. Then, after an analysis of the dynamics of partner choice and repu-

tation in Chapter 3, where, using agent-based models, we extend the study of

the effects of reciprocity on the enforcement of cooperation to include commu-

nication, Chapter 4 shows the results of a simulative study testing the commu-

nication algorithm implemented and compares the results of the spreading of

different types of social evaluation, namely: image and reputation. Chapter 5

presents a novel experimental setting in which subjects performing a memory

game are offered the possibility to exchange messages. While testing for the

effects of cooperative action on their performances, we were able to analyse

how the subject reacted to a failure in communication and the outcomes of

the adopted strategy in dealing with unreliable partners. Finally, Chapter 6

address the main conclusion and discuss further directions of research.
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Chapter 2

A social cognitive theory for

reputation and gossip

The goal of this chapter is to present a cognitive theory of reputation relevant

to the issue of communication, which informs the research questions explored

in the chapters that follow.

2.1 Reputation reporting systems

Several attempts have been made to model and use reputation in artificial

societies, especially in two sub-fields of information technologies, i.e. com-

puterized interaction, with a special reference to electronic marketplaces, and

agent-mediated interaction (Mui et al., 2002). The continuously growing vol-

ume of transactions on the World Wide Web and the potential for frauds
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entailed led scholars from different disciplines to develop new online reputa-

tion reporting systems. These systems should provide a reliable way to deal

with reputation scores or feedbacks, allowing agents to find out cooperative

partners and avoid cheaters.

The existing systems can be roughly divided into two sub-sets: Agent-

oriented individual approaches and agent-oriented social approaches, depend-

ing on how agents acquire reputational information about other agents.

The agent-oriented individual approach has been especially domi-

nated by Marshs ideas (Marsh, 1992, 1994b,a), which have provided the bases

for many additional algorithms and further study. This kind of approach is

generally characterized by two attributes: (1) potential cooperation partners

are found out by any one agent and (2) the agent only relies on its experiences

from earlier transactions. When a potential partner proposes a transaction,

the recipient calculates the “situational reputation” by weighing the repu-

tation of his potential trading partner for further factors, such as potential

output and the importance of transaction. If the resulting value overcomes

a certain cooperation threshold, transaction takes place and the agent up-

dates the reputation value to the current trade’s outcomes. Otherwise, if the

threshold is not reached, transaction will not be accomplished, and rejecting

the transaction can be punished by a “reputation decline”. These individual

models differ with regard to the duration of memory. Agents may forget their

experiences slowly, fast, or never (Marsh, 1994a).

In agent-oriented social approaches, the assessing of reputation is

done by the agents themselves and not by an external entity. However, agents

do not only rely on their direct experience, but are also allowed to consider

third-party information (e.g., Yu and Singh, 2000; Regan and Cohen, 2005).

Although these approaches share the same basic idea, i.e. that experiences of
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other agents in the network can be used when searching for the right trans-

action partner, they rely upon different solutions when it comes to weigh the

third-party information and to deal with “friends of friends”. Thus the ques-

tion arises as to how react to information from agents that seem to be little

trustworthy. These differences point to the inter-subjective reputation values

(Sabater and Paolucci, 2007).

Another problem lies in the storage and distribution of information. To

form a whole picture of its potential trading partners, each agent needs both

direct and reported evaluations in order to be able to estimate the validity and

the informational content of the former. If said information resides in a pub-

lic, accessible place, mutual ratings among agents may bring about collusion,

blackmailing and retaliation (Regan and Cohen, 2005; Dellarocas, 2003).

Models of reputation for multi agent systems applications (Sabater and

Sierra, 2002; Schillo et al., 2000; Huynh et al., 2006) clearly present interesting

new ideas and advances over conventional online reputation systems, and more

generally over the notion of reputation as a global, centrally controlled entity.

Indeed, models of trust and reputation abound in this field (see Ramchurn

et al. 2004; Sabater and Sierra 2004, for reviews).

One interesting contribution comes from Yu and Singh (2000), who pro-

posed an agent-oriented model for social reputation and trust management

which focused especially on electronic societies and MAS. The novelty of their

contribution relies on the introduction of a gossip-mechanism (“If an agent

A encounters a bad partner B during some exchange, A will penalize B by

decreasing its rating of B [. . . ] and informing its neighbours”, Yu and Singh,

2000) in which ratings are transferred incrementally through the network of

agents. And it arranges for a mechanism to include other agents’ testimonies

(“witness information”) in one’s own reputation calculation. For direct evalu-
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ations, agents only rely on their own direct experience: they store information

about the outcome of every transaction they had and recall this information

in case they are planning to bargain with the same partner a second time.

In case the agent meets another whit whom he has never traded, the second

part of Yu and Singhs model come into play: the reputation mechanism. In

this mechanism, so-called referral chains are generated that can make avail-

able witness information across several intermediate stations. An agent is

thus able to gain reputation information with the help of other agents in the

network. This reputation information is not as global as in classical online

reporting systems (where every user can see all profiles of all other members

and every evaluation a user is given accounts for his reputation value), but

it is depending on the referral chain the requesting agent is using. As this

chain represents only a small extract of the whole network, the information

delivered by the chains can be partial.

It is worth emphasizing that in these domains trust and reputation are

actually treated as the same phenomenon, and often the fundamentals of rep-

utation mechanisms are derived from trust algorithms (Moukas et al., 1999;

Zacharia, 1999; Zacharia et al., 1999). Moreover, several authors explain rep-

utation in terms of trust and vice versa, continuously mixing up these two

phenomena.

On the other hand, the research carried on with multi-agent systems’

methodology explores the issue of reputation along several dimensions; how-

ever it characterizes for a tendency to consider reputation as an external at-

tribute of the agents, without taking into account the process of creation and

transmission of that reputation. These deficiencies prove that a more theory-

driven approach is needed, and in the following sections we will suggest how a

social cognitive approach to multi-agent systems can contribute to tackle the
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complexity of reputation’s dynamic.

2.2 Modelling reputation and gossip

In the present work I follow Conte and Paolucci (2002) when they consider

reputation as a complex artifact, whose function is social control, and they

regard gossip as the tool to build and alter the reputation of a social actor.

The theory developed is aimed at modelling the variety of mental states

(including social goals, motivations, obligations) and operations (such as social

reasoning and decision-making) necessary for an intelligent social system to

act in some domain and influence other agents (social learning, influence, and

control).

I will illustrate here the relevant features of the proposed social cognitive

model of reputation, I will introduce the difference between reputation and im-

age, the roles different agents play when evaluating someone and transmitting

this evaluation and, finally, I will explain the decision processes underlying

reputation.

2.2.1 Image and reputation

A cognitive process involves symbolic mental representations (such as goals

and beliefs) and is based on the mental operations that agents perform upon

these representations (reasoning, decision-making, etc.). A social cognitive

process is a process that involves social beliefs and goals, and that is based on

the operations that agents perform upon social beliefs and goals (e.g., social

reasoning). A belief or a goal is social when it mentions another agent and

possibly one or more of his or her mental states (Conte and Castelfranchi,

1995; Conte, 1999).
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In their account of reputation, Conte and Paolucci (2002) focus on two

different kinds of cognitive representations, namely: image and reputation.

Image consists of a set of evaluative beliefs (Miceli and Castelfranchi, 2000)

about the characteristics of a given agent, i.e. it is an assessment of her

positive or negative qualities with regard to a norm, a competence, and so on.

According to Miceli and Castelfranchi (2000), an evaluation is a hybrid

representation. An agent has an evaluation when he or she believes that

a given entity is good for, or can achieve, a given goal. An agent has a

social evaluation when his or her belief concerns another agent as a means for

achieving this goal.

A social evaluation implies three sets of agents:

• a nonempty set E of agents who share the evaluation (evaluators);

• a nonempty set T of evaluation targets;

• a nonempty set B of beneficiaries, i.e., the agents sharing the goal with

regard to which the elements of T are evaluated.

Often, evaluators and beneficiaries coincide, or at least have nonempty

intersection but this is not necessarily the case. A given agent t is a target

of a social evaluation when t is believed to be a good/bad means for a given

goal of the set of agents B, which may include or not the evaluator. Social

evaluations may concern physical, mental, and social properties of targets;

e.g. agents may evaluate a target as to both his or her capacity and will-

ingness to achieve a shared goal. The interest/goal with regard to which t

is evaluated may be a distributed or collective advantage. It is an advantage

for the individual members who are included in the set B, or it may favour a

supra-individual entity, that results from the interactions among the members

of B (for example, if B’s members form a team).
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An agent’s reputation is argued to be distinct from, although strictly in-

terrelated with, its image. More precisely, while image is defined as a set of

evaluative beliefs about a given target, reputation is defined as the process

and the effect of transmission of image.

More precisely, reputation comes into existence from the interaction of

three distinct but interrelated objects:

1. a believed evaluation, i.e. a second-order belief;

2. a population object, i.e. a propagating believed evaluation;

3. an objective emergent property at the agent level, i.e. what the agent is

believed to be.

Consequently, communication about reputation is a communication about

a second-order belief, i.e., about others mental attitudes. To spread news

about someone’s reputation does not bind the speaker to commit himself to

the truth value of the evaluation conveyed but only to the existence of rumours

about it. Therefore, unlike ordinary sincere communication, only the accep-

tance of a second-order belief is required in communication about reputation.

And unlike ordinary deception, communication about reputation implies:

• no personal commitment of the speaker with regard to the main content

of the information delivered. If the speaker reports on t’s bad reputation,

he is not necessarily implying that t deserved it;

• no responsibility with regard to the credibility of the source of informa-

tion: in fact, evaluations conveyed as rumors do not usually disclose the

source (i.e. “I was told that t is a bad guy”).

To assume that a target t ε T is assigned a given reputation, then, implies

assuming that t is believed to be “good” or “bad,” but it does not imply
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sharing either evaluation. To account for this important characteristic, a

fourth set of agents is added to the three previously listed:

• a nonempty set G of gossiping agents who share the 2nd-order belief that

members of E share the evaluation; this is the set of all agents aware of

the effect of reputation.

Often, E can be taken as a subset of G; the evaluators are aware of the

effect of evaluation. In most situations, the intersection between the two sets is

at least nonempty, but exceptions exist. G in substance is the set of reputation

transmitters, or third parties. Third parties share a second-order belief about

a given target, whether they share the concerned belief or not.

In real matters, agents may play more than one role simultaneously: Eval-

uator, Beneficiary, Target, and Third Party. In the following, I will examine

the characteristics of the four roles in more detail.

2.2.2 Reputational roles

Evaluator Any autonomous agent is a potential evaluator. Social agents

are likely to form evaluative beliefs about one another as an effect of inter-

action and social perception (see Castelfranchi, 1988). Agents may interfere

positively and negatively with one another. On the one hand, one agent may

be a fundamental resource to achieve another’s goals, and a compensation for

his or hers limited autonomy. On the other, each agent may be a source of

social conflict or concurrence, a predator, an enemy, a rival in the acquisition

of a number of resources, etc.

Social evaluations are brought about when agents evaluate one another

with regard to their individual goals. In this case, evaluations serve to identify

friends and partners and to avoid enemies. Furthermore, agents evaluate one

28



2.2. Modelling reputation and gossip

another also with regard to goals or interests shared by a given set of agents,

which the evaluators may belong to or not.

A bad evaluation may be formed about violators of others’ rights, about

agents behaving in an (apparently) malevolent and hostile manner, whether

or not the evaluators consider themselves as potential victims of such doings.

Information thus obtained may be used, lacking more detailed data, to infer

that the target could violate other rights in the future, namely, those of the

evaluator. In addition, evaluators may be concerned with one another’s power

to achieve the goals or interests of abstract social entities or institutions,

as when we judge others’ attitudes towards the norms, the democracy, the

government, the religion, the state, etc. Agents evaluate one another with

regard to the goals of those they adopt, be the latter other individual agents

(i.e., one’s offspring) or supra-individual agents, such as groups, organisations,

or abstract social entities.

Beneficiary A beneficiary is the entity that benefits from execution of the

behaviour with regard to which targets are evaluated. Beneficiaries can either

be individual agents or groups and organisations or even abstract social entities

like social values and institutions. Beneficiaries may be aware of their goals

and interests, and of the evaluations, but this is not necessarily the case. In

principle, their goals might simply be adopted by evaluators —as happens, for

example, when people who belong to the majority support norms protecting

minorities. In fact, evaluators often are a subset of beneficiaries.

Target The target is the evaluated entity. In general, image may also con-

cern inert targets, objects, or artefacts to be used by others, while in repu-

tation the mental and moral components are necessarily involved. Holders of

reputation are endowed with (or attributed) a number of important implicit
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and/or explicit characteristics:

• Agency: more specifically, autonomous agency and sociality. The target

is evaluated with regard to a given behaviour, autonomously executed.

• Mental states: specifically willingness to perform the above behaviour.

• Decision-making: deliberative capacity, i.e., the capacity to choose a

desirable behaviour from a set of alternatives.

• Social responsibility: the power to prevent social harms and, possibly,

to respond for their occurrence.

Targets of image and reputation may also be individual or supra-individual.

In the latter case, they coincide with a set, a group, a collective, an abstract

entity, or a social artefact, such as an institution, provided this (is attributed

the capacity to make decisions, achieve goals, and perform actions.

Gossiper or Third Party A gossiper is the agent in the position to perform

an act of reputation transmission. An agent is a (potential) third party if she

transmits (is in position to transmit) reputation information about a target to

another agent or set of agents. Although sharing awareness of a given target

reputation, third parties do not necessarily share the corresponding image of

the target. That is, they do not necessarily believe it to be true.

Agents may also spread a false reputation, i.e., pretend that a target has a

given reputation when this is not the case. Agents do this in order to achieve

the aforementioned benefits without taking responsibility for spreading a given

social evaluation.

Third parties may have no personal experience and familiarity with the

target, which is one reason why they may not have formed an image of it. In
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such a case, they might have received information from other third parties or

from agents who have had a direct contact with the target.

2.2.3 Reputation-based decisions

To better define the difference between image and reputation, the decision-

making processes based upon them must be analysed at the following three

levels:

• Epistemic: accept the beliefs that form either a given image or ac-

knowledge a given reputation. To accept a given image implies coming

to share it. This acceptance may be based, for example, upon: support-

ing evidence and first-hand experience with the image target; consistent

pre-existing evaluations (concerning, for example, the class of objects

to which the target belongs); or trust in the source of the evaluation.

Conversely, to acknowledge a given reputation does not lead to sharing

others’ evaluations but rather to the belief that these evaluations are

held or simply circulated by others. To assess such second-order belief

is a rather straightforward operation. For the recipient to be relatively

confident about it, it is probably sufficient for him or her to hear some

rumours.

• Pragmatic-Strategic: use evaluative beliefs in order to decide whether

and how to interact with the evaluation’s target. Such belief may be the

result of the agents’ personal experience; but it may also follow from

the acceptance of others’ evaluations, or the acknowledgement of the

target’s reputation. Reputation has a high strategic value, because it

may provide hints for social interactions when agents have no experiences

or past interactions with the target, hence no image about him or her. In
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other cases the social image and the reputation can have contradicting

values. If this situation occurs, agents’ decisions may be contingent to

the social settings: e.g. usually inputs from reputation are superseded

by the social image of the target; however, if the social setting requires it,

agents may avoid interaction with the target in spite of positive personal

evaluations about him/her.

• Memetic: transmit my (or others’) evaluative beliefs about a given tar-

get to others. Whether or not I act in conformity with a propagating

evaluation, I may decide to spread the news to others. Again, this de-

cision —and the following behaviour— is completely autonomous from

the previous two. A third party may be bluffing; he or she may pre-

tend to be benevolent with regard to beneficiaries, in order to: enjoy

the advantages of sharing information about reputation; be considered

an in-group by the other evaluators; gain a good reputation without

sustaining the costs of its acquisition (as would be implied by perform-

ing the socially desirable behaviour); avoid the consequences of a bad

reputation.

2.2.4 Aims of the present approach

Besides communication and gossip, there may be other factors that can influ-

ence social evaluations; for example: similarity, social proximity or affiliation.

Members may inherit the reputation of their social categories and groups, as

offspring may inherit their parents’ reputation. Affiliation may imply inher-

itance of the institution’s reputation, and an employee may suffer from the

bad reputation of the firm he or she works in. This dynamic corresponds to

what is usually called prejudice, but it is not intrinsic to reputation, although

it may empirically co-occur with reputation spreading. In the following chap-
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ters, however, I will focus only on communication processes when considering

possible sources for reputation formation and spreading. And I will use the

concepts defined in the sections above to justify the implementation choices

made in the development of the simulations.

The type of social cognitive approach advocated by Conte and Paolucci

(2002) is receiving growing attention within the so-called Sciences of the Arti-

ficial (Simon, 1996), in particular Multi-Agent Systems and Social Simulation.

It is oriented towards the processes, rather than the contents, of the phenom-

ena analysed and it aims at modelling and possibly implementing systems

acting in a social —whether natural or artificial— environment. In the next

section I will consider the relevant methodological issues.
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Chapter 3

Communication and

cooperation

The work of this chapter is based on Di Tosto et al. (2007). It presents

an exploratory work framed within a research project aimed at the study

of the emergence and evolution of prosocial behaviour (including altruism,

cooperation, and compliance with norms) among autonomous agents. It will

focus on the effect of two kinds of communication mechanisms on the strategies

of artificial agents in social settings inspired by the Prisoners’ Dilemma Game,

and compare their results.
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3.1 Enforcing prosocial behaviour

As shown within a huge literature on the iterated prisoners dilemma (IPD),

cooperation among non-kin needs to be sustained by enforcing mechanisms,

the most frequent of which is punishment, i.e. a propensity to shift to defec-

tion with defectors (i.e. tit-for-tat). However, results obtained by this means

are found to be sensitive to errors in strategy execution as well as invasions by

free riders. Furthermore, some authors (Back and Flache, 2006) convincingly

argued that reactive strategies are not so frequently followed in human soci-

eties and, together with other authors (Hruschka and Henrich, 2006), insist

on the importance of social networks in the emergence of cooperation. Hence,

variants of reactive strategies that fit with long-term relationships have been

proposed, like cliquishness, i.e. a propensity to defect with strangers (Hr-

uschka and Henrich, 2006), or commitment (Back and Flache, 2006). The

latter, in particular was found to ‘benefit more from being unconditionally

cooperative’ although unconditional cooperation makes strategies vulnerable

to exploitation.

An enforcing mechanism that rapidly gained popularity in the literature

of reference concerns partners’ assortation. Generally speaking, in evolution-

ary game theory, play is forced and attention is preferably given to the use

of partner selection for retaliation. Some game theory studies have allowed

players to avoid unwanted interactions, or more precisely to affect the proba-

bility of interaction with other players through their own actions (see de Vos

et al., 2001; Hirshleifer and Rasmusen, 1989; Orbell and Dawes, 1993; Stanley

et al., 1994; Ashlock et al., 1996; Hauk, 2001). Thanks to partner choice and

refusal, payoff scores are found to increase since players can protect them-

selves from defections without having to defect themselves, and defectors get

ostracized. On the other hand, choice and refusal also permit opportunistic
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players to home in quickly on exploitable players and form parasitic relation-

ships. In particular, cooperators seem to take advantage of choice and refusal

over nonreciprocators.

Finally, a fundamental mechanism supporting both punishment and part-

ner choice is communication. As it requires agent-based rather than equation-

based simulation, communication has none or poor tradition in the study of

the emergence of altruism and cooperation. Nonetheless, its role in promot-

ing informational cooperation as a means for material cooperation, at least in

human societies, can hardly be denied.

Enforcing mechanisms have usually been observed in a fragmentary, non-

systematic way, often starting from unclear concepts, not uniquely defined.

Apparently, neither the interplay of punishment and partner selection and

refusal nor the role of specific modalities of communication in supporting

them has been addressed explicitly in the study of prosocial behaviour.

Last but not least, the variety of prosocial behaviour has not been dutifully

considered. Again, altruism and cooperation are often treated as interchange-

able notions, or at least as if potential differences among them did not affect

the conditions under which they emerge. On the contrary, we believe that

the peculiar features of these various forms of prosocial behaviour ought to be

more carefully analysed and distinguished.

In this chapter, we will turn the reader’s attention on the following issues:

1. Which is the most efficient mechanism of enforcement of prosocial ac-

tion? Usually, this question is raised in the context of IPD. What about

altruism?

2. To what extent do agents contribute with their social intelligence to the

efficiency of these mechanisms? In particular,
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a) to what extent does communication contribute, and how does it

interact with partner selection and punishment?

b) which modalities of communication can be envisaged, and which

one is more beneficial?

3.2 Previous notions

The question is which enforcing mechanisms are needed to promote prosocial

action? We explored the impact of the following mechanisms:

3.2.1 Conditional cooperation

Punishment (P), defined as a change of strategy (namely from cooperation

to defection in presence of a known defector). To note that punishment here

is something different from what is usually intended in the literature about

altruistic punishment, where it denotes a costly behaviour useful to prevent

free-riding of public goods (Boyd et al., 2003; Fehr and Gachter, 2002). In the

present setting, however, benefits are not shared among the population, and

we call punishment every defection towards a known noncooperator (based on

personal experience, if repeated interaction are allowed; or on reported social

evaluations, if communication is allowed—see sections 3.3.2, 3.4 for further

details).

3.2.2 Games with choice and refusal

Partner selection (PS) and refusal (PR): this is a non-random, rule-based

assortation, such that each agent tries to associate with the partner from

which they expect the highest payoff given their own prosocial attitude, and
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reject any other. Both cooperators and defectors expect to obtain the highest

payoff by playing with a cooperator.

3.2.3 Image-score game

With regard to altruism, we used an asymmetric game, modelled after the

image scoring game (Nowak and Sigmund, 1998). In each period, players are

partnered and one is given the chance to take a costly action that helps the

other. Cooperating in this manner is socially efficient, but the only way to

monitor free riding is through the image score which, in this context comes

to an accounting of a player’s past altruistic actions. The image score is a

property of agents immediately and universally accessible to everybody, with

no actual communication process involved. Modelling reputation as an explicit

feature of the agent is a solution that has been proved to be a good answer

to the problem of indirect reciprocity. Image score is not the only one; tag-

based systems (Riolo et al., 2001; Hales and Edmonds, 2003) are based on a

similar idea and generalize on the notion of image and image score to develop a

system in which interactions take place between agents with similar tags. Tags

are empty labels and, unlike image score, do not have to possess a semantic.

But, like image score, they are public information which are compared by the

agents before performing cooperative interactions. Tag-based systems, thanks

to their level of abstraction, are now applied to different problems in different

domains (Hales and Edmonds, 2005).

These techniques seems to share a common intuition which can be found

elsewhere in the literature about the evolution of cooperation. Dawkins (1976)

discusses the possible evolutionary effects of a phenotype trait capable of sig-

naling the presence of its gene(s) to other organisms. Dawkins named this

phenotype trait as green beard, and the following effect consists in an altru-
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istic behaviour towards the organism with the green beard, independent to

the degree of relatedness of the other organisms. Despite the fact that an ex-

ample of the green beard effect was actually found in nature (Grafen, 1998),

this theory, with the relative mechanisms, paves the way to a series of con-

sideration. In nature, phenotype traits are common indicators of status and

identities and are involved, e.g., in defensive strategies and conflicts; in some

cases they are used to bluff. But, in all these cases, they are used to avoid

dangerous interactions or to find solutions to the problems of the social life

that minimizes costs for all the organisms.

To these, we add the communication mechanism in two distinct modalities:

• Private: one-to-one or one-to-few exchange of messages. Cooperators

spread social evaluations they have acquired both directly through own

experience, or by means of communication, to known cooperators. Social

evaluations concern the prosocial attitudes of potential partners.

• Public: one-to-many or blackboard-like exchange of messages about so-

cial evaluations from cooperators to the whole population.

The intuition behind is that the latter mechanism is faster and therefore more

efficient, but more dangerous as it exposes cooperators to belief-based ex-

ploitation from defectors.

3.3 Simulation model: How and when

communication can enforce cooperation

Starting from the assumption that prosocial behaviours among autonomous

agents require special conditions to emerge and proliferate, we draw a simula-

tion model both to test the effects, alone and in combination, of three enforcing
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mechanisms and to evaluate which of them is more suitable for making coop-

eration and altruism emerge. Traditionally, the main mechanisms to empower

cooperators to protect themselves against cheaters are: punishment, partner

selection, and communication. These three tools work differently and produce

diverse effects depending upon the kind of prosocial situation considered. In

what follows we will describe how each of these mechanisms works in the two

games, and what effects they are expected to determine.

Prosocial action varies on many dimensions and in many ways. One main

source of variability is mental: agents pursue different goals and are guided

by different beliefs while executing different types of prosocial action (for a

discussion of these aspects the reader is turned to Conte and Castelfranchi,

1995; Conte, 1999). However, types of prosocial action, like altruism and

cooperation, differ also in directly observable features:

• Symmetry vs asymmetry: this consists of two specific components, role

complementarity and direction of benefit. Altruism is asymmetric in

both senses, as for each episode the roles of donor and recipient are

played by different agents and the direction of benefit is from donor

to recipient; cooperation is symmetric as it allows for role identity and

bidirectional benefit. It is of some interest to notice that in other types of

prosocial action, for example social exchange, roles are complementary

but benefit is bidirectional. Conversely, role identity and unidirectional

benefit occurs only in antisocial action, i.e. exploitation.

• Individual vs shared benefit: this consists of the recipient of benefit,

which in altruism can only be the beneficiary, while cooperation, at least

in principle, allows for a shared benefit. Again, for the sake of analysis

it may be interesting to observe that in social exchange by definition no
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shared benefit is allowed.

The interplay between these features leads to a third fundamental distinction:

• One-shot exploitation: in altruism, the donor is exploited only if she is

not reciprocated later on. In cooperation, instead—think of the classic

one-shot Prisoner’s Dilemma—a cooperator may be exploited online by

a partner playing defection.

Hence, in our terms, altruism is an asymmetric form of prosocial interaction

characterized by individual benefit and no immediate exploitation. On the

contrary, cooperation is a symmetric interaction, where benefit may be shared

but immediate exploitation is also possible.

3.3.1 Games of cooperation and games of altruism

The PD game has been extensively used by game theorists to address the issue

of cooperation. In this game, both players have the choice to cooperate (C) or

to defect (D), and the equilibrium outcome is defection for both players. This

outcome is deficient, whereas cooperation is the Pareto-optimal outcome for

both players. The PD game structure is well-known and it does not deserves

further explanations. The simplicity of the PD game has led many scholars to

use it to model several social and biological phenomena (Doebeli and Hauert,

2005).

Altruists and cooperators in both games are doomed to extinction in a

population where half of the agents are neither reciprocators nor cooperators,

i.e. cheaters, as it is in our model. In fact, in the basic version, coopera-

tors always play C in the PD game, and they always donate in the altruistic

game, without differentiating between cooperative and non cooperative part-

ners. This behaviour easily exposed themselves to exploitation to death by
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3.3. Simulation model: How and when communication can enforce
cooperation

cheaters. This extreme situation allows us to put to the test 4 mechanisms

that are supposed to enforce prosocial behaviours such as altruism and coop-

eration. Given the two games, we explored the effects of these variables, once

per time or in combination, in terms of the average payoffs of agents.

3.3.2 Communication: Private and public information

In our terms, punishment is the possibility to react to a defection playing

Defect in the PD game, or playing keep in the game of altruism. When

punishment is not active, agents simply play their built-in strategy, without

the possibility of shifting it when facing dishonest partners. Partner Selection

can be twofold: active and passive Partner selection. The former means that

agents can select their partners in the interaction. In the PD game, this

should lead cooperators to home in, avoiding defectors. Anyway, this same

mechanism also permits cheaters to choose cooperators and exploit them. In

the altruistic game, altruists should choose altruist to play give, expecting a

reciprocal donation in the following of the game. On the other hand, we call

Refusal the possibility to avoid an interaction, i.e. to escape from a cheater.

Every time an agent refuses to interact, both agents of the couple loose an

opportunity to interact. When Partner Selection was not available, agents

were randomly paired. Finally, we explored three communication conditions:

1. No messages: no communication allowed.

2. Private messages: the access to this kind of communication is limited to

cooperators. Cooperative agents send messages about their partners to

other cooperative agents previously met. Cheaters can neither send nor

receive messages in this condition.
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3. Communication and cooperation

3. Public messages: this modality works as the image score does. Once

an interaction is over, the receiver sends a message about the nature of

the mover, i.e. a cheater or a cooperator. The message is posted on a

blackboard accessible to both cooperative and non cooperative agents.

3.4 Experimental Settings and Results

A population of 500 agents, randomly assigned to one of two groups, cooper-

ators and defectors, is created to play the game of altruism, and the game of

cooperation. At each turn of the simulation, agents are coupled and face the

option to perform or not a prosocial action, which will confer a benefit b = 1.0

to another agent, at a cost c = 0.1 to himself. After 200 interactions the gain

of each agent are collected and analysed.

Performances of the two groups of agents are tested in several experimental

conditions, under which we observed the effects of the mechanisms proposed.

In figure 1 the average payoffs for the groups of cooperators and defectors

are reported. Results are divided by game type and communication type.

Furthermore the effects of PS and P are presented, with and without the

possibility of refusal.

Table 3.1 shows the results of a regression analysis conducted with agents’

payoffs as independent variable in order to asses the relative importance of

PS and P in the interpretation of simulations data. Generally, both PS and P

have the effect to lower the average payoffs, in both the groups of agents. PS

is found to be the most important factor for the explanation of the variation of

simulation outcomes, with few exceptions: in the cooperative game, without

the possibility of Partner Refusal, Punishment is the most important factor to

interpret the outcome of the defector strategy, independently of the communi-

cation mechanism. The cooperative game without PR is the condition where
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3. Communication and cooperation

defectors obtain their higher average payoffs (see figures 3.1 and 3.2), and the

punishment algorithm is the only mechanism through which cooperators can

compete and avoid exploitation. In all the other settings PS is found to be

responsible for the results, and appear to be the most effective tool for the

enforcement of prosocial behaviour.

3.5 Discussion and concluding remarks

In this chapter, we presented a simulation study of the effects of different

enforcement mechanisms, such as punishment (P), partner selection (PS), in

interaction with each other and with one-to-many and one-to-few communica-

tion, on symmetric prosocial behaviour, namely cooperation, and asymmetric

one, namely altruism. P consists of a shift in strategy (from prosocial to

antisocial) in presence of cheaters, while PSR reduces the potential number

of interactions to those occurring between known prosocial partners (partner

refusal is a variant of PS in which chosen partners can escape interaction).

In particular, P and PS are found to be

• almost perfectly complementary, i.e. PS favors altruists rather than

cooperators whereas P at the opposite enforces cooperators but has no

effect on altruists.

• P in general is found to produce average payoffs higher than PS.

However, communication mitigates these results. In particular, although the

modality with private messages allows higher payoffs for cooperators in partner

selection than the modality with public messages (as it does not expose them

to exploiting defectors), the latter modality

• favors altruists even without partner selection;
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Figure 3.1: Average payoffs for the Game of Altruism, with and without
Refusal, after 200 iterations. The two subpopulation of agents are divided ac-
cording to the first move of their strategy: Cooperators if they start the game
playing cooperation; Defectors, if they start cheating. Cooperators have then
the possibility to either: punish cheaters for their defections in the following
rounds (P ), seek cooperating partners for future interactions (PS), combine
both mechanisms (PS + P ), or stick to the cooperative strategy in case the
two mechanisms of strategy’s change are not allowed (None). Results are
compared in the two types of Communication conditions: PrivateMessages
and PublicMessages; and the Control condition, NoMessages, where no in-
formation is exchanged between agents.
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Figure 3.2: Average payoffs for the Game of Cooperation, with and without
Refusal, after 200 iterations. The two subpopulation of agents are divided ac-
cording to the first move of their strategy: Cooperators if they start the game
playing cooperation; Defectors, if they start cheating. Cooperators have then
the possibility to either: punish cheaters for their defections in the following
rounds (P ), seek cooperating partners for future interactions (PS), combine
both mechanisms (PS + P ), or stick to the cooperative strategy in case the
two mechanisms of strategy’s change are not allowed (None). Results are
compared in the two types of Communication conditions: PrivateMessages
and PublicMessages; and the Control condition, NoMessages, where no in-
formation is exchanged between agents.
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3.5. Discussion and concluding remarks

• favors cooperators even without punishment.

It is worth noting that in cooperation the coupling of punishment and partner

selection yields worse results than punishment alone.

Furthermore, our findings allow for a comparison of PS and partner refusal

(PR). In particular, PR is extremely competitive with punishment even in

cases of cooperation. In this situation, this is the only experimental condition

beside punishment in which cooperators are better off than noncooperators:

this is rather obvious, since it is the only condition in which interactions

between a cooperator and a known defector are impossible.

Finally, communication helps both altruists and cooperators. With the

former, it works even in absence of PS, at least in the modality with pub-

lic messages, and gives better outcomes to altruists and cooperators in the

modality private messages. As expected, public messages are faster and can

be decisive, but private ones are less dangerous and can give a stronger ad-

vantage to the good guys.

Not surprisingly, all the mechanisms examined contribute, although in dif-

ferent ways and to different degrees, to enforcing prosocial behaviour. How-

ever, unlike what one would expect, they are not hierarchically ordered in

terms of efficiency. Rather, their efficiency depends on the type of interaction

in which they are observed: in particular, PS is required to promote altruism

and is irrelevant in cooperation, whereas P is needed for enforcing cooperation

but is useless in altruism. Why is this the case?

The rationale of these results is incorporated in the very nature of the

two forms of prosocial action considered. Thanks to agent-based computa-

tional modelling, requiring these two forms of prosocial action to be formally

modelled before and in order to be compared, it was possible to observe that

features such as symmetry/asymmetry not only allow altruism and coopera-
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3. Communication and cooperation

tion to be kept distinct but also call for different enforcing mechanisms. In

particular, punishment reduces exploitation when immediate exploitation is

possible, i.e. in cooperation but not in altruism. Conversely, partner selection

promotes altruism thanks to an increased proportion of donations to the ben-

efit of altruists on the total number of donations. But since this is obtained

by reducing the total number of donations, the outcomes obtained by altru-

ists are lower than those they would obtained by means of punishment. Still,

in the latter condition, altruists are worse-off than nonaltruists. Otherwise

stated, partner selection is more efficient when the promoted benefit is indi-

vidual rather than shared, whereas punishment performs in the opposite way:

as it excludes no one from interaction, neither the good nor the bad guys,

it allows higher payoffs to be obtained, which than benefit cooperators more

than defectors when the game is symmetric and each has something to gain

from interaction, i.e. the benefit is shared.

Interestingly, partner refusal sometimes makes it on its own: this happens

in cooperation. Whereas with PS only, cooperators that are not known and

therefore not chosen by their fellows are fully exposed to exploitation, with PR

they can find an escape, and end up with being even better-off than defectors,

even without the help of punishment.

In future studies other forms of prosocial action will be investigated and

compared with those examined in this work, also including other modalities of

communication. In addition, we will compare the results obtained by cheaters

and honest agents in non-homogeneous populations with varying percentages

of the two behaviours in both conditions, in order to test how robust are

altruism and cooperation to cheaters’ invasion. Finally, the present findings

will be re-analysed for different values of the individual attitude to cheating

and with different payoffs structures.
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Chapter 4

Simulating the spreading of

social evaluations

Social evaluations are pieces of information regarding other agents whose at-

titudes, behaviours and actions are assessed with respect to some specific

dimensions or aspects. Individuals use these evaluations as guidance to pre-

dict others’ behaviours and to choose the most appropriate response when

first-hand experience is not available or when it is too costly, in terms of risk,

time and energy, to be acquired.

We conducted experiments on industrial districts because they represent

an ideal candidate to study the effects of the spreading of social evaluations

on dynamics of partner selection among self-interested agents. Industrial dis-

tricts (Ids) can be conceived as complex systems made of heterogeneous but

strictly interrelated and complementary firms that interact in a non-linear
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way. One of the distinctive features of industrial districts is the tight con-

nection existing between the social community and the firms: in this context,

economic exchanges are mainly informed by social relationships and holding

good reputation is an asset that may actually foster potential relations. We

designed a simulation to model the effects of social evaluations on firms in an

artificial cluster through Multi-Agent Simulation (MAS) techniques, in order

to investigate whether and how different kinds of social evaluations have an

impact on firms’ quality and on their profits. Likewise, we then compared the

effects of sincere and insincere information on the economic performances of

the single firms and of the cluster as a whole.

The work of this chapter is based on Giardini et al. (2008a) and Giardini

et al. (2008b).

4.1 Introduction

Transmitting social evaluations, i.e. gossiping, is crucial in human societies, in

which gossip facilitates the formation of groups (Gluckman, 1963): gossipers

share and transmit relevant social information about group members within

the group, at the same time isolating out-groups. Besides, gossip contributes

to stratification and social control, since it works as a tool for sanctioning de-

viant behaviours and for promoting, even through learning, those behaviours

that are functional with respect to the group’s goals and objectives, mainly

norms and institutions (Wilson et al., 2000). Sommerfeld et al. (2007) consider

gossip as a way to transfer social information within groups, alternative to di-

rect observation. This flow of information maintains cooperation by indirect

reciprocity.

Furthermore, reputation is considered pivotal in creating and sustaining

prosocial behaviours in large human groups. Theories of indirect reciprocity
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show how cooperation in large groups can emerge when the agents are endowed

with, or can build, a reputation (Alexander, 1987; Nowak and Sigmund, 1998;

Gintis et al., 2001). According to this theory, large scale human coopera-

tion can be explained in terms of conditional helping by individuals who want

to uphold a reputation and then to be included in future cooperation (Pan-

chanathan and Boyd, 2004), as demonstrated by several experimental studies

(for an introduction, see Fehr and Gachter, 2000). Reputational information

can also solve the tragedy of the commons, a social dilemma referring to the

fact that a public good will be overused if everybody is allowed to do so

(Wedekind and Milinski, 2000). Allowing people to build up a reputation,

prevented the public resource from being overused.

Although influential, these theories suffer the flaw of what Granovetter

(1985) calls an undersocialized notion of reputation.

Economists have pointed out that one incentive not to cheat is

the cost of damage to one’s reputation; but this is an undersocial-

ized conception of reputation as a generalized commodity, a ratio

of cheating to opportunities for doing so. In practice, we settle

for such generalized information when nothing better is available.

(Granovetter, 1985, p. 490)

Granovetter points out the relevance of information coming from one’s own

past dealings with someone, highlighting the benefits of this second kind of

information that is cheap, more detailed, and, of course, accurate. This kind

of information can be easily acquired thanks to embeddedness, i.e. the fact

that human actions are motivated and explained by their being embedded in

a network of social relationships that foster cooperation and guarantee against

cheaters.
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Embeddedness applies to several contexts, but it becomes crucial in closed

environments, in which the web of relationships among agents determines

their behaviours, actions and results. This occurs, for instance, in industrial

districts1, in which the interplay between economic dimensions and social

relationships is very close. Industrial clusters are usually defined as networks

of interactions among heterogeneous and complementary firms embedded into

a specific geographic area. In the district, the form of production requires a

high degree of cooperation between firms and the lack of formal agreements

could lead actors to behave in an opportunistic manner, but the merging

between social community and firms (Becattini, 1990) helps preventing this

result.

Farrell (2005) refer to an investment in social capital (Putnam, 2001; Put-

nam et al., 1993) as a key feature of industrial districts that inspire informal

agreements, mutual trust and generalized reciprocity between the cluster’s

actors.

In this study we aimed to couple the model of an artificial cluster with a

cognitive account of social evaluations. Reputation is a cognitive and social

artifact rooted in individual minds but acting at the supra-individual level and

evolved to solve collective problems. We adopted the socio-cognitive frame-

work developed by Conte and Paolucci (2002), who describe how people create,

manipulate and transmit social evaluations, and how these evaluations affect

individuals’ beliefs and behaviours. This approach is a dynamic one that con-

siders reputation as the output of a social process that starts in agents’ minds.

Notably, this theory applies not only to humans, but also to artificial agents

in a variety of distinct environments (Sabater et al., 2006). According to the

theory, input to this process is evaluation that agents (Evaluators) directly

1In this work, cluster and district are used as synonyms.
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form about a given Target during interaction or observation. This evaluation

can be transmitted to Beneficiaries that share the goal with regard to which

targets are evaluated and thus may use this information as a guide for their

behaviour: knowing in advance others’ behaviours and attitudes may thwart

cheaters. The social and cognitive account of reputation proposed here allows

one to:

1. distinguish between image, the output of a process of evaluation in which

is made explicit who made that evaluation, and reputation, in which the

source is impersonal. Image and reputation are both social evaluations

regarding a Target, but they differ with regard to explicitness of the

source. Evaluations from a nameless source can be less reliable, but

they do not expose the gossiper to retaliation, as it happens with image.

2. account for the cognitive determinants of reputation and for its dynamic

effects, both at the individual and at the collective level.

3. predict the agents’ behaviours and resulting actions at the macro-level.

In what follows, I present a simulation model of reputation and its trans-

mission in an artificial cluster of firms. The relevance of social evaluations in

this context makes it suitable to verify the socio-cognitive theory of reputa-

tion, and to test whether and in what way the exchange of social information

can be related to the quality of products delivered by artificial firms. The ap-

plication of an agent-based computational approach to the study of industrial

districts is not new (see Karlsson et al., 2005, for a review), but this study

adds to this literature by using cognitive agents that manipulate and circulate

two different kinds of social evaluations, i.e. image and reputation.
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Market

L0

L1

L2

select supplier

exchange goods

communication

Figure 4.1: Agents interactions: firms select suppliers from the lower level,
which in turn provide them components for their products, and communicate
with firms belonging to the same level, exchanging evaluations about suppliers.
L2 firms are producers of raw materials and they do not communicate with
each other; they are only chosen as suppliers by the firms of the layer above
them.

4.2 Simulation model: gossiping about partners

The agents of the model are firms. They all produce components that are

assembled into the only kind of final product sold in the market. Their goal

is to select the best available supplier (in terms of goods’ quality) in order

to maximize their profits, and similar firms may collaborate with each other

exchanging evaluations about known, tested suppliers (see Figure 4.1).

4.2.1 Partner selection and economic exchange

Firms are organised into different layers, with each layer containing agents

that act as suppliers for the firms of the layer above. The number of layers

can vary according to the characteristics of the cluster, but a minimum of two

layers is required. Here, we have three layers (L0 - L1 - L2), but n possible

layers can be added, in order to develop a more complex production process.

Final firms (L0 agents) need one supplier from L1, and the latter needs his

own supplier from L2, to assemble and sell the final product on the market.

The market demand of the cluster’s products is assumed to be fixed.
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4.2. Simulation model: gossiping about partners

Firms differ in the quality of the goods they produce: 0.5 ≤ Q < 1.0;

where Q = 0.5 indicates a very bad partner for interaction inside the cluster,

and Q = 1.0 indicates a very good one. The average quality value, Q = 0.75,

is the threshold the agents use to discriminate between a good and a bad

supplier.

Firms buy components from suppliers at a fixed cost, K = 0.75 (thousands

of euros), but the profits, U , they can make depend on supplier’s quality:

ULi = f(QLi+1) = F ∗QLi+1 −K. Profits loss may be explained as if the bad

quality components needs more work to be assembled and prepared for the

final product.

Both L0 and L1 agents evaluate their suppliers, comparing the quality of

the product they bought with the threshold value set at 0.75, and store these

evaluations. If the product’s quality exceeds that threshold, the supplier is

considered good, otherwise it is labelled as a bad supplier. In an attempt

to maximise their profits, firms always avoid interactions with bad suppliers,

while trying to interact with the best known ones.

4.2.2 Evaluations exchange

The material exchange described above is paired in the model with an ex-

change of social evaluations: when the transmission of social evaluations is

allowed, both leader firms and suppliers exchange information with their fel-

lows regarding their suppliers from the level below, thus creating and taking

part in a social network.

This process works only horizontally. There is no communication between

agents that inhabit different levels of the cluster. Since agents exchange goods

only with a specific set of suppliers, the information they acquire are only

relevant inside their own level. Inside a layer, agents can play two possible
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start

Good
Supplier
available

Communi-
cation

allowed

Most
suggested
supplier
available

Contact
trusted

informers

Select
supplier

Choose
random
supplier

Execute
economic

transaction
End

no

yes

yes

no
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Figure 4.2: Flowchart of the simulation’s cycle: at the beginning of every turn
of the simulation, the agents of the first two level, L0 and L1, look for and
select a partner for the economic interaction. The decision is first based on the
availability of the best known partner. If unavailable, and the experimental
condition allows the agents to exchange messages, they will consider informa-
tion communicated by their peers, in order to establish a partnership with the
supplier suggested by the highest number of peers. As an escape procedure,
agents will select an unknown or random partner, regardless of his/her quality
in the economic performances.
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roles: (1) the Questioner asks an Informer, i.e. another firm of the same

layer, to suggest a good supplier; (2) the Informer provides the ID of a good

supplier. Honest informers suggest their best rated supplier, whereas cheaters

transmit an evaluation concerning the worse supplier, as if it was a good one.

Partner selection can then be performed in three ways, listed in their

priority order:

1. Experience-based Selection: the best rated supplier among those already

tested is chosen.

2. Communication-based Selection: the most frequently suggested supplier

by trusted Informers is selected.

3. Random Selection: among the unfamiliar suppliers (as an escape proce-

dure).

All the relevant social information is stored by the agents in three different

internal repositories, which are updated and checked at run-time to take de-

cisions regarding both suppliers and informers.

Image Table As previously stated, firms store here the memories of their

economic transactions (i.e. the actual quality value of each known sup-

plier).

Candidates Table Identities of potential good suppliers —without reference

to his quality— suggested by a fixed percentage of Informers among

the same level (10% in the current implementation of the model) are

aggregated here, either in the form of a direct evaluation (image) or a

reported evaluation, i.e. in which the source is impersonal (reputation).

To most frequently suggested agent is selected for economic transaction,
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and after the transaction the information acquired are updated in the

Image Table.

Informers Table Once the information about suggested suppliers are tested

and moved to the Image Table, the Informers Table is updated with the

ratings of the sources of the information. If a suggested supplier is found

to be bad (Q < 0.75), the credibility of the Informers is compromised,

the agents are categorised as cheaters and further communications from

them are discarded.

The presence of cheaters in the cluster set up a social dilemma. Agents acting

as suppliers are able to fulfill just one economic transaction at each simula-

tion turn. Hence, giving away the identity of a good supplier, agents reduce

the probability to interact with him in the future. False evaluations, on the

other hand, have two main effects: they enhance the chances of advantageous

economic transactions for the cheaters, keeping away the other firms from the

good suppliers; and, at the same time, let the cheaters take advantages of the

information received from truthful firms —information acquired without the

costs of a possible bad economic transaction.

After a cheater is detected, cooperative firms adopt a retaliatory strategy:

known cheating Questioners are provided with false evaluation even by cooper-

ative Informers. Obviously, this behaviour depends on the type of evaluation

circulating in the cluster. In the case of reputation, lacking an identifiable

source, agents are not allowed to retaliate.

Hence, our main research question is whether the exchange of social eval-

uations —and what type of evaluations— can improve the economic perfor-

mance of the cluster, when firms in the first two levels compete over high

quality suppliers, and communication can be exploited by cheaters.
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4.3 Simulation settings and results

We tested the agents’ performance in terms of average quality of production,

both for single layers and for the cluster as a whole. A cluster of 300 firms

was so composed: 20% of agents for L0, 40% of agents for L1 and 40% for

L2. Quality was assigned randomly during the set up of each simulation’s

run, with values distributed normally between 0.5 and 1.0. During set up was

also defined the behavioural trait of the agents relevant for the communication

process: honest agents were the ones who cooperated with others with truthful

information about available suppliers; a fraction of the population was instead

composed by Informers who spread false information, agents that we called

cheaters. In each experimental setting, a different number of agents in the

population was be conferred the cheating trait.

We ran the experiments in three different conditions :

1. Control Condition (CC): no communication allowed. In this case, social

information was not available and the suppliers’ choice was exclusively

experience-based. In this condition the behavioural trait relevant for

communication are not considered: hence there are no cheaters in the

population.

2. Image Condition (IC): agents exchanged true or false images. At the

beginning of each simulation turn, agents in L0 and L1 were given the

opportunity to collect information about available suppliers among their

pairs. Contacted Informers replied according to their behavioural trait.

The percentage of cheaters was set by a cheating rate parameter: the

higher the value of the parameter the higher the number of cheaters

in the cluster. Retaliation was possible: honest agents responded to

cheaters, previously detected, with false information in order to punish
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them.

3. Reputation Condition (RC): agents are still allowed to communicate at

the beginning of each turn, however the messages exchanged by the In-

formers contain reputational information, i.e. evaluations without an

explicit source. In this case, retaliation was not allowed, since the eval-

uator remains unknown.

4.3.1 Effects of communication

Comparing the Control Condition (CC) with the Image Condition (IC), we

found that the possibility to communicate positively affects cluster’s perfor-

mance. In Figure 4.3, agents who are not allowed to communicate randomly

explore the cluster and learn the identities of the best suppliers. Since the

cluster is a closed environment, i.e. there is no change over time in its com-

position, this learning phase comes to an end once all the suppliers are being

tested. There will still be competition for the good ones, but this will not

affect the economic performance of the cluster.

A different pattern arising from agents interaction is observed in the IC:

when agents of the same level are allowed to communicate with one another

quality values increase more rapidly, because exploring the cluster in order to

obtain higher profit requires less time. However, the presence of cheaters in

the communication process can alter this effect, with a profit for the cheaters,

but with a great damage to the cluster as a whole (see Figure 4.4).

4.3.2 Effects of social evaluations

Changing the type of evaluations exchanged among agents, cheating is still

bad for the average product quality —especially for high levels of cheating

rate. But in the Reputation Condition, as the Figure 4.5 shows, in the long
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Figure 4.3: Average values of quality in the Image Condition (IC) compared
to the Control Condition (CC). Simulations are performed ten times in each
condition with a cluster of 300 firms.

run the cluster can absorb relatively high percentages of cheaters, without

compromising its economic performance.

The communication algorithm proved to be robust with respect to the

numbers of the agents in the cluster. What is really important is their distri-

bution among the three levels, which in turn affects the availability of suppliers

and the competition over them. When firms can chose among many suppliers

(see Figure 4.6) we have no difference between IC and RC. When competition

is hard, however, not only communication in RC performs better in the long

run, but the all cluster obtain higher profits if compared to IC (see Figure 4.7).
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Figure 4.4: Average quality per cheating rate in the Image Condition (IC)

4.4 Conclusion

This study on partner selection sought to test the effects of two different kinds

of social evaluations in an artificial cluster, adding to previous studies that

applied the social and cognitive theory of reputation to other settings, both

natural and artificial (Conte and Paolucci, 2002). We suggested that image

and reputation, although closely related, are distinct objects, with different

aims, functions and effects. We used the “small-world” of industrial clusters

as a test bed of our theory, given the importance that reputational concerns

have in this context. Material exchanges are usually supported and even

improved by the social network of individuals and firms acting into a cluster:

the merging of economic structure and social community makes the exchange
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Figure 4.5: Average quality per cheating rate in the Reputation Condition
(RC)

of social evaluations especially relevant to isolate cheaters, prevent frauds

between cluster’s actors and preserve quality of the single firms and of the

entire cluster.

In order to test our predictions about the positive effects of communica-

tion on firms’ economic performances, we designed an artificial cluster with

companies grouped into three layers that trade products and exchange social

evaluations. In this artificial cluster we tried to figure out how social informa-

tion may affect the search for good partners and whether image and reputation

make a difference to economic performances of both single firms and district as

a whole. Our results showed that communication matters: compared to con-

trol condition, communication positively affected cluster’s performance. Firms
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Figure 4.6: Average quality of 300 firms with the following distribution: L0 =
10%, L1 = 45%, L2 = 45%. Both IC and RC for 25% and 75% of cheating
rate.

receiving reliable information about potential partners easily found good sup-

pliers, compared to firms that were systematically cheated by their fellows.

Furthermore, modelling reputation as rumors —i.e. evaluations where the

source is unknown— we were able to preserve the benefits of communications

for low level of cheating rate. In other words, reputation prevented retaliation,

thus avoiding generalized punishment that would have lowered firms’ profits.

We acknowledge that further improvements are needed, regarding both

agents’ refinement and cluster’s structure. Although basic, our model allows

one to verify theoretic predictions about the different effects of image and

reputation and to relate them with the economic performance of an idealized

industrial district. Future directions of this work will include introduction of
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Figure 4.7: Average quality of 300 firms with the following distribution: L0 =
30%, L1 = 35%, L2 = 35% (right), both IC and RC for 25% and 75% cheating
rate.

communication flows between levels, refinement of firms’ economic structure

and testing for other social control mechanisms, as for instance ostracism. On

the one hand, the lack of a true cognitive architecture prevented the possibility

of exploring more interesting ways of implementing agents’ decision making,

since agents’ strategies varied only according to the cheating rate. The hyper-

simplified economic structure, however, allowed us to analyse what happens

at the macro-level, linking it directly to agents’ actions.
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Chapter 5

Communication in the

laboratory

In a different experimental setting —performed with groups of natural subjects

interacting through a graphic computer interface— we analysed reciprocal

forms of messages exchanges.

The positive effects of communication on rates of cooperation is a robust

experimental finding. When individuals can talk to one other, cooperation

increases significantly. Proposed explanations to this phenomenon consider

the formation of group identity, as well as the chance to make explicit com-

mitments —where reputational and moral factors come into play— as funda-

mental causes. This research, however, looks at communication as a means to

establishing and enforcing cooperation among people; to our knowledge, no

attempt has been made to analyse communication strategies, when commu-
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nication processes are actually the place where cooperation evolve.

We developed a novel experimental setting in which participants playing

a memory game (with numbers instead of images) could either play alone, or

exchange messages containing the position and the value of the cards, so that

those who received a truthful message could more easily get a match. This

setting was conceptually modelled after the stag hunt game, a coordination

game in which players do better if they coordinate their behaviour with the

behaviour of others.

In our experiment, playing alone is faster than sending messages, but it

leads to a quicker depletion of the available moves. On the contrary, sending

messages is more time consuming, but it allows players to know the position

of cards, provided the information is correct, without wasting moves in trying

to guess.

Results show that the exchange of messages is a mutually beneficial activ-

ity, allowing participants to jointly discover the game board, to score higher

and more efficiently. Cooperation through communication is conditional to

receiving messages from other participants and is performed with this very

expectation (as reported by the majority of the subjects afterward). This

strategic behaviour could be explained according to two alternative frame-

works: either a game-theoretical interpretation of reciprocity, analysed as an

imitation strategy (Tit-For-Tat); or a cognitive view in which cooperative be-

haviour is regarded as a socially prescribed activity, and every deviation from

the norm is punished according to the interpretation of the violation. The

absence of retaliatory behaviour; and a tendency to exclude non-cooperative

partners from further communication seems to exclude the possibility of an

imitation strategy.

The work of this chapter is based on Giardini and Di Tosto (2007).
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5.1 Introduction

Humans often adopt cooperative behaviours, and this tendency toward coop-

eration represents one of the most debated human features in a wide variety of

disciplines. Cooperation is usually termed as a puzzling phenomenon (Boyd

and Richerson, 2006; Noe, 2006), whose motives and mechanisms are still

obscure. This is partially due to the lack of agreement on the definition of

cooperation per se, which leads to a terminological and conceptual confusion

between altruism, reciprocity and cooperation (Croson, 2008).

Noe (2006) identifies in the experimental literature three main uses of

the term: cooperation as a certain type of interaction with a specific form

or outcome, as a strategy used by members in an interaction, or even as a

characteristic of a long-term relationship. Here, we focus on the meaning of

cooperation as a strategy people adopt in a coordination game, and we will

investigate how normative reasoning can pave the way for the emergence and

the maintenance of cooperation.

The positive effects of communication on rates of cooperation is a robust

experimental finding. When individuals can talk to one other, cooperation

increases significantly. Proposed explanations to this phenomenon consider

the formation of group identity (Kollock, 1998), as well as the chance to make

explicit commitments (Kritikos and Meran, 1998) —where reputational and

moral factors come into play (Milinski et al., 2002)— as fundamental causes.

This research, however, looks at communication as a mean to establishing and

enforcing cooperation among people; to our knowledge, no attempt has been

made to analyse communication strategies, when communication processes are

actually the place where cooperation evolve.

We developed a novel experimental setting in which participants playing

a memory game (with numbers instead of images) could either play alone,
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or exchange messages containing the position and the value of the cards, so

that those who received a truthful message could more easily get a match.

This setting was conceptually modelled after the stag hunt game (Skyrms,

2001), a coordination game in which players do better if they coordinate their

behaviour with the behaviour of others. In our setting, playing alone is like

hunting hare, a solitary activity that leads to small payoffs, whereas exchang-

ing relevant information is analogous to hunting stag. In the latter case,

players engage in a mutually beneficial activity whose results are faster ex-

ploration of the game board and the resulting higher probability of getting a

match. In our experiment, playing alone is faster than sending messages, but

it leads to a quicker depletion of the available moves (for further details see

Section 5.2). On the contrary, sending messages is more time consuming, but

it allows players to know the position of cards, provided the information is

correct, without wasting moves in trying to guess. Moreover, participants can

decide how many addressees their message can have, choosing from three al-

ternatives: group message, private message and sub-group message. Whether

one or many receivers are selected depends upon the preferred strategy, which

is conditional to the expected contribution of other players.

In this framework, the exchange of valuable information is a costly action,

analogous to other costly behaviours normally considered inside the game-

theoretic literature. We are thus concerned with whether and how cooperative

behaviour gives rise to the emergence of a norm which sustains and promotes

cooperation, including the punishment of those who do not cooperate. Our

hypothesis is that cooperative behaviour is mediated by normative reasoning

that leads people to cooperate, in our case by sending group messages, and to

expect cooperation in return. When this expectation is not fulfilled, subjects

punish those who do not cooperate, by excluding them from communication.
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More specifically:

• Communication through group messages is a mutually beneficial activity,

allowing participants to jointly discover the game board, to score higher

and more efficiently.

• Cooperation through communication is conditional to receiving messages

from other participants. This strategic behaviour could be explained ac-

cording to two alternative frameworks (Conte and Castelfranchi, 1995):

– game-theoretical interpretation of reciprocity, analysed as an imi-

tation strategy (Tit-For-Tat).

– a cognitive view in which cooperative behaviour is regarded as a

socially prescribed activity, and every deviation from the norm is

punished according to the interpretation of the violation.

Following these two alternative hypotheses, we expect subjects to show differ-

ent reactions to non-cooperative use of the communication process. If the Tit-

For-Tat interpretation holds, then we should observe subjects reciprocating by

means of imitation (i.e. returning false information to sender of false informa-

tion, and refraining from cooperation with people who do not communicate).

In the other case, the cognitive interpretation of the normative prescription

predicts a different behaviour: non-cooperators are excluded from the benefits

of cooperation.

The experiment was conducted using a customized computer graphical in-

terface featuring a mechanism to send and receive messages to and from other

participants (see Figure 5.1). Computer mediated communication is known

to be less effective than face-to-face communication in the establishment of

cooperation (Brosig et al., 2003), even though, in the present study, it offered
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Figure 5.1: The customized graphical interface, with the game board on the
left side, the window with the list of the received messages and the nickname
of the sender (upper right side), the list of the subjects available for commu-
nication (lower right side), and the form for composing and sending messages
(at the center of the right side). The interface also inform the subjects about
their score and the number of moves left.

the possibility to control and monitor the information flow, to reduce the com-

plexity and ambiguity of natural language and to clearly distinguish between

false and truthful communication.

We acknowledge from the start that our study is exploratory and that

further studies are needed to put forward firm conclusions about the effect of

normative reasoning on cooperation in a coordination game setting. This is

a critical issue which deserves a deeper theoretical analysis as well as more

experimentally grounded results.
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5.2 Experiment

To test whether and how people cooperate by exchanging relevant information,

we designed a novel experimental setting using the well-known memory cards

game. Players had to find the greatest number of matching pairs among all

cards placed face-down on the game board. We modified the game, adding

two constraints:

Moves limit the subjects were allowed 100 moves to play the game; two cards

selected equaled one move. Once the available moves were exhausted,

the game ended.

Time limit each session lasts a maximum of 10 minutes. Players are not

informed about the exact length of the experiment.

Card selection and communication processes were concurrent activities;

participants decided autonomously whether to communicate with other sub-

jects or to play alone. The game and the communication platform were imple-

mented on a client-server software architecture. On the client side, the user

interface is composed of:

• A board of 50 pairs of cards, numbered form 0 to 49, placed in a 10 x

10 matrix and identified by their coordinates (LETTER; number).

• The message preparation form, composed of a list of the other partici-

pants,from whom the user could select the receiver(s); two boxes com-

prising the content of the communication (that is, the card’s coordinates

and value); and a button to send the messages.

• The incoming message frame, displaying a list of the messages received

by the subject, each message being a pair of card’s coordinates and card’s

value, plus the nickname of the sender.
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• A display of the score —the number of matching cards discovered in the

board.

• A display of the number of moves remaining. When the player(s) use

up those 100 moves, the computer program automatically blocked that

player’s session, and the subject was prevented from continuing the game

and also from sending messages.

5.2.1 Participants

Twenty-four students from the University of Siena, Italy (11 male, 13 female),

mean age 22.71 (SD = 2.19), volunteered to participate in the experiment and

were paid a 5 euro show-up fee, along with their earnings for participation in

the experiment for one hour of experimental time (mean earnings= 7.90 Euros,

plus the show-up fee). Subjects were assigned randomly to one of 4 groups of

six subjects. Each subjects participated in three sessions of the game. They

were naive with respect to the nature and aims of the experiment.

5.2.2 Procedure

5.2.2.1 The game

The subjects were assigned to one of four groups; each group was tested sepa-

rately along three 10 minute sessions (with a 5 minutes interval between them

and a short training session at the very beginning, lasting 3 minutes). The

participants, registered in the system using nicknames to preserve anonymity,

played a memory card game together, on different computers but with the

same game board. At the beginning of the game, all cards were laid face-

down, and subjects were provided with 100 moves to explore the board: one

mouse-click revealed the value of the chosen card. Each time they uncovered
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a pair of cards with the same value, one point was added to their score and

the matching cards remained face-up on that player’s board.

5.2.2.2 Communication

During the exploration of the board, subjects could send information about

uncovered cards through the interface. No other forms of communication were

allowed. The designed procedure required them to activate the message prepa-

ration phase, then select the coordinates of a card by mouse-clicking on it and

entering its value. The system did not check the content of the communica-

tion, so participants had the possibility of sending false messages, as either an

intentional lie or an unintentional typing error. To send the message, subjects

should select one, more than one, or even all of the possible recipients from the

list of active participants, and then press the send button, generating a Pri-

vate, Sub-group or Group message, respectively. All messages then appeared

in the incoming message frame of the receiver(s), in chronological order and

until the end of the session.

5.2.3 Questionnaires

After the three experimental sessions, participants responded to a question-

naire designed to assess the utility, from the standpoint of participants’ percep-

tion, of the messages and highlight the emergence of communicative strategies.

The questionnaire comprised 4 questions (1. Did you send at least 5 messages

to the other participants? Yes or No; 2. Provided you sent messages, they

were: a. mostly true; b. mostly false; c. always true; d. always false; 3.

Provided you sent messages, these were addressed: a. to everybody; b. to

someone on purpose; c. to someone by chance; d. to those who already sent

me a message.; 4. Do you believe that receiving messages affected your final
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score? Yes or No), plus a blank space where subjects were required to briefly

explain why they exchanged messages with other players.

5.3 Results

The results showed that subjects’ mean score (see Figure 5.2) significantly

increased between the first and second session for each group of subjects

(Wilcoxon rank sum test, Z = 402, p = 0.009), and between first and third

session (). We found no significant differences between the second and third

session (Z = 342, p = 0.134).

The average number of sent messages (see Figure 5.3) increased all along

the experiment. On the contrary, no significant difference was observed in

the number of moves used by subjects over the different sections (J-T test1,

trend p− value = 0.984, rank correlation = −0.002).

Figure 5.4 shows a significant change in the communicative strategy of

subjects. In the first session they almost equally used single (M = 1.37; SD =

2.93), group (M = 1.41; SD = 2.63) and subgroup messages (M = 2.41; SD =

2.60), whereas they decisively turned to the group message in the second

(Single M = 0.87 with SD = 1.96; Subgroup M = 0.91 with SD = 1.66;

Group M = 5.83 with SD = 2.83) and in the third session (Single M = 0.91

with SD = 2.82; SubGroup M = 0.58 with SD = 1.10; Group M = 7.29 with

SD = 6.8).

The percentage of false messages was extremely low, as showed in Figure

5.5. The highest number of false messages was observed in Group 3. In the

same group we found the greatest number of Sub-group messages (see Figure

5.6).

1Performed using the R package SAGx
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Figure 5.2: Average score of each session among all the groups of subjects
(N = 24). Average scores in the second and third sessions are significantly
higher than the one of the first session.
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Figure 5.3: Average number of sent messages along the three sessions, N = 24.

A chi-squared test of independence was performed to examine the rela-

tionship between score and received messages. The relation between these

variables was significant, χ2(2, N = 24) = 18.95, p = 0.025. There was a pos-

itive relationship between score and number of received messages. A second

chi-squared test of independence was performed to examine the relationship

between received messages and sent messages. The relation between these

variables was significant, χ2(2, N = 24) = 28.79, p < .001.

The analysis of the responses to the questionnaire showed that all sub-
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Figure 5.4: Group, Sub-group and Private messages’ average number in each
session.

jects sent at least 5 messages. The great majority (90%) responded they used

always true messages, whereas some (10%) responded mostly true messages.

Group messages prevailed (90%) and all subjects agreed about the existence

of a correlation between received messages and their score. We grouped the

responses about personal motives for communication into two classes: con-

ditional and unconditional cooperation. The 70% of participants responded

they sent messages in order to receive messages from other players, whereas

the remaining 30% reported that they communicated with the aim to help
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Figure 5.5: Distribution of true and false messages: Average number of true
and false Group, Sub-Group and Private messages.

other people in getting matches.

5.4 Discussion

We showed how cooperation through communication emerged and evolved

in a coordination game. In the memory game, the possibility to exchange

relevant information with other players put the participants in front of a social

dilemma, where both cooperating and playing alone were costly. Sending
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Figure 5.6: Distribution of true and false messages: Absolute number of true
and false messages, divided by type (Group, SubGroup and Private Messages),
among the four groups of subjects.

messages was a useful tool for saving moves and, at the same time, quickly

uncovering the game board, provided all cooperate. On the contrary, playing

alone was less time consuming, and it was a better strategy when others did

not cooperate.

We are not able to rule out the possibility of an improvement in the sub-

jects’ performance due to a learning effect. It is plausible to postulate the

existence of a hidden cause related to mnemonic skills. Our results, however,

show that participants preferred cooperation, and that this choice was reward-

ing, as demonstrated by the positive dependence between average score and

received messages; communication seems at least equally important in the

interpretation of the observed behaviour.

Moreover, the prevalence of truthful communication can be interpreted as
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further evidence of cooperative behaviour, since participants did not try to

negatively interfere with others by sending false messages, but mostly sent

true messages. In this setting, cooperation is an equilibrium whose emer-

gence is favored by cooperative behaviour, and whose maintenance requires a

cognitively mediated form of reciprocation.

Game-theoretic approaches predict a Tit-for-Tat strategy in these cases,

but in the third group of subjects we found a different behaviour. Noncoop-

erators (liars or people avoiding communication) were not directly retaliated

against, but they were excluded from communication: subjects who spread

false information were excluded form further communication —but were not

the addressee of following false messages— as well as subjects who refused to

share their information; that is the reason why we observed the formation of

sub-group, where cooperative participants coordinate playing the game. This

is further confirmation of the importance of cooperation, which was actively

pursued but also withheld from noncooperators. Our findings support the hy-

pothesis that, to preserve cooperation from the exploitation of non-cooperative

people, strategic interaction does not rely upon a mere mirroring behaviour,

but it requires a fully cognitive means-ends reasoning. Unfortunately, we ob-

served this behaviour in only one group, thus new investigations and a greater

number of subjects are required to fully validate this hypothesis.

In responding to the questionnaires, people recognized the importance of

cooperation, and the great majority of them explicitly declared that they sent

messages in order to receive back messages from other players (as reported by

many subjects).

Because this is an exploratory study that utilizes a novel setting, some

adjustments are needed. For instance, the computer interface might be a bit

tricky. To send a message subjects had to activate the message preparation
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phase in order to select coordinates and value of a card and, finally, to select

one or more (even all) recipients from the list of active participants. Another

potentially influential point was the difference between the time and the effort

required to select one or more participants, compared to the ease of sending

a message to all addressees. In fact, in the latter case, subjects had an All

button that automatically selected all other players.

Nonetheless, this study adds to the discussion of cooperation dynamics

and raises important questions, especially when considered together with the

findings of the previous chapters.
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Chapter 6

Conclusions

This dissertation revolved around the design of communication mechanisms

for the study of reputation formation in artificial societies, with reputation

defined as the effect of the spreading of social evaluations. The experiments

addressed problems derived from the study of cooperative behaviour, where

an autonomous agent helps other agents at a cost for him or herself, expecting

cooperation in return, and refrains from helping others if they behave oppor-

tunistically. When the helping behaviour is returned by an agent different

from the one who benefited from it in the first place, it generates a chain of

cooperative behaviours, usually referred to as indirect reciprocity.

The first study, reported in Chapter 3, analysed if and how communication

of evaluations about other members of a population can preserve this chain

of cooperation. In a large population, non-cooperative agents can be difficult

to identify, and they can prosper by exploiting the help of unaware individu-
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als, while refusing to pay it back. Communication can make non-cooperative

agents be preceded by their reputation, informing cooperators about their

potential partners even when they have never before interacted. Thus, coop-

erators are able to avoid exploitation, or can choose to seek social interaction

only with partners who are in good standing in the society.

With the use of agent-based methodology, the simulations were able to

reproduce these analytical predictions about reputation by having agents ex-

change messages regarding the behaviour of their partners after each interac-

tion. Two types of communication mechanisms were tested: one with public

messages, in which information was shared among all agents of the population;

the other with private messages, where messages were addressed only to known

cooperating agents. And, although communication via private messages is a

less efficient way to spread evaluations, it proved effective in preserving coop-

eration when agents had the ability to choose whom they are interacting with

in the next round of the game, instead of being matched at random.

Chapter 4 then presented a second study that focused on the spreading

of evaluations, which, as we have seen, leads to the formation of reputation

and thus, eventually, to various levels of cooperation within a group. Here

the social simulation modelled the spreading of social evaluations as gossip, or

rumors, i.e. third-party evaluations about a given target, where the source of

the evaluation is not identified. As explained in Chapter 2, this peculiarity of

gossip is what makes reputation a difficult subject to study: it is a property

of social agents with a dynamic that is partially beyond the control of the

single individual. Social evaluations shared through gossip can be modelled

as a second order belief: agents can assume the first-order evaluation to be

true and plan their actions accordingly; or they can rely on second-order

beliefs, trusting gossipers who, in reality, can pass on evaluations of this kind
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regardless of their truth value. By comparing gossip about reputation with

the communication of regular, direct evaluations (here referred to as image) in

a task of partner selection —where agents compete with their peers to interact

with partners of different quality— simulations results showed that, even if

image exposes the source of the evaluation to possible future retaliation from

the recipient of a false messages, evaluations spread as gossip, despite the

presence of possible informational cheaters, were more effective in selecting

valuable partners for the interaction.

In the third study, presented in Chapter 5, communication was analysed

as a cooperative device, assuming reciprocatory behaviour to apply when sub-

jects are exchanging relevant information during the performance of the as-

signed task. Here the messages do not contain social evaluations and thus

are not intended to sanction a particular social agent; their sole purpose is to

help other participants of the experiments score better results. When given

the opportunity to choose between performing the task alone and cooperating

with others by sharing information, the great majority of the subjects recurred

to communication, and —as they reported— decided to do so with the ex-

pectation of receiving messages in return. In the case where subjects were

confronted by dishonest individuals, they did not resort to retaliation using

false massages; instead they excluded liars from further communication. This

behaviour indicates that communication intended as a common good can be

better preserved by means of ostracism, than by retaliation. Such a tendency

could have great implications for further study of communication, as well as

in fields involving commercial trade and other transactions.
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6.1 Further directions of research

The effective use of reputation and communication for strategic behaviour is a

cognitively demanding task. A natural extension of the work presented in this

dissertation consists in the adoption of a suitable framework for the imple-

mentation of cognitive agents, which would get us further in the exploration

and testing of the theoretical analysis of reputation illustrated in Chapter 2.

In order to incorporate all aspects of this theory into the simulations, a more

complex framework for modelling them is required. The studies discussed here

aimed to model agent interactions as they communicated beliefs, but decision-

making processes (strategic, epistemic and memetic; see Section 2.2.3) require

the implementation of agents endowed with goals and planning capabilities,

in addition to beliefs, in order to design a model that accounts for more of the

complexities of cognition.

One such possibility is represented by Belief-Desire-Intention (BDI) agents.

Inspired by the theory of practical reasoning (Bratman, 1987), BDI agents

constitute a standard for the implementation of cognitive agents at the sym-

bolic level (in the same way neural networks are a standard for implementing

agents at the sub-symbolic level). BDI agents should be considered for an

enhancement and further research because they offer a number of advantages

over simpler, rule-based agents. BDI offers:

• a more complex structure for representing an agent’s knowledge base.

• the possibility to model more accurately the epistemic state behind a

particular social behaviour.

• as an implementation for practical reasoning, BDI support planning,

which in turn would allow for an explicit analysis of the goal of agents’

behaviour.
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Among the possible directions for future research, I’m going to sketch

below two of the most promising.

Agents’ sensitivity to gossip Agents can differ either in their typology

(more or less sensibility to social judgment) or in terms of their goals (goals

themselves and the agents’ ability to achieve them). The dependence of one

agent on another (Castelfranchi et al., 1992; Sichman et al., 1994), can com-

promise the first agents ability to fulfill a goal at least two potential reasons:

lack of capabilities, or lack of resource — the first agent requires something

from the second. No matter the reason, dependent relationships and their

implied power dynamic (Castelfranchi, 1990) carry a risk in terms of social

evaluations: negative evaluations regarding the first agent could prevent the

second agent from interacting with him or her. In other words, for the goals

for which an agent depends more on others, he or she will be particularly

sensitive to reputation (while for independently-achievable goals, reputation

may be a less important factor for the agent).

Strategic use of communication The studies discussed in this disserta-

tion raise two particularly intriguing questions regarding the strategic use of

communication: first, how can we “convince” others to cooperate with us?

And, conversely, how can deceit be used to persuade other agents into coop-

eration?

This second question leads us to the definition of two kinds of intentions,

which we can identify in terms of the third-party to whom the signal is ad-

dressed:

1. Signal for beneficiaries/gossipers: the intention of being recognised as a

loyal in-group member, accomplished by sharing relevant information (a
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low cost action) while violating social norms or prescriptions when we

don’t risk being discovered.

2. Signal for the group of targets of a given evaluation: the use of gossip

as a threat, that is, the preventative use of gossip, spreading rumors

about the social category to which the target belongs with the intention

of influencing his/her future behaviour.
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